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Vorwort

Wie wihlen Sie ein Computersy-
stem aus? Woher wissen Sie, ob es
flexibel genug ist, um auch wach-
senden Anforderungen gerecht zu
werden?

Sie haben ein Problem zu bewlti-
gen und suchen nach brauchbaren
Losungen, von denen Sie, als
anspruchsvolle Fiihrungskraft,
auch ein giinstiges Preis-Leistungs-
Verhiltnis erwarten. Sie brauchen
Kompatibilitit bei Hardware und
Software und suchen ein System,
das nicht nur Thren heutigen
Anspriichen geniigt, sondern auch
flexibel genug ist, sich zukiinftigen
Anforderungen anpassen zu kon-
nen.

Sie haben sich viel vorgenommen.
Denn es ist nicht leicht, ein System
oder eine Systemfamilie zu finden,
die allen diesen Anforderungen
geniigt. Sie wissen, daB} Ihre Firma
neue Wege einschlidgt und Thre
Abteilung bestens auf die neuen
Probleme vorbereitet sein muf3,
und daB in der heutigen, vom star-
ken Wettbewerb geprégten
Geschiftswelt die Auswahl eines
unzulidnglichen Computersystems
unabsehbare Folgen haben kann.

Die Frage lautet also: an welchen
MabBstiben soll das neue System
gemessen werden? Wie konnen Sie
sicher sein, daB3 es mit Thren stei-
genden Anspriichen mitwachsen
wird? Wie lange werden Sie mit
dem Produkt, das Sie heute
anschaffen, auch in Zukunft rech-
nen konnen? Und wie steht es mit
der Hardware- bzw. Software-
Kompatibilitdt? Wer sagt Ihnen,

daB ein System, das Sie heute kau-
fen, auch die Programme von mor-
gen bewiltigen wird? Kurz, wie
konnen Sie sicher sein, daf3 der
Aufwand an Miihe, Zeit und Geld,
den Sie in ein Computersystem
investieren, Ihnen auch den erwar-
teten Nutzen bringen wird? Diese
Fragen sind leichter zu beantwor-
ten, wenn man die sogenannte
LArchitektur® eines Computersy-
stems selbst versteht und beurtei-
len kann.

Mit der Architektur eines Compu-
ters wird die Struktur des Rech-
ners, wird Aufbau und Funktion
der Maschine festgelegt. Wenn Sie
einen Computer anschaffen, ent-
scheiden Sie immer fiir eine Archi-
tektur. Die Architektur stellt
gewissermaBen die Seele des Rech-
ners dar.

Lange Zeit konnten die Computer-
wissenschaftler iiber den Zusam-
menhang zwischen der Architektur
eines Rechners und seiner Leistung
nur vage Vermutungen anstellen.
Der Rechnerentwurf entbehrte
praktisch jeder verlaBlichen theore-
tischen Grundlage. Sogenannte
Innovationen kamen nur dadurch
zustande, daB bereits vorhandene
Architekturen etwas abgeandert
wurden. Da man mit dieser Art
von Neuerungen anscheinend
zufrieden war, wurden sie als
selbstverstandlich hingenommen



und blieben auch dann noch im
Einsatz, wenn sie langst nicht mehr
zweckmaBig waren.

Diese Situation hat sich jedoch
gedandert. Heute weill man mehr
iiber die Arbeitsweise von Compu-
tern und iiber die Auswirkungen
der Rechnerarchitektur auf die
Informationsverarbeitung. Die For-
scher an den Hochschulen und in
der Industrie verfiigen nun iiber
Erkenntnisse, auf die sie ihre Ent-
scheidungen beim Entwurf eines
neuen Computers griinden kon-
nen.

Das Ergebnis dieser Forschungsar-
beit bei Hewlett-Packard ist das
Konzept der neuen HP Precision
Architecture. Sie wurde entwickelt,
um ganz bestimmte Ziele zu errei-
chen. Die Entscheidungen, die zu
diesem Konzept gefiihrt haben,
waren bei HP keine Sache des Zu-
falls, sondern eines grundlegenden
Verstiandnisses der Arbeitsweise
des Computers. Das Ergebnis ist
eine vollig neue Rechnerarchitek-
tur, die MaBstébe fiir Wirtschaft-
lichkeit und Leistung setzt, und die
wegen ihrer Flexibilitdt geeignet
ist, den wechselnden Anforderun-
gen der Datenverarbeitung heute
und in Zukunft gerecht werden
wird.

Zu dieser Einfiihrung

Sie richtet sich an alle, deren Auf-
gabe es ist, Computersysteme zu
bewerten oder anzuschaffen. Sie
verschafft Thnen einen Uberblick
iiber Rechnerarchitektur im all-
gemeinen und iiber die HP Preci-
sion Architecture im besonderen.

® In Kapitel 1 werden zwei Grund-
konzepte des Rechnerentwurfs
gegeniibergestellt : das Prinzip
des Rechners mit komplexem

Befehlssatz (CISC= Complex

Instruction Set Computer) und

das des Rechners mit vereinfach-

tem Befehlssatz (RISC=Redu-
ced Instruction Set Computer).

® Kapitel 2 liefert einen geschicht-
lichen Abri3 der Entwicklung in
der Rechnerarchitektur. Es
beschreibt die Fortschritte in der
Hardware- und Software-Tech-
nik und die Konsequenzen die

sich daraus fiir die Rechnerarchi-

tektur ergaben.

® Kapitel 3 fiihrt Sie in die Grund-
lagen der neuen HP Precision
Architecture ein. Es beschreibt
die wichtigsten Merkmale der
Architektur und erklart, warum
gerade diese Computer in ihrer
Preisklasse Spitzenleistung bie-
ten.

Das Ergebnis der Forschungs-
arbeit ist eine Architektur, die
neue Standards hinsichtlich
Effizienz und Leistungsfihig-
keit steht.



Technische Neuerungen haben
viele Ursachen. Oft sind sie das
Ergebnis gezielter Uberlegungen,
beispielsweise wenn sich ein Erfin-
der anschickt eine bessere Mause-
falle zu konstruieren. Manchmal
sind sie nur das Ergebnis eines
Zufalls. So zum Beispiel, wenn ein
Erfinder wihrend seiner Arbeit auf
etwas dublerst Interessantes stofBt,
das im Grunde aber ganz und gar
nichts mit seiner eigentlichen Auf-
gabenstellung zu tun hat. GroB3e
Entdeckungen werden oft dadurch
gemacht, daB3 Wissenschaftler einer
ganz bestimmten Idee nachjagen
und beildufig auf etwas ganz ande-
res stoBen.

In der noch jungen Geschichte der
Computerwissenschaft sind die
interessantesten Neuerungen
dadurch entstanden, daB} sich die
Ingenieure bemiihten, zwei zen-
trale Probleme zu 16sen: die Ent-
wicklung einer Maschine, die Infor-
mationen schneller verarbeiten
kann, und die einer Maschine, die
in Sprachen programmiert werden
kann, die der natiirlichen Sprache
moglichst dhnlich sind.

Neuerungen auf dem Gebiet der
Computertechnik zeigen sich bei
drei wichtigen Bereichen: bei der
Konstruktion der Computer einge-
setzten Technologie, den bereitge-
stellten Programmiersprachen und
bei der eigentliche Konzeption der
Maschinen. Als die Schaltkreis-

Kapitel T: Einleitung

technik sich entwickelte und sich
hohere Programmiersprachen
immer mehr durchsetzten, dnderte
sich, den neuen Maglichkeiten im
Bereich Hardware und Software
entsprechend, auch die Art und
Weise, in der Maschinen Informa-
tionen verarbeiten.

Die ersten elektronischen Rechner
hatten einen einfachen und iiber-
sichtlichen Aufbau. Das war haupt-
sdchlich auf den niedrigen Entwik-
klungsstand der Technik zuriickzu-
fiihren, die in den Maschinen zur
Anwendung kam. In den letzten 30
Jahren fiihrten jedoch immer neue
technische Errungenschaften und
Erkenntnisse zu einem immer
komplexeren Rechnerkonzept.

Der Befehlssatz

Die Entwicklung zu immer kom-
plexeren Rechnern spiegelt sich in
der Entwicklung der in diesen
Rechnern verwendeten Befehlssit-
zen wieder. Der Befehlssatz oder
Befehlsvorrat ist fiir den Aufbau
eines Rechners von so grundlegen-
der Bedeutung, daB er oft in der
Hirarchie mit der Rechnerarchitek-
tur gleichgestellt wird.

Der Befehlssatz bestimmt die
Grundfunktionen, die ein Rechner
fiir eine nutzvolle Arbeit benétigt.
Die Maschinenbefehle lassen sich
mit den Tasten eines Taschenrech-

Wegen des niedrigen technischen
Entwicklungsstandards waren
die ersten elektronischen Rechner

einfach und iibersichtlich.

ners vergleichen. Ein Taschenrech-
ner hat Tasten fiir die Addition,
Subtraktion, Multiplikation und
Division, aber auch fiir die Pro-
zent-und Wurzelrechnung. Darii-
ber hinaus sind viele Taschenrech-
ner mit Tasten fiir spezielle
Anwendungszwecke ausgestattet.
Finanzrechner verfiigen zum Bei-
spiel iiber Funktionen fiir die
Berechnung des Nettobarwerts
oder der Abschreibung.Aus diesen
Beispielen konnen Sie erahnen, wie
durch die Bestimmung des Befehls-
satzes eines Rechners die Operatio-
nen festgelegt werden, die er

durchfiihren kann.



Die Entwicklung der Computer
zeichnet sich durch immer komple-
xere Befehlssiitze aus; die Befehle
wurden immer zahlreicher und die
einzelnen Befehle immer spezieller.
Wihrend die ersten Rechner mit
einem Befehlssatz von nicht mehr
als sieben Befehlen auskamen,
arbeiten Rechner heute oft mit
mehreren hundert Befehlen.

Computer mit
komplexem Befehlssatz

Immer mehr Computerwissen-
schaftler setzten auf den Einsatz
von komplexen Befehlssdtzen, so
daB in den letzten zwanzig Jahren
fast ausschlieBlich Computer mit
komplexem Befehlssatz (CISC)
konzipiert und hergestellt wurden.

Mit zunehmendem Umfang des
Befehlssatzes wurde es jedoch fiir
die Compiler, die ja die Pro-
gramme aus den héheren Program-
miersprachen in die Maschinen-
sprache iibersetzen miissen, immer
schwieriger, die ganz speziellen
Befehle nutzbringend einzusetzen.
Stellen Sie sich einen Taschenrech-
ner mit 300 verschiedenen Tasten
vor, und Sie sehen sofort, wo das
Problem liegt. Ein solcher Taschen-
rechner wiirde natiirlich Tasten fiir
die verschiedensten Sonderfunktio-
nen bieten, nur hitten Sie wahr-
scheinlich groBe Schwierigkeiten,

die gerade benétigte Taste zu fin-
den. Selbst um einfachste Rechen-
funktionen auszufithren, miiten
Sie wahrscheinlich lange suchen.
Das gleiche Problem stellt sich fiir
einen Computer, wenn er mit
einem immer groBeren Befehlsvor-
rat arbeiten muB. Dabei ist die
Suche des richtigen Befehls weni-
ger problematisch als die Entschei-
dung, welcher Befehl nun genau
der richtige ist. Und bei so vielen
speziellen Befehlen ist der genau
passende Befehl oft schwer zu fin-
den.

CISC-Computer arbeiten zwar mit
komplexen Befehlen, das heif3t
aber noch lange nicht, daB sie sie
auch sofort verstehen. Die komple-
xen Befehle miissen vielmehr
zuerst in kleinere Befehle zerlegt
werden, bevor sie von der
Maschine ausgefiihrt werden kon-
nen.

Eigentlich arbeitet der Rechner
auch nicht anders als wir Men-
schen. Jede komplexe mathema-
tische Formel, wie zum Beispiel die
zur Berechnung des Nettobarwerts,
146t sich im allgemeinen in eine
Folge von Multiplikationen und
Divisionen zerlegen. Um also eine
derart komplizierte Formel berech-
nen zu konnen, miiBten wir viele
Einzelberechnungen nacheinander

durchfiihren.



Bei der Ausfithrung eines Befehls
geht der Computer dhnlich vor. Er
unterteilt den auszufithrenden
Befehl in kleinere, fiir ihn leichter
verstdndliche Einheiten. Zunéchst
war dieser Decodiervorgang, nam-
lich die Unterteilung komplexer
Befehle (Makrocode) in kleinere,
unmittelbar ausfiihrbare Befehle
(Microcode) eine optimale Losung.
Die Anzahl der fiir die Ausfiihrung
einer Operation bzw. eines Befehls
notwendigen Maschinenzyklen
wurde zwar erhoht, jedoch ohne
nachteilige Auswirkungen auf die
Rechnerleistung, denn die Zentral-
einheit (CPU), die die Befehle
decodieren muBite, war viel schnel-
ler als der Hauptspeicher, in dem
die Befehle und Daten gespeichert
wurden. Wihrend der langsamere
Hauptspeicher die nichsten Daten
besorgte, hatte die wesentlich
schnellere Zentraleinheit geniigend
Zeit, einen Befehl zu decodieren.

Der Beitrag
der Wissenschaft

Bis vor kurzem wulite man noch
sehr wenig iiber den Zusammen-
hang zwischen dem Befehlssatz
und der Rechnerleistung. Ende der
siebziger und Anfang der achtziger
Jahre begannen die Wissenschaft-

Einfache Befehle werden am
héufigsten verwendet.

ler, sich ein umfassenderes Bild von
den Vorgingen zu verschaffen, die
withrend der Ausfithrung eines
Programms in einem Rechner
abliefen. Die Ergebnisse tiberrasch-
ten die Fachwelt.

Es zeigte sich namlich, dall kom-
plexe Befehle nur sehr selten ver-
wendet werden. Am héufigsten
wurden einfache Befehle, zum Bei-
spiel Lade-, Speicher- und Ver-
zweigungsbefehle, ausgefiihrt. Nur
zwanzig Prozent des verfiigbaren
Befehlssatzes belegten wurden in
achtzig Prozent der Zeit auf-
gefiihrt. Dieses unerwartete Uber-
wiegen der einfachen Befehle
stellte die bisher geltenden, grund-
legenden Annahmen der Rechner-
konstruktion auf den Kopf und
eroffnete der Computerwissen-
schaft vollig neue Perspektiven.

BRANCH
30%

STORE
15%

RO e
Die Forschung zeigte, daf$ kom-
plexe Befehle nur selten verwen-

det werden.

LOAD
35%

OTHER
20%
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Entscheidungen iiber den Rech-
nerentwurf brauchen nicht mehr
ad hoc und aufgrund wie
Annahmen getroffen zu werden.
Heute trifi man Entscheidungen
aufgrund von Messergebnissen
iiber die Effizienz der Informa-
tionsverarbeitung im Rechner.

Computer mit verein-
fachtem Befehlssatz

Die Wissenschaftler bei Hewlett-
Packard und anderen Herstellern
versuchten natiirlich sofort, diese
neuen Erkenntnisse iiber die
Arbeitsweise der Rechner tech-
nisch nutzbar zu machen. Eckstein
des neuen Konzepts ist ein stark
vereinfachter bzw. reduzierter
Befehlssatz. Die Maschinen, deren
Architektur sich auf dieses neue
Konzept stiitzt, werden als RISC-
Computer bzw. Computer mit ver-
einfachtem Befehlssatz (RISC=
Reduced Instruction Set Compu-
ter) bezeichnet.

Ein einfacher Befehlssatz ermog-
licht es, die Befehle direkt in die
Rechner-Hardware einzubauen
und damit unmittelbar die Schnel-
ligkeit der neuen Hardware-Tech-
nologien zu nutzen. Da bei dem
neuen Konzept die Decodierung
komplexer Befehle entfillt,

[k |, >
J| STURE

wird die Belastung der Zentralein-
heit erheblich vermindert. Ergeb-
nis: Schnellere Ausfiihrung der
Befehle und damit hohere Gesamt-
leistung.

Ein vo6llig neuer Ansatz

Die Entscheidung fiir Computer
mit vereinfachtem Befehlssatz stellt
einen Meilenstein in der Entwick-
lung der Rechnerarchitektur dar
und bedeutet einen neuen Ansatz
fiir den Rechnerentwurf. Entschei-
dungen beim Rechnerentwurf
brauchen nicht mehr aufgrund von
Annahmen getroffen zu werden,
sondern orientieren sich aus den
gewonnenen Analyseergebnissen
iiber die Verarbeitung der Infor-
mation im Rechner im Vergleich
zur Designvorgabe.

Diese neueste RISC-Technik spie-
gelt erstaunlicherweise genau die
Grundprinzipien der ersten elek-
tronischen Rechner wider. Warum
das so ist und warum die RISC-
Technik fiir die Entwicklung der
Computer allgemein von entschei-
dender Bedeutung ist, wird erst
dann klar, wenn man die bisherige
Entwicklung der Rechnerarchitek-
turen Schritt fiir Schritt nachvoll-
zieht.

RISC: Der
entscheidende Schritt

vom Komplexen zum
Einfachen.
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Kapitel 2: Die Evolution der Rechnerarchitekturen

Die Entwicklung der Rechnerar-
chitekturen ist sehr eng mit den
Fortschritten in der Hardware- und
Software-Technik verkniipft. Die
Entwicklung der Hardware-Tech-
nik, von der Elektronenrohre iiber
die Halbleitertechnik bis hin zu
den integrierten Schaltkreisen,
wirkte sich unmittelbar auf die
Schnelligkeit der Zentraleinheit
aus. Dieser gewaltige technische
Fortschritt brachte eine grundle-
gende Verdnderung der Rechen-
architektur mit sich.

Die Fortschritte in der Hardware-
technik wurden auch von Neue-
rungen in der Software-Technik
begleitet. Eine wesentliche Neue-
rung war die Einfithrung benutzer-

freundlicher Programmiersprachen.

Die neuen Sprachen waren den
natiirlichen Sprachen dhnlicher
und erforderten ihrerseits Ande-
rungen in der Rechenarchitektur.

Erstaunlicherweise gelang es mit
einem einzigen Konzept, dem der
komplexen Befehle, sowohl die
Hardware- als auch die Software-
Probleme zu lésen. Das neue Kon-
zept setzte sich ohne Schwierigkei-
ten durch und setzte fiir nahezu
zwanzig Jahre den Standard fiir die
Konstruktion von Computern.

Die ersten elektronischen

Die ersten
elektronischen Rechner
(1946-1962)

Die ersten elektronischen Rechner
lassen sich in zwei Worten
beschreiben: einfach und ausgewo-
gen. Ihr Aufbau stiitzte sich auf die
von-Neumann-Maschine, die der
berithmte Wissenschaftler und
Computerpionier John von Neu-
mann entworfen hatte. Das wohl
bekannteste Beispiel fiir einen
Computer der ersten Generation
ist die 1950 gebaute UNIVAC L.

Sie war damals zweifellos ein Wun-

derwerk der Technik, nahm jedoch
einen ganzen Raum in Anspruch,
kostete Millionen Dollar und hatte
trotzdem nicht die Rechnerlei-
stung unserer heutigen Personal
Computer.
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Rechner waren einfach und

ausgewogen.
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Die ersten Rechner arbeiteten

mit einem einfachen Befehls-
satz, der direkt in der Hard-
ware implementiert war.

Einfache Befehlssatze

Die beiden Kernstiicke jedes Com-
puters sind Zentraleinheit und
Hauptspeicher. Sie waren bei den
ersten Rechnern in der gleichen
Technik realisiert und deshalb
auch gleich schnell. Der Befehlssatz
war einfach und war direkt in der
Hardware implementiert. Auf-
grund dieses einfachen, ausgewo-
genen Aufbaus arbeiten sie etwa so
wie ein Zwei-Takt-Ottomotor, das
heift, die Operationen wurden in
zwei Takten bzw. Zyklen aus-
gefiihrt: Im ersten Takt oder
Zyklus holte sich der Rechner die
Befehle, und im zweiten fiihrte er
sie aus.

Einfache Hardware

Der Entwurf der ersten Rechner
hing im wesentlichen MaBe von
den bescheidenen Méglichkeiten
der Elektronenrohre ab. Man
muBte zum Beispiel mit zwei Regi-
stern auskommen, denn die Elek-
tronenrohre erlaubte nicht mehr.
In Maschinen dieser Bauart wur-
den die Daten zur Verarbeitung in
die Register geladen und das
Ergebnis im Arbeitsspeicher abge-
legt. Aufgrund der geringen Regi-
sterzahl muBten die Daten standig
zwischen der Zentraleinheit und
dem Arbeitsspeicher hin- und her-
bewegt werden.

Elektronenrohren setzten nicht nur
der Konstruktion sehr enge Gren-
zen, sie waren auch duBerst unzu-

verlissig. So wurde die mittlere
storungsfreie Zeit (MTBF) der
damaligen Rechner in Stunden
gemessen. Heute dagegen gewihr-
leisten einige Computerhersteller
eine durchschnittliche Jahresver-
fiigbarkeit von 99 %

Einfache Software

Damals steckte auch die Software-
Entwicklung noch in den Kinder-
schuhen. Die Sprache des Pro-
grammierers und die Maschinen-
sprache waren nahezu identisch,
denn die Programme wurden in
Maschinensprache, also mit lauter
Einsen und Nullen, geschrieben.
Das hatte natiirlich den Vorteil,
daB die Programme weder inter-
pretiert noch iibersetzt werden
muBten. Die Einfithrung der
Assembliersprache fiihrte schlieB3-
lich dazu, daBl Programme nicht
mehr in der Maschinensprache
geschrieben werden muBten. Die
Programmierung wurde dadurch
zwar wesentlich erleichtert, der
Dialog mit dem Computer mufte
aber nach wie vor auf einer sehr
maschinennahen Sprachebene

gefiihrt werden.

Kurz: die ersten Rechner waren
einfach und ausgewogen. Bei
jedem Befehlszyklus wurde auch
jedesmal auf den Hauptspeicher
zugegriffen. Dieses Rechnerkon-
zept funktionierte deshalb, weil die
Zentraleinheit und der Arbeitsspei-
cher gleich schnell waren.



Die ersten Computer mit
Mikroprogrammierung
(1963-1969)

Im néchsten Jahrzehnt der Ent-
wicklung der Rechnerarchitektur
eroffneten neue Software- und
Hardware-Techniken dem Kon-
strukteur neue Wege. Programme
muBten nun nicht mehr in Assem-
blersprache geschrieben werden,
und auch die unzulidnglichen Elek-
tronenrchren gehorten der Vergan-
genheit an. Das bedeutete jedoch
nicht, daB3 die Probleme aus der
Welt waren; sie wurden lediglich
durch neue ersetzt. Aber die Com-
puterwissenschaftler fanden auch
hier eine, praktikable Losung: die
Mikroprogrammierung.

Unterschiedliche
Arbeitsgeschwindig-
keiten durch
verschiedene Hardware-
Technologien

blem aufwarf. Die Computer der
neuen Bauart erforderten ndmlich
immer groBere Hauptspeicher, die
aus Kostengriinden nicht, wie die
Zentraleinheit, in derselben schnel-
len Schaltkreistechnik realisiert
werden konnten. Man wich auf
kostengiinstigere Bauarten, wie
zum Beispiel Magnetkernspeicher,
aus.

Das Ergebnis war, da3 die Zentra-
leinheit nicht voll ausgelastet
wurde, weil sie zeitweise auf die
aus dem langsameren Hauptspei-
cher benétigten Daten warten
mulbBte. In vielen Fillen war die
Zentraleinheit zehnmal so schnell
wie der Hauptspeicher. Maschinen
dieser Bauart waren nicht mehr
ausgewogen. Die Konstrukteure
muBten diese Diskrepanz in den
Arbeitsgeschwindigkeiten bertick-
sichtigten.

TR AR R AT,
Die Zentraleinheit war oft nicht
ausgelastet, weil sie auf Daten
aus dem langsameren Haupt-
speicher warten mujfSte.

Die Entwicklung des Transistors
und des integrierten Schaltkreises = >
fiihrten zu eiier wesentlichen MO
Erhohung der Arbeitsgeschwindig-
keit der Zentraleinheit. Ein bedeu- »
tender Fortschritt, der leider auch e e
ein nicht weniger bedeutendes Pro- CONTROL |
STORE
W _ ] AV
CONTROL |EXECUTION
Mikroprogrammierte ; :
Computer nutzten Kon- ' il el
trollspeicher, um die ~' | =

Dekodierung komplexer

7 Befehle zu unterstiitzen.




Die Computerwissenschafiler
waren sich einig, dafs die
»semantische Liicke™ geschlos-
sen werden mujSte.

Semantische Liicke
durch hohere
Programmiersprachen
Wihrend die Hardware-Speziali-

sten mit der Diskrepanz der
Arbeitsgeschwindigkeiten beschif-
tigt waren, entstand auf der
Software-Seite ein ebenso schwer-
wiegendes Problem. Der immer
héufigere Einsatz von Computern
lie3 den Ruf nach effizienteren Pro-
grammiersprachen laut werden, die
der natiirlichen Sprache moglichst
ahnlich sein sollten.

Diese neuen Programmierspra-
chen, wie zum Beispiel FORTRAN
und COBOL, wurden als hohere
Programmiersprachen bezeichnet.
Sie waren leichter zu lernen und
anzuwenden und erhéhten
dadurch die Produktivitit der Pro-
grammierer. Die Bezeichnung
,hoherer Programmiersprachen®
deutet jedoch schon darauf hin,
daB sie sich von dem Binircode der
Maschinensprache, mit seinen Ein-
sen und Nullen, noch weiter ent-
fernten.

Die in einer hoheren Programmier-
sprache geschriebenen Programme
muBten nun, vor ihrer Ausfithrung,
zuerst in die Maschinensprache
iibersetzt werden. Diese Aufgabe
fiel den sogenannten Compilern zu,
einer neuen Art von Software. Zu
Beginn der sechziger Jahre stand
die Compiler-Technologie noch am
Anfang ihrer Entwicklung.

Und es sollte eine miihevolle Ent-
wicklung werden!

Die Diskrepanz zwischen den
hoheren Programmiersprachen
und der Maschinensprache wurde
als ,,semantische Liicke“ bezeich-
net. Dieser Ausdruck wurde
deshalb gewihlt, weil der Bedeu-
tungsinhalt der Programmieran-
weisungen einer hoheren Program-
miersprache viel umfassender ist
als die Ausdrucksmoglichkeiten
der Maschinensprache. Aus diesem
Grund sind fiir die Verarbeitung
eines Befehls einer hoheren Pro-
grammiersprache mehrere Maschi-
nenbefehle nétig. Die Computer-
wissenschaftler waren sich dariiber
einig, daf diese Liicke geschlossen
werden mufite und die héheren
Programmiersprachen und die
Maschinensprachen einander
angeglichen werden sollten. Eine
naheliegende Losungsmoglichkeit
bestand darin, den Bedeutungs-
inhalt der Maschinenbefehle anzu-
heben und sie damit den Befehlen
der hoheren Programmiersprache
anzugleichen.



Komplexe Befehle
gleichen die Disparitit
der Arbeitsgeschwindig-
keiten aus

Bei der Losung des Problems, das

sich aus den unvertréglichen
Arbeitsgeschwindigkeiten von
Zentraleinheit und Hauptspeicher
ergab, ging man den Weg des
geringsten Widerstands. Man
suchte nach einem Konzept, das
die Zahl der erforderlichen Spei-
cherzugriffe reduzierte.

So wurde die moglichst effektive
Nutzung des Hauptspeichers zu
einem priméren Ziel. Man mubBte
versuchen, bei einem Speicherzu-
griff so viele Daten wie moglich zu
holen. Damit konnte man die Zen-
traleinheit besser auslasten und der
Computer konnte in der gleichen
Zeit mehr Arbeit verrichten. Alles
in allem wurde dadurch die Wirt-
schaftlichkeit erhoht und die Lei-
stung gesteigert.

Die Computerkonstrukteure ver-
suchten, das Problem durch die
Verwendung komplexer Befehle zu
16sen. Die Computer der ersten
Generation arbeiteten bekanntlich
mit einfachen Befehlen, mit denen
lediglich Grundoperationen, wie
zum Beispiel die Addition zweier

Oft war die CPU zehn
mal schneller als der

Hauptspeicher.

Zahlen, durchgefiihrt werden
konnten. Bei den komplexen
Befehlen jedoch handelt es sich um
spezielle Befehle, die sich aus vie-
len Einzeloperationen zusammen-
setzen. Maschinen, bei denen die-
ses neue Konzept zur Anwendung
kam, wurden als Computer mit
komplexem Befehlssatz (CISC=
Complex Instruction Set Compu-
ter) bezeichnet.

Ein kleines Beispiel soll verdeutli-
chen, wie durch komplexe Befehle
die erforderlichen Speicherzugriffe
reduziert werden. Der Ausdruck
wein Doppelrumpfboot aus zwei
starr miteinander verbundenen
Bootskérpern® soll eine Folge von
einfachen Befehlen darstellen.
Computer der ersten Generation
verarbeiteten den Ausdruck,
indem sie zuerst das erste Wort
wein, aus dem Arbeitsspeicher hol-
ten und es ausfiihrten, anschlie-

R
Computerkonstrukteure verwen-
deten komplexe Befehle, um die
Anzahl der Hauptspeicherzu-
griffe zu reduzieren.




Bend das zweite Wort (,Doppel-
rumpfboot“) usw., bis der Aus-
druck vollstdndig ausgefiihrt war.
Bei dieser Art der Verarbeitung
waren acht Speicherzugriffe, nam-
lich einer fiir jedes Wort, erforder-
lich.

Wiirde man dieses Verarbeitungs-
problem mit einem komplexen
Befehl l6sen, dann wiirde man den
Ausdruck durch ein einziges Wort
ersetzen, das dem Ausdruck ent-
spricht, also in unserem Fall das
Wort ,Katamaran®. Der Computer
versteht dieses speziellere Wort
und braucht deshalb nur einmal
auf den Arbeitsspeicher zuzugrei-
fen. Mit dieser Art der Verarbei-
tung konnen also sieben Haupt-
speicherzugriffe eingespart werden.

Der Ansatz hatte aber einen gro-
Ben Nachteil: Die Zentraleinheit
hitte mit weiteren Schaltkreisen
ausgertistet werden miissen, um
die komplexeren Befehle erkennen
zu kénnen. Dadurch wire diese
Losung unerschwinglich teuer
geworden. Das anstehende Pro-
blem wurde durch ein neues lei-
stungsfahiges Instrument, die
Mikroprogrammierung, umgan-
gen.

Jetzt war es moglich, komplexe
Befehle (Makrocode) in kleinere,
einfache und fiir den Rechner
direkt verstiandliche Befehle
(Mikrocode) zu zerlegen. Dazu war
eine eigenstindige, sehr schnelle
Speichereinheit in der Zentralein-
heit erforderlich. Diese Steuerein-
heit, diente der Zentraleinheit
gewissermalBen als Worterbuch.
Um bei unserem Beispiel zu blei-
ben:

Die Definition, das heiB3t die Ein-
zelbefehle oder der Mikrocode, den
die Zentraleinheit zur Ausfithrung
eines komplexen Befehls benotigt,
wurde in der Steuereinheit abge-
legt. Durch die Zerlegung der
Makrobefehle in kleinere, fiir den
Computer verstandliche Mikrobe-
fehle erreichten die Computerwis-
senschaftler damals hohere Flexibi-
litat. Allerdings waren fiir den
Codiervorgang zusitzliche Maschi-
nenzyklen erforderlich.

Bei den CISC-Computern (Com-
plex Instruction Set Computer)
werden die komplexen Befehle in
die Steuereinheit geladen, wo sie
bei Bedarf in mehrere einfache
Befehle aufgeschliisselt werden.
Diese einfachen Befehle werden

dann von der Zentraleinheit aus-
gefiihrt. So gelang es, die einfa-
chen, in der Hardware eingebauten
Befehle der ersten Rechner durch
komplexe Befehle zu ersetzen.

Aber auch diese Losung hatte
ihren Preis, ndmlich die Zeit, die
bei der Decordierung und Uberset-
zung der komplexen Befehle ver-
lorenging. Da jedoch der Haupt-
speicher sowieso viel langsamer
war als die Zentraleinheit, fiel der
Zeitverlust durch das Decodieren,
im Vergleich zur gesamten Zeiter-
sparnis, kaum ins Gewicht. Das
Problem der unterschiedlichen
Arbeitsgeschwindigkeiten von
Zentraleinheit und Arbeitsspeicher
wurde gel6st, indem man die
Anzahl der Speicherzugriffe durch
die Verwendung von komplexen
Befehlen verringerte.
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Komplexe Befehle
schlieBen auch die
semantische Liicke

Man fand sehr schnell heraus, daf3
die komplexen Befehle auch geei-
gnet waren, die durch die hoheren
Programmiersprachen entstandene
semantische Liicke zu schlieBen.

Durch zusitzliche komplexe
Befehle, die den ,,Wortschatz“ des
Rechners vergroBerten, konnte die
semantische Ebene der Maschinen-
befehle erweitert werden. Die
inhaltliche Unvertréglichkeit zwi-
schen den Maschinenbefehlen und
den Anweisungen der hoheren Pro-
grammiersprachen konnte auf
diese Weise verringert werden.
Man glaubte sogar, weniger Uber-
setzungszyklen zu benétigen, wenn
der Befehlssatz den Anweisungen
der héheren Programmiersprachen
moglichst nahekam. Diese Uber-
zeugung setzte sich immer starker
durch, so daB die Programmierer
von Compilern ihre , Lieblingsbe-
fehle“ der hheren Programmier-
sprachen in den Befehlssatz der
Computer implementiert haben
wollten.

77

CISC-Computer
wurden Standard

Mit dem komplexen Befehlssatz
glaubten die Computerkonstruk-
teure die Losung ihres Problems
gefunden zu haben. Die komple-
xen Befehle erméglichten es, die
Anzahl der notwendigen Speicher-
zugriffe zu verringern und gleich-
zeitig die semantische Liicke weit-
gehend zu verkleinern. Nichts
schien diese Uberzeugung in Frage
zu stellen, und so ist es auch kein
Wunder, daB sie das Design der
Computer der nidchsten beiden
Jahrzehnte entscheidend beein-
fluBte. Eine Folge war, daf3 die
Befehlssidtze immer umfangreicher
und komplexer wurden; wihrend
Rechner der ersten Generation, wie
die MARK-1, mit sieben Befehlen
auskamen, arbeiten Computer mit
komplexen Befehlssatz bereits mit
iiber 300 Befehlen.

Im Gegensatz zu den elektroni-
schen Rechnern der ersten Genera-
tion, die einfach aufgebaut sein
mubBten, weil die Elektronenréhre
keine komplexere Bauart erlaubte,
war die neue Computergeneration
eigentlich nur noch durch die
Anzahl der komplexen Befehle ein-
geschrinkt, die in die Steuereinheit
paBten.

Mit der Zeit wurden die
Befehlssatze immer grofSer und
komplexer.



Mikroprogrammierte
Computer mit Cache-
Speicher (1970-1984)

Die Mikroprogrammierung blieb
lange Zeit unangefochtener Ansatz
in der Rechenarchitektur. Dennoch
versuchten die Computerwissen-
schaftler weiterhin, die immer noch
unterschiedlichen Arbeitsge-
schwindigkeiten von Zentraleinheit
und Hauptspeicher auszugleichen.
Dabei kamen ihnen vor allem Fort-
schritte in der Schaltkreisentwick-
lung und im Compilerbau zugute.
Ein entscheidender Durchbruch
gelang jedoch erst mit der Ent-
wicklung der Cache-Speicher.

Der Einsatz von
Speichern mit inte-
grierten Schaltkreisen

In den sechziger und siebziger Jah-
ren, als integrierte Schaltkreise
(ICs) immer billiger und leistungs-
fahiger wurden, war der Fortschritt
in der Computertechnik kaum
noch aufzuhalten. Die wesentlich
billigeren integrierten Schaltkreise
traten nun auch an die Stelle der
langsameren Magnetkernspeicher.
Damit war ein entscheidender
Schritt getan, denn der Hauptspei-
cher und die Zentraleinheit waren
nun in der gleichen Technik reali-
siert. Das Ergebnis waren wesent-
lich schnellere Hauptspeicher, die
nun nach zwanzig Jahren mit der
Arbeitsgeschwindigkeit der Zen-
traleinheit mithalten konnten.

Cache-Speicher

Zusitzlich wurde die Schnelligkeit
des Hauptspeichers durch den Ein-
satz von Cache-Speichern erhoht.
Cache-Speicher sind kleine,
schnelle Pufferspeicher zwischen
dem Hauptspeicher und der Zen-
traleinheit. Cache-Speicher und
Hauptspeicher sehen fiir die Zen-
traleinheit wie der Hauptspeicher
aus. Wenn man jedoch haufig
benétigte Daten im Cache-Spei-
cher vorhalt, kann man Zugriffe
auf den Hauptspeicher minimieren.
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Die Auswirkung des Cache-Spei-
chers auf die Schnelligkeit des
Hauptspeichers soll mit einem Bei-
spiel genauer erlautert werden.
Stellen Sie sich den Hauptspeicher
als Bibliothek vor. Wenn Sie in

| eine Bibliothek gehen, um dort

i Material zu sammeln, arbeiten Sie
im Normalfall mit mehreren Nach-
schlagewerken. Sie konnen nun
Ihre Arbeit auf zweierlei Weise
gestalten: Entweder Sie gehen
jedesmal zum entsprechenden
Regal, wenn Sie ein bestimmtes
Buch brauchen, arbeiten es durch
und holen sich das nichste, oder
Sie holen sich die Biicher zu Threm
Thema auf einmal und suchen sich
einen entsprechenden Platz zum
Arbeiten. Wenn Sie jedesmal auf-
stehen und zu einem Regal gehen,
um ein Buch zuriickzustellen oder
ein neues zu holen, verlieren Sie
auf Threm Weg zwischen Threm
Arbeitsplatz und den Biicherrega-
len kostbare Zeit. Wenn Sie sich
jedoch alle Thre Biicher besorgen,

bevor Sie zu arbeiten beginnen

Das Ungleichgewicht der
Arbeitsgeschwindigkeit
wurde umgekehrt. Der
schnellere Hauptspeicher
mufSte nun oft abwarten, bis
die CPU-Zentraleinheit
komplexe Befehle decodiert
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und sie geschlossen zu Threm
Arbeitsplatz bringen, haben Sie die
gewiinschten Quellen schneller zur
Hand und verlieren weniger Zeit
mit dem Zuriicktragen Threr
Biicher. Die Biicherregale in unse-
rem Beispiel entsprechen dem
Hauptspeicher, Ihr Arbeitsplatz
dem Cache-Speicher und das von
Thnen benutzte Buch den Regi-

stern des Computers.

Da Cache-Speicher relativ klein
sind, war es wirtschaftlich, sie in
der schnellsten Schaltkreistechnik
bereitzustellen. Der Hauptspeicher
d.h. der Cache-Speicher und die
Zentraleinheit verfiigten nun beide
iiber die Vorziige der Schaltkreis-
technik und konnten somit in der
gleichen Geschwindigkeit arbeiten.
Bald jedoch stellte man fest, da3
nun der schnellere Cache-Speicher
warten mubBte, bis die Zentralein-
heit die Makrobefehle in kleinere

hatte.

Mikrobefehle zerlegt hatte. Vorher
war die Zentraleinheit durch den
Arbeitsspeicher gebremst worden;
nun war es umgekehrt.

Da der Hauptspeicher und die
Zentraleinheit bisher unterschied-
lich schnell gewesen waren, hatten
auch die komplexen Befehle gute
Dienste geleistet. Da sie oft auf den
viel langsameren Hauptspeicher
warten muBlte, war die Zentralein-
heit langere Zeit ohne Arbeit.
Wihrend dieser Zeit konnte die I
Zentraleinheit komplexe Befehle
decodieren, ohne dadurch einen
Leistungsverlust hervorzurufen.
Mit der Einfithrung der neuen inte-
grierten Speicherschaltung war der
Hauptspeicher jedoch genauso
schnell geworden wie die Zentra-
leinheit, und das fithrte dazu, daf3
die zusitzlichen Decodierzyklen
die Leistung des Computers nun
eindeutig beeinflussen.




Eine neue Generation
von Compilern tritt auf
den Plan

Wihrend die Harware-Technik
immer groBere Fortschritte
machte, blieb auch bei der Soft-
ware die Entwicklung nicht stehen.
So wurden zum Beispiel fiir die
Ubersetzung der hoheren Pro-
grammiersprachen immer raffinier-
tere Compiler entwickelt. Diese
neue Generation von Compilern
wurde aufgrund ihrer erstaunlichen
Fihigkeiten ,optimierende Compi-
ler genannt.

Die Uberzeugung ,, Des
Guten kann nie zuviel sein®,
flihrte zu spezifischen
Befehlssitzen, daf$s man sie
kaum noch sinnvoll ansehen
konnte.

Die Ubersetzung von Programmen
in die Maschinensprache ist eine
sehr problematische Aufgabe, da es
keine fiir jedes Programm optimale
Ubersetzung gibt. Es kann durch-
aus vorkommen, da3 Compiler
verschiedene Ubersetzungen gene-
rieren, die trotzdem die Bedeutung
des urspriinglichen, in der hoheren
Programmiersprache geschriebe-
nen Programms nahezu ohne
Abweichungen im Maschinencode
wiedergeben. Die optimierende
Compiler kénnen sehr viel mehr
als die iiblichen Compiler. Sie
iibersetzen nicht nur Programme
der hoheren Programmiersprache
in den Maschinencode, sondern
verkiirzen dariiber hinaus die Pro-
grammlaufzeit und sorgen dafiir,
daB das in Maschinensprache vor-
liegende Programm moglichst
wenig Speicherplatz beansprucht.

Bei den Computern mit komple-
xem Befehlssatz standen Hunderte
von Befehlen zur Wahl, von denen
sehr viele eine sehr spezifische
Bedeutung hatten. Es war be-
schwerlich und umsténdlich, einen
kompletten Satz von hochspezifi-
schen Befehlen jedesmal neu zu
analysieren. Deshalb fingen die
Programmierer von Compilern an,
nur noch bestimmte Untermengen
des Befehlssatzes zu verwenden, so
daB Befehle mit sehr spezifischem
Charakter oft iiberhaupt nicht
mehr eingesetzt wurden.

Die komplexen Befehle waren von
Computerwissenschaftlern einge-
fiihrt worden, denen es hauptsich-
lich darauf ankam, die zweckma-
Bigsten und besten Befehle zu ver-
wenden. Auch bei der Entwicklung
von Compilern wurden héufig
ganz spezifische Befehle benotigt.
Nie aber hatte man bisher bei der
Auswabhl eines Befehls auf die Hau-
figkeit seines Einsatzes oder ein
anderes, allgemein anerkanntes
Auswahlkriterium geachtet. Der
Wahlspruch lautete einfach: Des
Guten kann nie zuviel sein! Und
auf die einzelnen Befehle angewen-
det, bedeutet das: Wenn ,Katama-
ran® ein guter Befehl ist, dann
miiBte der Befehl ,roter Katama-
ran“ ein noch besserer sein. Und
wenn man schon mit dem Befehl
roter Katamaran“ arbeitet, warum
dann nicht auch mit ,griiner®, ,gel-
ber“ oder ,blauer Katamaran®?
Am Ende der Entwicklung standen
Befehle, die so spezifisch waren,
daB sie kaum noch wirtschaftlich
eingesetzt werden konnten.
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Neue Erkenntnisse
eroffnen neue Wege

Als man feststellte, dafl Cache-
Speicher die Rechnerleistung ver-
bessern konnen, bemiihte man
sich, diese Wirkung weiter aus-
zubauen, um die Effizienz der
Cache-Speicher noch zu steigern.
Zu diesem Zweck war es notwen-
dig zu wissen, was in einem Com-
puter wihrend eines Programm-
laufs vorging. Das Ergebnis dieser
Untersuchungen war iiberra-
schend. Man stellte fest, daB3 die
Computer meistens nur eine relativ
kleine Anzahl der verfiigbaren
Maschinenbefehle benutzen.

Mit einem solchen Ergebnis hatte
man iiberhaupt nicht gerechnet.
Die komplexen Befehle, von denen
man sich eine so starke Verbesse-
rung der Rechnerleistung erhofft
und sie deshalb als wichtigsten
Bestandteil der CISC-Architektur
betrachtet hatte, wurden in Wirk-
lichkeit kaum benutzt. Die Unter-
suchungen ergaben vielmehr, da3
der Computer wihrend 80 % der
Pogrammlaufzeit einfache Lade-,
Speicher- und Verzweigungsbe-
fehle ausfiihrt.

Man hatte nicht damit gerechnet,
daB die einfachen Befehle eine so
entscheidende Rolle spielen, und
man war nun gezwungen, den Nut-
zen komplexer Befehle neu zu
iiberdenken. Welchen Sinn hatten
in der Tat Befehle, die 80 %der
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Steuereinheit in Anspruch nahmen
und kaum eingesetzt wurden!

Zusammenfassend kann man
sagen, daB3 das Ende dieser Com-
puterdra von einer Enttduschung
gekennzeichnet war, denn was man
bisher hochgelobt hatte und was
als gegliickter Versuch galt, den
Computern ihre technische Aus-
gewogenheit zuriickzugeben und
die immer weiter auseinanderklaf-
fende semantische Liicke zu schlie-
Ben, war durch die fortschreitende
Entwicklung in der Hardware- und
Software-Technik iiberholt wor-
den. Angesichts der modernen
Compiler-und Hauptspeichertech-
nik waren komplexe, mikropro-
grammierte Architekturen offen-
sichtlich keine effiziente Losung
mehr.

Computer mit
vereinfachtem Befehls-
satz (1985-....)

Diese neue Erkenntnis fiihrte dazu,
dal3 neue Architekturen auf der
Grundlage eines kleinen Befehls-
satzes haufig verwendeter Befehle
entwickelt wurden. Das neue Kon-
zept in der Computerkonstruktion
hieB: Rechnen mit vereinfachtem
Befehlssatz (RISC= Reduced
Instruction Set Computer). Durch
den Verzicht auf Steuereinheiten
und den Tausch des komplexen
Befehlssatzes gegen einen einfa-
chen, erreichten die RISC-Compu-
ter erstaunliche Leistungen.

Man wurde sich bewufSt, dafs
die komplexe Mikroprogram-
mierung nicht mehr effizient
war.



T I
In der RISC-Technologie
sind einfache Befehle die
Grundelemente aller
Operationen, einfacher und
komplexer.

Zuriick zum Einfachen

Durch die Riickkehr zu einem
einfachen Befehlssatz war es nun
wieder moglich, die Befehle hard-
wareméBig zu implementieren.
AuBerdem wurde der Mikrocode
tiberfliissig und damit auch die
Decodierung komplexer Befehle.
Nun konnte praktisch bei jedem
Maschinenzyklus ein Befehl aus-
gefithrt werden. Dariiber hinaus
ermoglichte die Einfachheit der
RISC-Architektur hohere Taktfre-
quenzen fiir einen kiirzeren
Maschinenzyklus, was sich wiede-
rum vorteilhaft auf die Leistung
des Rechners auswirkte.

Der vereinfachte Befehlssatz ist der
Kern jedes RISC-Computers. Aus
den einfachen Befehlen konnen alle
Operationen aufgebaut werden,
seien sie nun einfacher oder kom-

plexer Art. Ein CISC-Rechner

kann dadurch auf einem Rechner
mit RISC-Architektur emuliert
werden. Die Beispiele fiir dieses
Modell sind zahlreich. Denken Sie
an den Farbkreis: Alle auf dem
Farbkreis enthaltenen Farben las-
sen sich auf drei Grundfarben rot,
gelb und blau zuriickfithren. Diese
drei Grundfarben bieten Ihnen alle
noétigen Kombinationsmdoglichkei-
ten, das heiB3t, wenn Sie sie mit-
einander mischen, konnen Sie
jeden beliebigen Farbton erzeugen.
Das besondere daran sind nicht die
Kombinationsmdoglichkeiten, son-
dern die Bauelemente selbst. In
unserem Beispiel sind genau drei
Grundfarben nétig; mit nur zwei
Grundfarben wiirde das System
nicht mehr funktionieren.

Bei den RISC-Computern gibt es
keine goldene Regel fiir die zu ver-
wendenden Befehle und kein allge-
meines Konzept, das fiir die Kon-
struktion solcher Maschinen als
Grundlage dienen konnte. Sie kon-
nen, ebenso wie die CISC-Compu-
ter, auf verschiedene Art und
Weise realisiert werden. Bei Hew-
lett-Packard, zum Beispiel, hat das
RISC-Konzept eine entscheidende
Rolle bei der Entwicklung der
neuen HP Precision Architectur
gespielt.

Mit einfachen Bauelementen
zum vollen Spektrum.
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Kapitel 3: Die neue HP Precision Architecture

Die Entwicklungsingenieure von
Hewlett-Packard haben eine neue
Computergeneration entwickelt,
die sich auf das Konzept der Com-
puter mit vereinfachtem Befehls-
satz griindet. Nach jahrelangen
Untersuchungen der Verarbei-
tungsvorgéinge, die sich in einem
Computer abspielen, haben sie die-
ses Konzept iibernommen und
neueste Entwicklungen in Hard-
ware- und Software-Technologien
realisiert. Das Ergebnis dieser
Bemiihungen ist die neue HP Pre-
cision Architekture.

Kernstiicke der neuen HP Preci-
sion Architecture sind:

@ cin vereinfachter Befehlssatz

® Befehle mit fester Lange und
festem Format

@ Speicherzugriff nur bei Lade-
oder Speichervorgéangen

@ fest verdrahtete Befehle

® Einzyklusbefehlsbetrieb

® optimierende Compiler

Alle diese charakteristischen Merk-
male beschreiben das grundle-
gende HP RISC Konzept. Doch
die eigentliche HP Precision Archi-
tecture geht noch weiter. Die HP-
Entwicklungsingenieure haben die
wichtigsten RISC-Elemente um
weitere Eigenschaften und Funk-
tionen ergénzt, um die Flexibilitat
und Leistung der Rechner noch
weiter zu erhohen.

Durch diese zusitzliche Optimie- wahl der geeigneten Befehle inve-
rung ist Hewlett-Packard in der stiert; sie haben eine Vielzahl von
Lage, eine Computerfamilie vor- Programmen mit Billionen von
zustellen, die ihre Anforderungen Befehlen getestet, bevor sie sich fiir
heute abdeckt und die bis weit in den typischen Befehlssatz der

das kommende Jahrhundert Giil- neuen HP Precision Architecture
tigkeit haben wird. entschieden haben.

Die Grundziige
des RISCKonzepts

R -
Ein einfacher, zweckoptimierter Die HP-Entwicklungsinge-
Befehlssatz ist das Merkmal jedes nieure haben eine Vielzahl von
Computers. Es gibt jedoch keine Programmen mit Milliarden von
goldene Regel, nach der man sich Befehlen getestet, bevor sie sich
bei der Auswahl der zu verwen- flir den typischen Befehlssatz
denden Befehle richten kann. Die der neuen HP Precision Archi-
Wissenschaftler von Hewlett- tecture entschieden haben.

Packard haben viel Zeit in die Aus-

CACHE

Die neue HP Precision /| CONTROL ll;’Xl:‘.(tUTl()N §:—’,"'—::—'—
Architecture sorgt fiir ) 2
Einfachheit und Ausgegli-
chenheit.
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Der Befehlssatz wurde von Grund
auf neu aufgebaut. Bei der Aus-
wahl der Befehle verliel man sich
nicht auf vage Vermutungen. Jeder
Befehl muBte sich seine Aufnahme
in den Befehlssatz sozusagen ver-
dienen, denn es wurden nur solche
Befehle aufgenommen, die das Lei-
stungsvermogen des Systems ver-
bessern.

Bei Computern mit vereinfachtem
Befehlssatz spielt die Zusammen-
stellung der Befehle deshalb eine
entscheidende Rolle, weil die
Befehle als Bauelemente fiir kom-
plexere und speziellere Operatio-

nen dienen miissen. Die einfachen
Befehle werden zu geeigneten
Befehlsfolgen zusammengesetzt,
um den jeweiligen besonderen
Anforderungen entsprechen zu
konnen. Damit schrinken einfache
Befehle den Betrieb des Rechners
keineswegs ein. Dazu kommt noch
der Vorzug einer nahezu unbe-
grenzten Flexibilitat. Die Hard-
ware wird nicht mehr durch selten
benétigte Befehle belastet.

Befehle mit fester Linge
und festem Format

Die neue HP Precision Architec-
ture kommt nicht nur mit weniger
Befehlen aus, sondern benutzt
dariiber hinaus auch noch mit
Befehlen gleicher Lange und glei-
chen Formats. Bei Befehlen mit
festem Format stehen der Opera-

tionscode, als Beschreibung der
vom Befehl bewirkten Operation,
und die Operanden immer an der

gleichen Stelle.

Damit wird die segmentweise
Parallelverarbeitung von Befehlen
(Pipelining) wesentlich erleichtert.
Das besondere der Pipelinings
besteht darin, dal3 sich die einzel-
nen Befehls-Ausfiihrungsphasen
zeitlich tiberlappen, das heif3t, ein
Befehl kann bereits ausgefiihrt wer-
den, obwohl die Ausfiithrung eines
anderen noch nicht beendet ist. Die
Leistung des Rechners wird
dadurch erheblich gesteigert.

Es gibt auch im tédglichen Leben
eine Vielzahl von Prozessen, die
nach dem Pipelining Prinzip ablau-
fen. Denken Sie zum Beispiel an
eine Autowaschstral3e, ein Fliel3-
band oder an die Bearbeitungs-
durchliufe in einem Biiro. Die
Funktion eines solchen Systems
kann jedoch nur dann aufrechter-
halten werden, wenn Verzogerun-
gen und Engpisse vermieden
werden. Jede ProzeBstufe mul3
jederzeit voll ausgelastet sein, und
die einzelnen Operationen diirfen
sich nicht gegenseitig behindern.

Pipelining ist eine Technik,
bei der sich die Befehlsverar-
beitung iiberlappt.
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Einfache Befehle mit fester Lange
und festem Format erméglichen
einen wirkungsvollen Einsatz des
Pipelining. Da alle Befehle gleich
lang sind, entstehen bei ihrer Ver-
arbeitung keine Liicken. AuBer-
dem kann man leichter abschitzen,
wo ein Befehl beginnt und wo er
endet. Und man kann Informatio-
nen innerhalb eines Befehls, auf-
grund des festen Befehlsformats,
leichter wiederfinden.

Lade- und
Speicherkonzept

Die neue HP Precision Architec-
ture beinhaltet ein Lade- und Spei-
cherkonzept. Die Ladebefehle
tibertragen Daten aus dem Cache-
Speicher in die Register der Zen-
traleinheit, und Speicherbefehle
iibertragen die Daten von den
Registern wieder zuriick in den
Cache-Speicher.

Dieses Lade- und Speicherkonzept
entspricht voll und ganz dem Kon-
zept des Einfachen in der RISC-
Architektur, denn es stellt die ein-
fachste Steuerungsart dar. Da ndm-
lich alle Daten in die Hochge-
schwindigkeitsregister geladen
werden miissen, werden die Opera-
tionen zwischen den Registern
oder zwischen einem Register und
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einer im Befehl enthaltenen Kon-
stante durchgefiihrt. Kombiniert
man diese Technik mit optimieren-
den Compilern, dann kann man
sicher sein, daB hadufig benutzte
Daten in den Registern gespeichert
bleiben und die Anzahl der erfor-
derlichen Cache-Zugriffe weiter
verringert wird.

Fest verdrahtete Befehle

Da es sich um einfache Befehle
handelt und der Rechner den
Cache-Speicher nur fiir Lade-und
Speichervorginge beansprucht,
konnen die Befehle direktin der
Hardware implementiert werden.
Das heiB3t, daB3 die Befehle direkt in
der Zentraleinheit implementiert
sind.

Einfache, in die Hardware fest ver-
drahtete Befehle sind schneller als
komplexe Befehle, die erst noch
decodiert werden miissen. In der
neuen HP Precision Architecture
existiert deshalb keine Steuerein-
heit, die die komplexen Befehle
decodiert. Folglich kénnen die
Maschinenzyklen besser aus-
genutzt werden.

Einzyklusbefehlsablauf

Durch die Verwendung von einfa-
chen, in der Hardware fest verdrah-

teten Befehlen und die Moglichkeit
des Pipelining kann bei der neuen
HP Precision Architecture prak-
tisch jeder Befehl in einem Maschi-
nenzyklus ausgefiihrt werden.

Beim Einzyklusbefehlsablauf
gehen also keine Maschinenzyklen
mehr verloren, und Sie kénnen die
Leistungsfahigkeit Thres Rechners
voll ausnutzen. Eine enorme Lei-
stungssteigerung, wenn man be-
denkt, daB pro Impuls der System-
uhr (Taktgeber) ein Befehl aus-
gefiihrt werden kann.

Durch die Verwendung von ein-
fachen, in der Hardware fest
verdrahteten Befehlen und die

Moglichkeit der Pipelining kann

bei der neuen HP Precision
Architecture praktisch ein
Befehl pro Maschinenzyklus
ausgefiihrt werden.



Optimierende Compiler
Aufgrund des einfachen Befehls-

satzes der neuen HP Precision
Architecture kann durch den Ein-
satz von optimierenden Compilern
die Rechnerkapazitit noch effekti-
ver ausgenutzt werden.

Optimierende Compiler sorgen fiir
eine bestmogliche Abstimmung
zwischen hoheren Programmier-
sprachen und Maschinenbefehlen.
Optimierende Compiler analysie-
ren das Verhalten bzw. den Ablauf
des Programms als Ganzes und
sorgen dafiir, daB die Befehle in der
giinstigsten Reihenfolge aus-
gefiihrt werden. Dadurch kénnen
die Vorteile des Pipelinings voll
ausgeschopft werden.

Um dieses noch effizienter zu
gestalten, machen die optimieren-
den Compiler von der in der neuen
HP Precision Architecture gegebe-
nen Moglichkeit der »verzogerten
Verzweigung« (delayed branches)
Gebrauch. Verzweigungen z.B.
Prozeduraufrufe gehoren zu den
am héufigsten verwendeten Befeh-
len. Sie haben jedoch bei den mei-
sten Systemen mit Parallelverar-
beitung den Nachteil, dal wahrend
der Ausfiihrung eines Verzwei-
gungsbefehls der nachfolgende
Befehl zwar geladen, aber nicht
ausgefiihrt wird. Ein Maschinenzy-
klus wird also vergeudet. Bei der
HP Precision Architecture sorgen
die optimierenden Compiler fiir
die Ausfithrung anderer Befehle,
wihrend einer Verzweigung.

Dadurch ist ein noch effizienteres
Pipelining gewahrleistet was in
einer kiirzeren Programmausfiih-
rungszeit resultiert.

Der optimierende Compiler sorgt
nicht nur fiir eine reibungslose
Ausfiihrung der einzelnen Befehle,
sondern weist auch Register zu.
Damit kontrolliert er direkt die
Hardware. Alle Berechnungen wer-
den namlich auf Registerebene
durchgefiihrt, das heift, Daten
miissen nicht mehr in den Regi-
stern gespeichert und von dort wie-
der zuriickgeholt werden; die
Befehlsausfiihrung wird einfacher
und nimmt weniger Zeit in
Anspruch.

Die RISC-Architektur
wird noch
leistungsfahiger

Die HP-Ingenieure haben sich mit
den Standardvorteilen der RISC-
Architektur nicht zufriedengege-
ben. Um die durch die neue HP
Precision Architecture gegebene
Leistung und Flexibilitdt noch wei-
ter zu verbessern, haben sie das
RISC-Grundprinzip erweitert und
zusitzliche Funktionen eingebaut,
wie zum Beispiel:
@ erweiterter AdreBraum
@ Unterstiitzung von Mehrprozes-
sorbetrieb und Coprozessoren
@ im Hauptspeicher abgebildetes
Ein-/Ausgabe-Subsystem (E/A-
Speichermapping)
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Erweiterter AdreBraum

Eines der wichtigsten Leistungs-
merkmale der neuen HP Precision
Architecture ist ihr erweiterter
AdreBraum. Damit sind die HP-
Systeme fiir die Anforderungen
nicht nur von heute, sondern auch
von morgen geriistet.

Bei der HP Precision Architecture
werden wahlweise drei verschie-
dene virtuelle AdreBriaume unter-
stiitzt: 232, 248 und 26+, Das heilt,
daB bei der neuen HP Precision
Architecture bis zu 16 Giga-Giga
Byte (!!) adressiert werden konnen!

Um sich die ungeheuere GroBe
dieser Zahl einmal vor Augen zu
fithren, soll ein Vergleich zwischen
dem AdreBraum und der Weltbe-
volkerung angestellt werden.
Heute leben ungefihr 5 Milliarden
Menschen auf der Erde. Der
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