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. Uberblick

Nachfolgend werden die Grundbegriffe und Fragestellungen der
Theorie der Warteschlangen dargelegt, einige Modelle be-
schrieben und mogliche Anwendungén skizziert. Damit wird vor
allem angestrebt, die Formulierung und Diskussion praktischer
Probleme, die sich in dieses Gebiet einordnen lagsen, zu er-
leichtern und zur Kldrung dieser Probleme beizutragen. Da die
Theorie nur fiir wenige, idealisierte Systeme brauchbare Losungen
liefert, sind oft nur grobe Abschitzungen moglich., Solche Schitz-
werte, die im allgemeinen zu pessimistisch sind, kdnnen jedoch
als obere Grenze bei der Planung v+nd zur Kontrolle weiterreichen-
der Methoden, vor allem zum Test von Simulationsprogrammen
dienen. Wesentliche Quelle fiir die folgende Darstellung ist das
IBM-Manual "Analysis of Some Queuing Models zu Real-Time Systems
[1]. (Ziffern in eckigen Klammern verweisen auf das Literatur—
verzeichnis., )

Grundbegriffe der Warteschlangentheorie

Eine Warteschlange bildet sich, wenn "Kunden" vor einem oder
mehreren"Schaltern” eintreffen, ehe die Abfertigung vapeher ange-
kommener Kunden abgeschlossen ist. Es hat sich eingeblirgert, von
"Kunden" vor einem "Schalter' oder einer "Bedienungsstation"
(server) zu sprechen; dabei kinnen tatsichlich etwa Kunden vor
einem Bankschalter gemeint sein, aber auch z.B. rechenwillige
Programme, die auf CPU-Zeit warten, Transportauftridge fiir den
Trommelvermittler usw.

Ein Warteschlangenmodell 128t sich im wesentlichen durch den
Ankunfts- und den AbfertigungsprozeB (und die Anzahl der Schalter)
beschreiben., Daneben ist noch von Bedeutung, ob die Warteschlange
Beschridnkungen unterworfen ist und in welcher Reihenfolge sie ab-
gearbeitet wird.
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2.1 Ankunftsprozel

Im allgemeinen wird angenommen, dalBl ein ankommender Kunde zu-
fallig und unabnéngig von anderen Kunden aus einer Menge
potentieller Kunden "ausgewihlt wird", Wenn nicht ausdriicklich
anders vermerkt, wird unterstellt, daB die Menge der moglichen
Kunden hinreichend groB (theoretisch unendlich) ist, so daB die
Mnzahl der bereits eingetroffenen Kunden im AnkunftsprozeB nicht
berticksichtigt werden muB. Ein einfaches Beispiel sind Ankinfte
zu fest vorgegebenen Zeitpunkten, etwa in konstantem zeitlichem
Abstand, jedoch ist ein solches Modell gelten realistisch (z.B.
bei manchen Systemen von FlieBbsndern) und asuBerdem relativ
schlecht analytisch zu behandeln. Man wird statt dessen eine
"zufdllige Verteilung” der Ankiinfte in der Zeit zugrundelegen.
Es gibt zwel Moglichkeiten, den Ankunftsprozel mittels einer
Wahrscheinlichkeitsverteilung zu beschreiben.

2.17.1 Verteilung der Anzahl der Ankiinfte

Man betrachtet die /inzahl der Ankiinfte zu einem Zeitintervall,
etwa t Sekunden. Bs wird die Wahrscheinlichkeit Pk(t) ange-
geben, daB genau k Kunden in t Sekunden eintreffen (diskrete
Wahrscheinlichkeitsverteilung). Die meistgebrauchte Verteilung
dieses Typs ist die Poissonverteilung (mit dem Parameter At).
Dabei werden die Wahr-cheinlichkeiten Pk(t) gegeben durch

)k _T)\'t
— e s A 0, k=0,1,2, ...

(At
Pyp(t) = -

k!

Der Trwartungswert (Mittelwert) der Anzahl der Ankinfte im
Intervall der Lange t ist "t; A ist also die mittlere
Mnzahl der Ankiinfte pro Zeiteinheit.
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2.1.2 Verteilung der Zwischenankunftszeiten

Eine andere Moglichkeit, den Ankunftsprozell zu beschreiben,

besteht darin, die Zeiten zwischen dem Eintreffen aufeinander-

folgender Kunden zu betrachten, Diese Zwischenankunftszeit

wird gls Zufallsvariable T
F(t) = Wahrscheinlichkeit

gebrauchte Verteilung ist

mit einer Verteilungsfunktion
(T<t) = W(T<t) vorgegeben. Meist-
die (negative) Exponentialver-

teilung (stetige Verteilung) mit der Verteilungsfunktion

F)
F(t) = w(T<t) =) et
(1'-@

fiir t20

1

Der Erwartungswert E(T) der Zwischenankunftszeit T ist X

Durchschnittlich kommen zlso A Kunden pro Zeiteinheit,'Wes-
halb X oft als Ankunftsrate bezeichnet wird. (Fiir den Pall
einer beliebigen Verteilungsfunktion F(t) wird die Ankunfts-

rate durch ﬁ1 gegeben. Wie leicht nachzurechnen sind die
B(T)

Ankiinfte genau dann Poisson~-verteilt, wenn die Zwischenan-

kunftszeiten exponentialverteilt sind. RBeide Verteilungen

beschreiben also denselben Ankunftsprozel, der als Poisson-

ankunft bzw. -prozeB, Zufalls- oder Random-Ankunft bezeichnet

wird.

2.2 Abfertigungsprozel

Die wartenden Kunden bendtigen "Dienstleistungen™ irgendeiner

Art und kOnnen an einem oder mehreren Schaltern abgefertigt

- werden. Wenn nicht anders vermerkt, wird angenommen, daf der

Schalter wihrend des ganzen
ist, Service also jederzeit
Der Angestellte am Schalter
in der kein Kunde im System

betrachteten Zeitraums gedffnet

in Anspruch genommen werden kann.
ist also frei nur wihrend der Zeit,
ist. AuBerdem wird meist unter-

stellt, daB unmittelbar nach der Abfertigung eines Kunden mit

der Bedienung des ndchsten (sofern vorhanden) hegonnen wird.

s existieren jedoch wichtige Modelle, in denen der "“"Schaltic.’

.//. 4
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2.3

nur zeitweise gedffnet ist (z.B. wegen Ausfall oder Wartung) oder
in denen zwischen der Abfertigung von Kunden Zeit fir "Werwaltungs-

aufgaben" (overhead) verbraucht wird.

Die Abfertigung am Schalter wird dadurch charakterisiert, wieviel
Zeit pro Kunde benctigt wird. Falls diese von Kunde zu Kunde
schwankt, liegt es nahe, sie durch eine Wahrscheinlichkeitsver-
teilung zu beschreiben. Die Abfertigungszeiten (Servicezeiten)
werden als unabhingige, identisch verteilte ZufalleggroBen mit der
Verteilungsfunktion H(t) betrachtet. Von groBem theoretischem
Interesse als Verteilungsfunktion fiir die Servicezeit S ist die
(bereits beim Ankunftsprozel betrachtete) negative Exponentialver-
teilung

0 fiir <0
H(t) = w(sS t) =
1=e™  fir 20
Hier ist % der Erwartungswert der Servicezeit,(u die Abfertigungs~
rate. (Plir beliebige Verteilungsfunktionen wird die Abfertigungs-

1 i
rate durch B(s) gegeben. )

Warteschlange

Wernn Ankunft und Abfertigung zufilligen Schwankungen unterliegen,
kann es zu Staunungen kommen., Man kann fiir eine auftretende Warte—
schlange beliebige Linge zulassen (unendlicher Warteraum) oder
eine obere Grenze n fiir die Warteschlange vorgeben (endlicher
Warteraum), wobei im letzteren Fall noch vereinbart werden muB,
was mit den Kunden geschieht, die auf einen vollen Wartersum
treffen. (Hiufige Annahme: Kunde "geht verloren'.)

Von Interesse ist weiterhin, in welcher Reihenfolge die Kunden
bedient werden (queue discipline), ob in der Reihenfolge des Ein-
treffens, wie meist vorausgesetzt oder ob etws der jeweils zuletzt
gekommene Kunde zuerst bedient wird, Eine andere Moglichkeit be-
steht darin, den Kunden Prioritdten zuzuordnen und Kunden hoher
Prioritidt vorrangig abzufertigen.

/.5
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3.

361

3.2

Charakteristische GroBen eineg Warteschlangenmodells

Un ein Warteschlangenmodell zu beschreiben, braucht man ein MafB
fir die auftretende Belastung und fiir die Stauungen und Warte-
zeiten, die zu erwarten sind.

Verkehrsintensitat

Das einfachste MaB fiir die Belastung eines Systems ist das

Verhilinis Ankunftsrate _ mittlere Servicezeit

Abfertigungsrate mittlere Zwischenankunftszeit

Dieses Verhdltnis wird als Verkehrsintensitit . bezeichnet
(Einheit:Erlang):
1
.- Em. . a%ag
Yy 1 E(T

E(S
Fir den Fall, daB T und S exponentialverteilt sind,
ist ¢ :-%% . Ein System mit 1 Schalter und unbegrenztem Warte-
raum arbeitet iber léngere Zeit nur dann zufriedenstellend, wenn
die Verkehrsintensitdt weniger als 1 Brlang betrigt (der
Fall ¢ = 1 bedarf besonderer Diskussion, ist jedoch nur von
theoretischem Interesce); wihrend fiir ein System mit m Schaltern
eine Verkehrsintensitdt von weniger als m Erlang zugelassen werden
kann. ¢ gint flir ein 1-Schalter-System auBerdem den Bruchteil
der Zeit an, ~*#hrend dem der Schalter belegt ist (Auslastung des

Schalters), 1-¢ dementsprechend die Leerzeit (idle time).

Lange der Warteschlange, Wartemcit

Von praktischem Interesse sind die folgenden GrdRen:

a) Erwartungswert und Verteilung der Anzahl der Kunden in der
Warteschlange (ausschlieBlich eines evtl. gerade in Ab-
fertigung begriffenen) bzw. im System (einschlieBlich des
evtl. gerade in Abfertigung begriffenen), hier mit Nw bzw.

Nq bezeichnet.

/. 6
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b) Erwartungswert und Verteilung der Verweilzeit des Kunden in
der Warteschlange (ohne Service) bzw. im System (einschlieB-
lich Service), hier mit T, baw. Tq hezeichnet.

Wernung: Bei Benlitzung von Formeln vergewissere man sich, ob
der gerade in Abfertigung begriffene Kunde bzw. dessen Service—
zelt mitgerechnet wird oder nicht. BEs gilt im allgemeinen

i =N ) =N !
nicht Nq IW+1, sondern Nq ﬂw+?.

3.% Zelitabhéngige Losungen

Die GrdBen Nq, Nw’ Tq und TW h&ngen genau genommen nicht nur vom
betrachteten Modell, sondern auch von den Bedingungen beim Start
des Systems ab. In den meisten Untersuchungen wird jedoch ange-
nommen, dal sich das System stabil verhslt (bei 1-5chalter-Systemen
mit -nendlichem Warteraum also g< 1) und daB bereits geniigend

Zeit vergangen ist, so daB der EinfluB der Anfangswerte vernach-
léssigt werden kann. Solche stationdren Losungen lassen sich fiir
eine Reihe von Fdallen relativ einfach ermitteln. In manchen

f8llen interessiert man sich jedoch speziell fiir die Zeitab-
héngigkeit, z.B. flir das Anwachsen der Warteschlange zu Beginn
einer Periode hoher Verkehrsintensitst (StoBzeit) bzw. den Abbau
eines Staues nach einer solchen Periode. Losungen werden schon
fir einfache Modelle schwierig und unhandlich (vgl. Takacs 147)

jedoch lassen sich in einigen Fidllen Paustformeln finden, die

b

grobe, aber leicht zu handhabende Abschitzungen liefern
(vgl. Cox and Smith T27).

4. Warteschlangenmodelle mit 1 Schalter

Mathematisch am einfachsten zu behandeln sind Warteschlangen-
modelle mit 1 Bedienungsstation, wobei die Ankiinfte Poisson-verteil+
die Zwischenankunftszeiten also negativ exponentialverteilt und

die Abfertigungszeiten ebenfalls exponentialverteilt sind; da

dies auBerdem eine brauchbare Negherung flir eine Reihe von Pro-
blemen darstellt, wird es in 4.1 ausfiihrlich dargestellt. In

4.2 wird die Annahme exponentiaslverteilter Servicezeit fallen-

ST
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gelassen, widhrend in 4.3 und 4.4. auf den EinfluB der Ab-

fertigungsreihenfolge und auf Priorititen eingegangen wird,

Zur Kennzelichnung eines Warteschlangenmodells ist eine einfache
Abklirzung tiblich: Jedes Modell wird durch eine Angabe der Form
A/B/c gekennzeichnet. Dabei ist ¢ die Anzahl der Schalter,
wdhrend A und B die Verteilung der Zwischenankunftszeiten bzw.
der Servicezeiten angeben.

Es bedeutet

M: negative Exponentialverteilung

GI: beliebige Wahrscheinlichkeitsverteilung (general
independent)

B, (spezielle) EBrlangverteilung mit Parameter k
(quw)

D: starres Schema (deterministio)

Im ganzen Abschnitt 4 wird vorausgesetzt, daB die Menge der
potentiellen Kunden unendlich, der Warteraum unbegrenzt und
der Schalter stindig gedffnet ist. Weiterhin wird in 4.1 und
4.2 angenomnen, daB die Kunden in der Reihenfolge des BEin--

treffens bedient werden.

4.1 M/M/1 (Zwischengnkunfts- und Servicezeit exponentialverteilt,
1 Schalter)

4.1, Ankuﬁiﬁg

Bel diesem "klassischen" Modell ist die Anzahl der Ankiinfte
in einem Zeitintervall der Linge t Poisson-verteilt mit dem
Parameter At. Die Wahrscheinlichkeit Pk(t) von genau k An-
kinften im Intervell t ist also gegeben durch

k
At)T =t
Pk(t) = "('?’K‘F')“‘“ © ;o k=0,1,2, ...

"
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Erwartungswert und Streuung sind At, im Mittel kommen pro Zeit-
einheit A Kunden. Die Poissonverteilung gibt in vielen Fillen
eine hinreichend genaue Annéherung an die realen Verhdltnisse
(z.B. Fernsprechverkehr). FPalls das System nicht tberlastet
wird (g~< 1) und da keine Kunden verlorengehen, verlassen im
Durchschnitt auch A Kunden pro Zeiteinheit das System. A

gibt also nicht nur die Ankunfts'ate, sondern auch den "Durch-
satz" des Systems. Dariiber hinaus gilt speziell bel dem Modell
M/M/1, daB (fir $< 1) auch die anzahl der in einem Intervall
der Lénge t abgefertigten Kunden Poisson-verteilt ists anders
formuliert: Ein solcher Schalter 148+t die Verteilung der zeit-
lichen Abstédnde aufeinanderfolgender Kunden unverindert.

Die zur Poissonverteilung gehdrige Verteilung der Zwischenan-
kunftszeit T ist die negative Exponentialverteilung, wie man
leicht verifiziert, denn (fiir t=o0) gilt fiir die Verteilungs-
funktion F(t):

F(t)=w(T<t)=w (mindestens 1 Ankunft im Intervall der Linge t) =
=1-w (keine Ankunft im Intervall der Linge t) =
1-P_(t)=1-e"

Es gilt also

Bt) (o flir t<0
l1—e™™  fur 420
Diese Vertellung hat den Erwartungswert r*(T)—_ und die

1 A
Streuung D? (7)= 5z

Umn in praktischen Fdllen zu entscheiden, ob die Poissonan-
kunft eine brauchhare Anniherung darstellt, ermittelt man

einen Schitzwert fir den Variationskoeffizienten C der Ver-

teilungsfunktion der Zwischenankur.ftszeiten C (L)
) ( T“P(r)"z)
Fur die Exponentialverteilung ist C°=1, Es gilt nun folgende

Faustregel: Falls O,7<:02-<1,39 so kann die Exponentialver-

teilung benutzt werden. Kleinere Werte von 02 welsen in

/.9
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4‘-1’2

Richtung auf einen Ankunftsprozell mit konstanten Zeitabgtédnden
(exakt: 02:0), wihrend groBere Werte von C2 auf eine stirkere
Zusaemmenballung der Ankiinfte hindeuten. Die Annahme dall
Poissonenkunft vorliegt, wird fir Werte von 02< 1 zu pessimi-
stische Angaben liefern, kann also beanutzt werden, um sich
gegen den schlimmstmdglichen Fall abzusichern, wihrend fir

02>-1 die auftretenden Stauungen unterschitzt werden,

Abfertigung

Es wird angenommen, dal die Servicezeit S negativ exponential-
verteilt ist, also folgende Verteilungsfunktion hat:

[0 - fir £<0
T {1-eTET fiur $20

. . c (s , . . . 1
Erwartungswert der Servicezelt (mittlere Servicezeit) ist -,

[ S O P A
LI L) — W nSUey

Strauung lg. Pro Zeiteinheit werden also durchschnittlioh_éA
Kunden abgefertigt. Die Annahme, daB negative Iixponentialver-
teilung der Servicezeit vorliegt, ist nur in wenigen praktischer
F4llen realistisch (z.B. bei der Verteilung der Dauer von Tele-
fongesprichen), Im allgemeinen streuen die Servicezeiten nicht
so stark, so daB die Exponentislverteilung auf Werte fihrt, die

als obere Grenze der Belastung sngesehen werden konnen.

DaB die Exponentialverteilung mathematisch leicht zu handhaben
ist, beruht . auf der Tatsache, dall sie "nicht altert", d.h.
die "Restservicezelt" eines bereits in Bedienung befindlichen

Kunden die gleiche Vgrteilung wie die Servicezeit hat, exakt:

W(S>t+tvl S>t) _ W(S>i‘:+t'/\ S:t) :‘W<S>t'>

w(s >t) L
Plir das Beispiel des Fernsprechverkehrs wilirde das bedeuten:
Wenn ein Gespréch bereits eine Stunde gedauert hat, so ist
die Wahrscheinlichkeit, daB egs in den nichsten 5 Minuten

beendet wird, genauso groB, als hidtte es gerade angefangen,

./. 10
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4.1.3 Anzahl der Kunden im Svystem bzw. in der Warteschlange

Man interessiert sich fiir die Wahrscheinlichkeits verteilung
der Anzahl N _ der Kunden im System, alsc fiur die GréBen
pk~w(N =k) und fiir den Erwartungswert P\m ) und die Streuung
DZ(N ). Die Py sind davon abhingig, unter MVlCLOH Bedingungen
das System gestartet wurde dna wieviel Zeit seitdem vergangen
ist, exakt ist also pk(t) zu schreiben. Man begniigt sich je-
doch im allgemeinen mit den stationdren Werten dieser GroBen,
nimmt also an, daB seit dem "ILinschalten” .oviel Zeit ver-
gangen ist, daB der EinfluB der Anfangsbediﬂgungen>vernaoh~

lassigt werden kann.

Der stochastische ProzeB, der durch des Modell M/¥/1 beschrie-
ben wird, 148% sich unter anderem such dadurch charakteri-

sieren, daB fiir ein kleines Zeitintervall t gilvs

w (1 Ankunft in A £)=> ko (D) g

w (1 Abfertigung in /.'l\-t):é: o At);

w (mehr als 1 ‘nkunft in B =0(Nt)

w (mehr 2ls 1 Abfertigung in At)=o0( At).

Auf diesen Eigenschaften beruhi nun das Verfahren zur ana-
lytischen Behandlung des Modells M/1/7 (das Verfahren bleibt
auch bei einer leichten Verallgemeinerung der angefiihrten
) Man

betrachtet Zustandsiiberginge (Zustand gekennzeichnet durch

Eigenschaften anwendbar; man vgl., dazu Abschnitt 5

die Anzahl der Kunden im System) in einem kleinen Zeitinter—
vall At, wobei nur Zustandsiibergidnge in unmittelbar benach—
barte Zustidnde betrachtet werden brauchen, driickt also die

P (t+4A%), k=0,1,2, ... durch Py 1(t), p (%), Dy, (t) aus. Man
erhdlt so ein (im allgemeinen unendliches) Svstom von
Differeﬁ%&ieichumgen und daraus durch Grenz libergang ein System
von Differentialgleichungen. Durch Nullsetzen Aer Differential
quotienten (stationire Losung!) erhdlt man ein (i,a, unend-
liches) lineares Gleichungssystem fiir die pL(k~o 1, oo )

/e 11
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(= e}
] - = e .
Zusammen mit der forderung 2 py:1 (Wehrscheinlichkeitsver—
=0 >
teilung!) erhilt man (unter der Voraussetzumgg<:1);

K
pk:(1—g>9 3 k:0,1525 ° s 0

Insbesondere ist pO:T—ga, also Q die Wahrscheinlichkeit, daB
der Schalter belegt ist.
Aus den Py erhdlt man den Erwartungswert flir die Anzahl NO der
Kunden im System (einschlieBlich des Kunden in der Bedjenﬁngs»
station)

EB(N ): "ﬁlm

q 1
S

und die Streuung

2(W )= —2—

1 (1-9)°

Mir ¢—»1 wird nicht nur der Erwartungswert der Schlangenlinge be-
Q & =) s

D

liebig groB, sondern auch die Streuung wichst unbegrenzt an.
Das erklédrt, warum Systeme unter hoher Belastung ( o nahe an 1)

gsich sehr instabil verhalten.

Analog erhdlt man filir die Anzahl Nw‘der Kunden in der Warte-

schlange (ausschlieBlich des Kunden in der Bedienungsstation)
2
BN )= e
w 1-9

Wie leicht nachzurechnen, gilt:

1

E(Nq):ﬁ(Nw)+ ©

Verweilzelt im System bzw. in der Warteschlange

Neben der Anzahl der Kunden im System bzw. in der Warteschlange

interessiert man sich auch fiir die Zeit T die ein Xunde von

o’
seiner Ankunft an im System (einschlieBliéh Abfertizung) bzw.
die Zeit Twy die er in der Warteschlange (bis zum Beginn seiner
Abfertigung) verbringt. Auf dem Weg iiber die Laplacetransformauior
erhdlt man fiir die Verteilungsfunktion w{(t) der Verweilgzeit im
System qu

/. 12
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{o fUr <0
W) = wlT <t) =f
' i}me

(fxponentialverteilung mit Parameter au(1-o))
ot

~l1-8)% ey o

inalog ergibt sich fir die Verteilungsfunktion W(t) der Ver-
weilzeit in der V" rteschlange (reine Wartezgeit) T

r

W’
0 fir t<0O

wit) = w2 <t) = e(1-8)%

i

JRDRGU S

1- 0 fir 30

= (>
(W(t) hat bei t=o0 einen Sprung der Hohe 1-¢ ; das ist gerade
die Wahrscheinlichkeit, daR die Wartezeit =o, der Schalter
also frei ist.)

Weiterhin erhdlt man

4.2 M/GI/1 (Zwischenankunftszeit exponentialverteilt, Servicezeit be-

liebig, 1 Schalter)

4.2.1

Ankunft und Abfertigung

Da in vielen Fallen zwar die Annahme von Poisson-Ankunft, nicht
jedoch die Annahme exponentialverteilter Servicezelt gerecht-
fertigt ist, sei nun vorausgesetzt, daB die Servicezeiten unah--
hdngige, identisch verteilte ZufallsgrdBen mit dexr Verteilunge -
funktion H(t) sind (M/GI/1).

Das Modell M/GI/1 wurde erstmals von Chintschin und Pollaczek
behandelt, weshalb die in 4.2.2 angegebenen Formeln gelegent-
lich nach diesen Autoren benannt werden. Flir die analytische

Behandlung bedient man sich des folgenden Kungigriffs: lMan

/e 13
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betrachtet die Anzahl der Kunden im System (den "Zustand" des
Systems) genau zu den Zeitpunkten, in denen ein Kunde das

System verldBt. Man erhdlt auf cdiese Weise eine in den ProzeB
"eingebettete Markoffsche Kette'. (Analog wiren fiUr das Modell
GI/M/1 die Ankunftszeitpunkte zu betrachten. Fir das Modell
GI/GI/1 ist kein solches Vorgehen mdglich; es kann lediglich die
Bestimmung der Verteilungsfunktion der Wartezeit als Integral-

gleeichung formuliert werden. )

Es zeigt sich nun, daB die EBrwartungswerte der charskteristischen
GroBen N _, Nw9 Tq, Tw nur von Momenten erster und zweiter Ord-
“l V V
nung der Vertellungsfunktion der Servicezeit abhingen, d.h. es
e 3 () + 2/0 9:2 Pl o) 720
genligl, BErwartungswert E(S) und Streuung D°(8)(=5(57)-[1(3)77)
zu kennen. Bel praktischen Anwendungen wird man sich Schiatzwerte

9]
5(S) und D°(8) verschaffen.

P,

Anzahl der Xunden, Verweilzeit

Pir den Fall einer allgemeinen Servicegeitverte ilung lassen sich

keine oxpliziten Formeln fiir die Verteilunsz der Anzahl der Kunden
und der Verweilzeit angeben. Jedoch lassen sich dle hrwart SUNgs-
werte (und Streuungen) dieser GroBen (auf denm Weo Uber die

Laplace-Stieltjes-Transformation) gewinnen. Pir die Anzahl N

q
der Xunden im System erhilt mans
2 2
i (
B(N,) = g+ S g 205D !
q 2<4‘"‘?/L Ta(s) 12 1
Khnlich  ergibt sich fir die Anzahl N, der Tunden in der Warte-

schlange:
72

- — 2 ‘]
T S\
B(N ) = ~°~(~;:fg;y [1 ’ EE 572

Plir die Verweilzelt T eines Kunden im System (einschlieBlich

B(T,) = éff:wj
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ae]
[©]
(@]
Il

In diesen Formeln tritt die Gro . das Quadrat

des Variationskoeffizienten der Servicezeitverteilung auf.

Diese GroBe charaktcrisiert also {(bei yteibende Verkehrs-

intensitdt) dic zu ervarsenden Stouung
Man egieht sguBecdcom, 128 bei gLGicber
Streuung der Servicezeiten das

Flir den Pall konsvanter Servicenait

Exponentialverteilung =1, Da in der - S inen ¥
zwigchen O und 1 begitzt, kdnnen die fiir die Grensfalle

<
U_ =0 bzw., =1 erhaltenen Werte fiir Anzehl der Xunden oder Ver-—
t

ere bzw. obere Schranke benutzt werden., Es

existieren jedoch Ausnalwefdlle in denen fir die Verteilung
oA 2 - . . _
der Servicenseit C_">1 gilt. Ein Beisniel #ir eine solche
w2
“hypercxponentiaile’ Verteilung ist eine Verteilung mit einer

fzwelginiligea" Dichtefunktior mit groBem /heband swiscren den

Tt eran Memrdatm e oo P mad AT T e T3 e mrn E
reltaviven llaxiila; cine solche Veiﬁu?lln.‘ﬁ Licegg ror, die

Kunden in gwei Gruppen zerfallen, deren mittlero Servicepeiten
- g

sich erheblich mehr voneinsnder urterccheiden ols dic Strevung

innerialh der Gruppe. In diesen ag durch dic

Piuponenvialvertelluong zu ontimishische Luos v liciein,
;.

fs el darauf hingewiesen, daB fir 0<C _"«1 die Moglichkeit be-
[}

stehs, als .pproximation der servicezeltrerteiivrg eine

le) Brla ongverteilung mit Parameter k su beautzen, wo-

‘ -~ EIDPN - e - P - I7 e 7 4 RN ~ Tyl
uer Paremetor k (k matirliche Zahl) zemell dem Vert von

~—

T
vestimmt wird (M/L,/1). Die Grenzfille sind E1:H und O .
n

4.3 Binflull der Ab

In 431 und 4.2 wurde AL&enommu“, dal die Hunden in der DNeihenfolge
first out, kurz FIFO).
Demgegenuber ist denkbar, dal;jeweils der zuletvzt angekommene

J
Kunde zuersl bedient wird (last in, first out, kurz LIFO)
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4.4

oder dalB der nidchste zu bedienende Kunde '"zufdllig"' aus den war-
tenden Kunden ausgewdhlt wird, wobel jeder die gleiche Wahrschein-
lichkeit hat, gewshlt zu werden (hier kurz mit RANDOM begzeichnet).

Es zeigt sich, def in allen drei F&llen der Drwartungswert BE(T )
der Wartezeit in der Schlange gleich ist, die Abfertigungsreihen-
folge also keinen Einflul auf die mittlere Wartezeit hat. Diese
Aussage gilt darmiberhinaus fir jede ALbfertigungsreihenfolge, die
unabhingig VOM der Servicezelt ist. Dagegen unterscheiden sich die
Streuungen D“(TW) der Wartezeit; sie nehmen (filir konstante und fir
exponentialverteilte Servicezeit) in der Reihenfolge FIFO, RANDOM,
LIFO zu, LIFO fiihrt also zu einem weniger stabllen Verhalten der

Warteschlange als FIFO.

Werteschlanzen mit Priorititen

In vielen Fdllen werden bestimmte Gruppen oder Typen von XKunden
bevorzugt abgefertigt, sei es, dall es groBe “Kosten” verursacht,
sie warten zu lassen, oder sei es, daB sie (vermutlich) nur eine
kurze Servicezelt beanspruchen, so dall infolge ihrer vorrangigen
Abfertigung die Warteschlange kirzer wird. Sclche bevorzugten Kun-
den erhalten eine hdhere Prioritidt, wobeil im folgenden m Priori-
téatsklassen (M natiirliche Zahl) vorausgesetzt werden, wobei 1

die hochste und m die niedrigste Prioritdt ist.

Man kann verschiedene lMoglichkeiten diskutieren, wie sich die An-
kunft eines Kunden der Prioritdt j auf im System befindliche Kun-
den mit Prioritdt <« j auswirkt., Zwel hiufig betrachtete Fille
sind: Entweder wird die Bedienung eines Kunden unabhingig von
Eintreffen von Kunden htherer Prioritidt abgeschlossen und an-
schlieBend der Kunde mit der jeweils hdchsten Prioritdt bedient
(nicht unterbrechende Prioritat, nonpreemptive priority), oder
ein Kunde hoherer Prioritdt verdridngt einen mit niedriger Prioritét
aus der Bedicnungsstation und desgen Bedienung wird erst wieder
aufgenommen, wenn kein Kunde hoherer Prioritédt mehr im System ist
(unterbrechende Prioritidt, preemptive priority, genauer:

preemptive-resume priority).
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Die Ankiinfte in den einzelnen Priorititsklassen seien Poisson-
verteilt mit den Ankunftsraten 14, %2, cee Ay Gamit sind auch

die gesamten Ankinfte Polsson-verteilt mit der Ankunftsrate
m

A= :E_K* Die Servicezeit S. flir Kunden der Prioritdtsklasse
4
sei gemiB der Verteilungsfunktion Hj(+) verteilt, die Service-

zelt S flir die Gesamthelt der Kunden also gemilB

’/A‘q 1’2 l
= em— 1 ‘-—-——Fl o e o m_r_‘n ;
H(%t) 5 h1(t) iy Jz(t) + Y Hm(t)
Brwartungswert und 2. Moment von Sj sind gegeben durch
o0 (&)
E(s.) = ft dH.(t) E(S.Z) = ft Zci H.(t);
J J J o J

Erwartungswert und 2. Moment von 5 ergeben sich zu
A
B(S) :-%JE(ST) L €1
52y = A g 2 Am g 2
B(s)_ku(u1)+... \(s)

Der Anteil der Priorititsklasse j an der Verkehrsintensitat (und

deamit an der Belastung der Bedienungsstation) ist gegeben durch
93— (S )9
der Anteil aller Prioritédtsklassen £ j =lso durch

<o
- ! T - 5 n s -
uj—~f§1§1-_%§ik*}XSi)y i=1, ... mn

Zusdtzlich seil uO:O definiert.

4.1 Nichtunterbrechende Prioritidt (nonpreemptive priority)

Fir den Fall nichtunterbrechender Prioritidt ergibt sich (unter

den obigen Annahmen) filr die Wartezeist Tw* (bis zum Beginn der
oJ

Abfertigung) eines Kunden der Prioritdtsklasse j:

- - A B(5) .
E(ij) = 570 u )(1_u 7 j=1:2,... m
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Hieraus erhdlt man flir die Verweilzeit im System (einschlieBlich
Service):
@l
\ AE(ST)
E(T .) = E(S.) + i = 2y e
( g3’ ( 3) 2(1-ujq)(1-u3) ’ b "

Umn einen einfachen Vergleich mit der Abfertigung ohne Priori-

o
.o . . . o2 . 3 . -
taten zu ermoglichen, gei spziell m=2, exponentialverteilte
. . . A
Servicezelt mit den Parametern und =, + =
’ el 1 G T S T
angenommen. Dann gilt:

BT = 1S
w1 g—1~91
(T )= - g
W (1-9,) (1-9)

E(T ) = = ~—=

W 4 1-g

Man erhadalt daher folgende Beschleunigung bzw. Verzdgerung

E(Tw1> 1_'9b E(Tw2> 1 B(T,4) - 1-0
S m - 9 — = 9 ~lm = -
BT tmgy E(R) =gy B(T

4.2 Unterbrechende Prioritit (preemptive-regume priortiy)

Im Pall unterbrechender Prioritét kommen zur anfinglichen Warte-
zelit eines Kunden alle diejenigen Wartezeiten hinzu, die von
Unterbrechungen durch Kunden hcherer Prioritdt herrihren; es ist
daher zweckmédBig, die Verweilzelt T . eines Kunden der Prioritdts-
klasse j im System (also einschlieBlich Service) zu betrachten:
J
f\‘z
. e A =
F(T,) = o= | E(Sp + \
Y- 2(1—wuj)
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5.

PUr Kunden der Prioritiat 1, also der hochsten Prioritat, er-

gibt sich

. ; AE(s,5) 9B(5) T D5 T
((Tcﬂ) = E'(S'I) + "'2”‘(*‘1":"9-1—)" = E(D'l) + 2(1;?;_)“ 1»1 + ?E( 1)'1

Wie man durch Vergleich mit 4.2 festetellt und wie auf Grund
des Modells zu erwarten war, bedeut~t das, daBl Kunden der
hochsten Prioritéat so schnell abgefertigt werden, als wiren

sie allein im System.

Piir weitere Untersuchungen lber Warteschlangen und Priorititen

sei auf (87 und [9] verwiesen.

Weitere Warteschlangenmodelle

Wie bereits in 4,1.3% erwihnt, 1ldBt sich das Verfahren zur Be-
handlung des Modells M/M/1 auch noch anwenden, wenn man die
Bigenschaften des durch M/1Y1beschriebenen stochastischen Pro-

zesses geeignet verallgemeinert. Es war bei M/M/1:
(1 Ankunft inAt) = XAt + o (A1),
w (1 Abfertigung in A%) :/*At + o (At).

Nun 148t man zu, daB A und g« von der Anzahl N der Kunden im
4
System abhingen, also

w (1 inkunft in Aﬂme):An-At»o@tn
w (1 Abfertigung 1nnAti _n) = My At +o(At).

Man leitet wiederum ein (i.a. unendliches) lineares Gleichungs-
system flir die (stationiren) Wahrscheinlichkeiten Py=W (Nq:k)

her. Damit eine stationdre Losung existiert, muB die Reihe

A Y . R, S S,
6%7 541642 VAT RRER (uw
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konvergieren. (Der Fall 5 =oco wird im allgemeinen auf eine un-

begrenzt wachsende Warteschlange hinweisen.) Damit gilt:

*4'—1 ’1
p, =87 S g,
(e M
insbesondere p_ = 57 '),
(insb d 5 = B h

lassen
Unter gewissen einschrinkenden Voraussetzungen /sich eine Reihe

von Modellen, wie anschlieBend gezelgt wird, auf einen Ankunfts-
und Abfertigungsprozel des oben beschriebenen Typs zuriickfihren,

5.1 Modelle mit mehreren (parallelen) Schaltern

5.1.1 Unendlich viele Schalter

Dies wire das Modell eines idealisierten Telefonvermittlungs—
systems, beil dem jeder eintreffende Anruf sofort eine freie
Leitung erh&lt. Jeder der parallelen Schalter hat dieselbe
Funktion und ankommende Kunden kbnnen zufdllig auf freie
Schalter verteilt werden. (Bs bildet sich also keine eigent-
liche Warteschlange.) Zwischenankunftszeiten und Abfertigungs-
zelten selen exponentialverteilt mit den Parametemﬂ;k'bzwnfb
(M/M/00 ), Man denkt sich nun die parallelen Schalter in

1 Schalter zusammengefaBt, dessen Abfertigungsrate mit der

Anzahl der Xunden im System linear zunimmt, setzt also

My = B }11::)-’ no=20,1,2, ...

A
Das fihrt auf S =< und damit suf

A
(% 2
pk:*a};“"’a— e 9 k2091'927 o o o

Die Anzahl der Kunden im System ist also Poissonverteilt.
y

Man erh&lt daher fir die mittlere Anzahl von Kunden im
System = mittlere 4nzahl der belegten Schalter:
A 2( A

E(Nq) ZEZ; q

%
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Weiterhin ergibt sich filir die Wahrscheinlichkeit, daB hdchstens
m Schalter belegt sind

m ANK

m o (2)

Z !
k=4 K

N
BN

==

w(l =) = e

q
(tabelliert als fcumulative Poisson function'oder "Erlang
funotion'),

Da man in der Praxis nicht unendlich viele Schalter vorsehen
kann, wird man zwar zunZchst das idealisierte Modell betrach-
ten, sich aber danach fragen, wieviel Schalter z.B. mit einer
Wahrscheinlichkeit von 99 % maximal bendtigt werden. Ent-
sprechend viele Schalter wird man dann vorsehen und in Xauf
nehmen, daB das System in 1 % der Zeit nicht wunschgemiB

arbeitet.

Die Ergebnisse von 5.1.1 bleiben gliltig auch filir den Pall be-
liebiger Serviceverteilung (M/GI/oo), wenn man 1 Gurch B(S)

<

ersetzt.

5.1.2 Wartesystem mit m Schaltern

Es werden dieselben Annshmen wie in 5.1.1 gemacht, lediglich
wird die Maximalzahl der verfiligbaren Schalter auf m begrenzt
(1/M/m), auberdem wird unendlicher Warteraum vorausgesetzt.

Es ist also

Ay = A fiirno=0,1,2, ...

V‘lém fir O

on

wyufur n

Das liefert

» ™
S E L, (&)
=0 VL.I M"“'Z: m’

/.21
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und damit

(_:?;)K -

r S fiir k<m
kt
pk =

(L)
(%k-m 5~ fiir k2mnm
| K=

mim

5.1.% Verlustsystem mit m Schaltern

Bel diesem klassischen, bereits von Erlang behandelten Modell
konnen meximal m Kunden an parsllelen Schaltern bedient werden;
auerhalb der Schalter ist kein zusé&tzlicher Warteraum vorhanden.
Sind alle m Schalter belegt, so gehen eintreffende Kunden ver-
loren, d.h. ihre Ankunft wird ignoriert (Telefonvermittlung mit

m parallelen Leitungen).
Die sonstigen Voraussetzungen bleiben wie in 5.1.2 (M/M/m).

Hier ist

-
kn:' 7 fir n<m
0 flir ngm

M = nﬁf&rném

(fiir nom iSt(ﬁAn nicht definiert?)

Die Wahrscheinlichkeit, daB k Kunden im System, also k Schalter
belegt sind, ergibt sich zu

A &
pk:wlg—g—%“fém K =0,1,2, ... n

>4 (2)"

n=9Q . . . PR . .
Interessant ist vor allem die Wahrscheinlichkeit Prs dall ein

-3

eintreffender Kunde "verlorengeht" (Verlustwahrscheinlichkeit).

X

Auch die Ergebnisse von 5.1.3 bleihen gliltig fir beliebige
[ab] < >}

vervicezgeitverteilung, wenn mané% durch B(S) ersetzt.

/. 22
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5.2 "Machine Minding" (endliches "Kundenreservoir')

Diesem als "Machine Minding" oder "Machine Interference" be-
zelchneten Modell liegt folgende Vorstellung zugrunde:

m gleichartige Maschinen fallen in gewissen Abstinden aus und
brauchen "Wartung®". Sie gtehen deghslb unter der Kontrolle von
einem oder mehreren "Wartungsleuten". Es wird angenommen, daB
Jeweils zum friuhest mdglichen Zeitpunkt mit der Wartung einer
ausgefallenen Maschine begonnen wird. Vorgzugeben ist die Ver-
teilung der Zeit fiir die Wartung (Servicezeit) und die Ver-
teilung der Zeit vom AbgchluB der Instandsetzung einer Ma-
schine bis zum nichsten Ausfall. Hier sei angenommen, dall beide
Zelten exponentialverteilt mit den Parametern 7\undcggsind und
daB 1 Wartungsmann fiir m Maschinen vorhanden ist. Der wesent-
liche Unterschied gegeniliber frither behandelten lModellen besteht
darin, daB das Reservoir der mdglich "Kunden' endlich ist. Un
die am Anfang von 5 skizzierte Methode anwenden zu kdnnen, ist

Zu setzen:

= (m-n) A  flir n€m
/ n -
o) fir n>m

(=
Damit ergibt sich fiir die Wahrscheinlichkeit, daB k Maschinen

ausgefallen sind:

1 <gi\mmk
To—k)T 3/ A
pk = * 9 1’; = 0919L9 oo« 1
m (_g:i T
>
n=0 ==

Diesem Modell 1&8t sich auch folgende Interpretation gebens

Von insgesamt m Konsolen kommen Anfragen an den zentralen
Rechner., Von einer bestimmten Konsole kann eine weitere Anfrage
erst nach Bearbeitung der vorhergehenden Anfresc von dieser on-

sole kommen.

e 23
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6. Kopplung von Warteschlangenmodellen

6.1

6.2

Allgemeines

Z.B. bel der Planung eines Betricbscgystems hat man in vielen
Fgdllen mehrere gekoppelte Wartescnlangenmodelle zu betrachten,
also ein "Netzwerk" von Bedienungscationen. Die wesentlichen
neuen zZuge gegenlber den friiher betrachteten Mocdellen sind die
Verzweigung bzw. Zusammenfii»rung von Kundenstrdmen und die Hin-
tereinanderschaltung von Bedienungsstationen. Es ist keine

exakte Methode bekannt, Modelle dieser Art im allgemeinen Fall
analytisch zu behandeln. Lediglich fiir den Spezialfall, daB alle
Zwischenankunfts~- und Servicezeciten exponentialverteilt sind und
Uberall beliebig viel Warteraum zur Verfiigung steht, gibt es
eine einfache Losungsmethode (Satz von J.R. Jackson, vgl.[17).
Selbst das Problem der Hintereinanderschaltung zweier Schalter

A und B bereitet Schwierigkeiten, sobald die Servicezeit in A
eine beliebige Verteilung hat; die Ankinfte der Kunden in B

¢ind dann im allgemeinen nicht mehr unabhingig und das Problem,
ein Modell mit allgemeinen, nicht unabhingigen Zwischenankunftg--

zelten zu behandeln, ist ungelost.

Wartescnlangenmodelle mit Feedback
£ L.

Der einfachste Fall einer Kopplung liegt vor, wenn das Warte-
schlangenmodell nur aus 1 Schalter mit Riickkopplung (Feedback)
besteht, wenn also ein Teil der bearbeiteten Kunden nach dem
Verlassen dieses Schalters wieder in die Warteschlange zuriick-
gestellt wird.

Ein einfaches Modell dieses Typs i1st das folgende:

P

. 24
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Die inkiinfte der "neuen Kunden" seien Poisson-verteilt (An-
kunftsrate l,), die Abfertigungszeiten exponentialverteilt
(Abfertig ungsrateég.). Die Kunden, die den Schalter verlassen,
werden mit der Wahrscheinlichkeit p wieder in die Warteschlan-

ge zuriickgestellt. Fiir den Durchsatz /\ des Systems gilt dann

_/\_.:{/\-i- p‘/\_;_
also

/\_m

Daraus ergibt sich fiir die Verkehrsintensitit

— A’ -
S STy

Fir die mittlere Verweilzeit im System bei 1 Durchgang erhilt
1) 1
n(r, 1)) -
T3
flr die mittlere Anzahl der Durchginge
1
B(N TS
) = 11
woraus sich filr die gesamte mittlere Verweilzelt im System er-
gibt:
(r,) = B(r) . m(r (1)) 1
g “ q & 1-9)(1-p)

Die in der Praxis intereseierenden Modelle weisen jedoch cegen-—
(3] o

Uber dem hier behandelten u.a. folgende Komplikaticnen auf
(Vg]—- r6—]) [7—]>:

a) gestutzte Servicezeitverteilung: Die Bearbeitung eines XKun-
den derf (in 1 Durchlauf) maximal ¢ Zciteinheiten dauern;
Kunden, die innerhalb dieses Zeitquantums nicht abgefertigt
werden konnen, werden in dic Warteschlange zuriickgestellt
und ihre Bedienung wird im nZchsten Durchgang weitergefiihrt
(Round Robin);
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N

b) Verwaltungsaufwand (overhead) beim Wechsel von einem Kunden

zum n&chesten;
c) endlicher Warteraunm;

d) Prioritdten, die entweder von auBen vorgegeben oder dynami-

sch .ermittelt werden (foreground-background queues).
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