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Uberblick iiber Fragen der Leistungsmessung in einem

Betriebssystem

Im folgenden soll ein Uberblick iiber die Probleme im Zusammen-—
hang mit der Leistungsmessung in einem Betriebssystem gegeben
werden, ohne bereits konkret auf den TR 440 bzw, das BSM ein-
Zugehen. Dabéi erscheint interessant: Zu welchem Zweck sollen
Leistungen des Systems gemessen werden? Mit welchen Methoden
kann gémeésen werden und welchen Aufwand erfordern diese
Methoden? Wie lassen sich solche MeBmethoden implementieren
und welche Fragen konnen damit untersucht werden (Beispiele)?

1. Zweck von Leistungsmessungen

Die Gewinnung von Information in einem System kann zum Zweck
der Abrechhung_mit den Benutzern und fir eine Benufzer— und
Betriebsstatistik, zum Zweck der Regelung des Systems oder
zur Untersuchung spezieller Fragen erfbigen, die etwa in
Zusammenhang mit dem Ausbau oder der nderung eines Systems
gekléart werden miissen, |

1.1 Abrechnung, Benutzer- und Betriebsstatistik

Das Betriebssystem teilt den Programmen (uhd damit den durch
diese Programme vertretenen Benutzern) die Betriebsmittel zu.
Es muB daher dariiber wachen, daB ein Benutzer "sein Konto nicht
_ Uberzieht" und es muB dafiir sorgen, daB eine gereahté Abrech-
.nung Uber die Betriebsmittel erfolgt. In Verbindung damit

kann laufend in einer Benutzer- und Betriebsstatisfik iber
~die insgesamt vom System erbrachteﬁ Dienstleistungen Buch
gefiihrt werden. Die Gewinnung und Verarbeitﬁng:solcher "Abrech-
‘nungsinformation" ist ein Teil des notWendigen Verwaltungs-

aufwandes des SyStems; die entsprechendén Programmstiicke sind
. daher permanenter Bestandteil des Systems und wéhrend der
gesamten Betriebszeit aktiv,., Die Gewinnung undvAuswertung
solcher Informationen darf selbst nicht zuviel Betriebsmittel

AL
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>brauchen,bhan£t daher stark von der Hardwa Teunterstutzuﬁﬁ

(unad der Stvuktur des Betrlebssystem) ab und 1s+ in 1hrem
Umfang nach oben beschrankt.Dle gesammelten Informationen
sollten jedoch nicht zu dirftig sein: Die Abrechnung sollte
einigermaBen fair sein und den Benutzer zu einem méglichst
effektiven Einsatz der Betrlebsmlttml erziehen, AuBerdem
sollte die aus der Abrechnungsinformation gewonnene Betrlebo—
statistik eine hinreichende Kontrolle des Systemvorhaltens
ermdglichen, wenn das System sowelt ausgebaut ist, daB keine
wesentlichen Anderungen mehr vorgenommen werden, Dazu sollte
die AbrechnuﬂgSLHformatlon durch entsprechende Aquertungs-
programme mbglichst weitgehend analysiert und in verstandllchnr
Torm ausgegeben werden, Beispiele fiir solcno nbrephnun331nfor~
mation sind etwa: CPU- Zeit und Gesamtlaufzelt eines Programmes
und der v1rtue11e Spelcher des Programms, integriert iiber die
CPU—Zelt und iiber die Gesamtlaufzelt (Trcppenfunktlon bel
paglnlertem Spelohcr'). Neben der Verwondung zur Abrechnung
kann man solche GrsBen wie den Mittelwert der Laufzeit, der
OPU-Zeit und den Mittelwert des (v1ruue1]gﬂ) Speicherbedarfs
benutzen, um abzuschédtzen, wo die 31nnvolle Maxlmalbelaotung
fiir die Anlage liegh, und diese mit der aktuellen Belastung

vergleichen (vgl; [2]')} : i A, B

‘4 2 Regelun@

Die unter 1 1 betracateten MeBwerte werden (in aufbereiteter
Form) in Abrechnunv und Betrlebsstamlstlk nach auBlen 81chtbaL,
Im Cegensatz dazu werden die Informatlonen, die iiber die ent-
prechenden Algorlthmen das Vcrhalten des Systems steuern
("Regellnformatlon") im allgemelncn nicht ‘nach auBen abgewebcnf

Der Bereich dieser Informationen reicht von 1+Bit--GriBen

(etwa 10ur den paglnﬁ—Algorlthmus) bis zu Schitzwerten,. etwa .
fiir dle Antwortzelt an einer Konsole, Im letzterem Fall
handelt es Sl“h um eine GréBe, die fir jeden Benutzer interes-

sant saln kann, der ein Wechsolgesprach eroffnen will;

0/6 3
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insbesondere kann dieser Wert Uber die Zulassung des Gespriachs
entséheidén. Die Gewinnung und Verwertung solcher Regelinfor-
mation gehértkwesentlich Zum‘Systém; es Wére~jedqch niitzlich,
diese Informationen dariiber hinaus auch zur Untersuchung des
Systemﬁerhaltens’zugénglich zu machen (vel., 1.4), Fiur die
Gewinnung von Regelinformation ist man umso stérker auf die
Unterstlitzung durch die Hardware angewiesen, je hiufiger man *
darauf zugreifen muB (z.B, paging—Algorithmus) Die Regelung
"des Systems sollte durch moglichst einfache Algorlthmen reali-
sierbar sein. Trotzdem sollten die Reﬁelmechanlsmen eine dem
jeweiligen Zweck angepaBte "Reaktionszeit" haben, d. h. sie
sollten zwar nicht zu traﬁe ar belten,‘aber auch nicht zZu
empfindlich auf mehr oder minder zufdllige Schwankungen
reagieren, Zu diesem Zweck erscheint es sinnvoll, Regelinfor-
mation bereits zu einer Form zu ermitteln oder - sofern dies
mit vertretbarem Aufwand moglich ist - in eine Form liberzu-~
filhren, in der sie ein geeignetes und nicht zu stark schwan-
kendes MaB filir die zu regelnde GriBe darstellt.(Wegen der in
diese Richtunglziehenden statistischen Methoden vgl, den
Anhang.) Man kann im allgemeinen ilibersehen, wie ein einzelner
Algorithmus arbeitet, der einen bestimmten Regelmechanismus
realisiert.'Dagegen 188t sich die gegenseifige Beeinflussung
von Regelmechanismen nicht ohne weiteresvdUrchschauen und man
lduft daher Gefahr, in vielen F&llen "lokal zu ont*mieren";
Das Ideal wére, daB sich das Verhalten des Svstems durch
einige wenige charakterlstlsohc MaBe beschrelben lieBe; diese
 MaBe konnte das System selbst laufend ermitteln und sich durch
Anderung von Parametern, Strategien und (soweit mdglich) des
job-mix .auf optimales Verhalten einregeln (wobei noch zu
definieren wBre, was man unter "optimalem" Verhalten verstehen
will). '

1.% Quantitative Untersuchungen im-eigentliqhen Sinn

Ist eéin System bereits hinreichend getestet und soll nur noch
‘geringen'Modifikationen unterworfen werden, so diirfte im
wesentlichen eine hinreichendausfiihrliche Betriebsstatistik

/o 4
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fgenugen, um dle benotlgten Ausoa@en liber. das Systemverhalten
zu gewinnen. Wenn jedoch ein System wie. das BSM neuentw1ckelt
und von einer motwendlgorwelse primitiven 1. Ausbaustufe aus
stufenwelse erweltert und verbessert we”den soll, so erscheint
es zwelfelhaft ob die vorhandenen Informatlonsquell >n und
~die "Erfahrung von Systemprogrammierern' eine ausreichende
Entscheldungsgrundlage bilden., Es ware daher wunschenswert
Uber begrenzte Zeitraume Messungen in groBerem Umfang durchzu—
filhren, um sich flr Verbesserungen und Lrwelterungen auf /
gesicherte quantitative Aussagen stlitzen zu konnen, Da solche
Messungen zu elner«Belastung des Systems filihren, die kaum zum
allgemeiheh Verwaltungsaafwand des Systems gerechnet Werdeh
kann, Werden die. entsprechenden Programmstiicke i.a, nicht
permanenter Bestqndtell an jeder Installation des Systems selr
‘und (auch wegen der Menge der gelieferten Daten) nicht wahrend
der gesamten Betriebszeit arbeiten. Auch sollte der Aufwand

flir die Implementierung solcher lMeBprogramme und der Programme
Zur Auswertung der gelloferten Daten nicht unterschatzt werden.
Daher sollte bereits von der Struktur und von der Implementlcr~
ung des Systems her dafiir gesorgt werden daB sich MeBgroBen
méglichst einfach und in mglichst geeigneter Form ermltteln
~lassen, Als Belsplole fiir Problemkreise, die untersuoht werden
kOnnen, seilen gonaﬂnt Verhalten der Hardware (z, Feststel-
lung konflauratlonsbedlngter Engpésse, Uberprufung technischer
Daten u.&. ), orhalten der Software (z.B. Untersuchuné der
Haufigkeit des Aufrufs und des Zeitbedarfs bestimmter Moduln,
Fehlersuche usw, ) und das Verhalten der Benurz T (vor allem

im Dlalogbetrleb) ’

1.4 Allgemeine Gesichtspunkte

Es wurde bereits betont, daB es fiir den Ausbau und die Ver-
besserung eines Betriebssystems notwendig erscheint, gezielt
durch spezielle MesSungen die dazu bendtigten quantitationen

Aussagen zu erhalten. Die weiteren Darlegungen beziehen sich

S
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vorwiegend auf solche "Messungen im eigentlichen Sinn",

DaB auf Abrechnung, Benutzer- und Betriebsstatistik und

auf Fragen,der‘Regelung inkdiesem‘Zusammenhang eingegangeh i

- wurde, hat fdlgepde Griinde: Die laufend,gesammelte_Abrechnungs~
,informationkist'nﬁtzlich als‘Eréénzung und zur Kontrolle k
weiterer Messungen. Weiterhin sollen cinerseits die Fosbunéen;
_zelgen, auf Grund weloher Tnformatlonen und wie das System
reagiert, es sollen also die Regelvorginge im System sicht-
bar gemaéhtkWerden;randerseits~erscheint es mbglich und
sinnvoll, GréBen, die zundchst nur gemessen werden ("offene
Schleife") spiter in gceignet aufberciteter Form zur Steuer-
ung des System zu verwenden (Rﬁokkopplung). k

)

2., Methoden und Lufwand

Es gibt im wesentlichen zwei Methoden, um: Aussagen lber das
Verhalten eines Systems zu gewinnen, Im einen Fall ("analy-

- tische Methode"):werden per Hardware oder Software die ent—v
sprechenden Stellen der ?echcnanlage bzw, des Betrlebssystems
"angezapft" und dort werden die entsprechenden MeBwerte bge-
~nommen., Im anderen Fall ("Stimulus-Methode") betrachtet man

das System als "schwarzen Kasten" mit ciner Anzahl bekannter
Funktionen, aktiviert diese Funktionen durch entsprechende
Eingaben und beobachtet die Reaktionen. i

2.1 Analytische Methode

2154 Voraussetzungen

Das Problem besteht darln, das System an einer Relhe von
Stellen anzuzapfen, ohne €s wesentlich in seiner Arbeit zu
storen. Praktlsch ohne Storunb kann nur gemessen werden, wenn
spezielle Hardware zur Verfligung steht, Diese Mdglichkeit :
wird im folgenden nicht a@sfﬁhrlich‘diskutiert,‘weil von der
Nafur‘derkSache her und aus finanZiellen‘Grﬁnden hier fir
Untersuchungen relativ enge Grenzen gesétzt sind. Messen per

i
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Software bedeutet, daf das System an den entsnrechenden Stellen
modifiziert werden muB Die Arbeit des Systems muB also an
bestimmten Stellen oder Z@¢tpuﬂﬁten untarbrochen werd en_und;

. es muB u.U. auf bestimmte Informatlonen (z.B..-Listen des '
Systems)azugegriffen werden, Das System sollte daher von
seiner Struktur her asuch solche Gesidhtspugkte berlicksichtigen,
um die Durchfiihrung von Messungen nicht unnétig zu erschweren.
Insbesondere ist hier die Behandlung vor Unterbrechungen von .
Interesse:’Eine'Messung (Registrierung eines YeBwerts, Hoch-
zdhlen einer ZihlgroBe) kann an die Verarbeitung einer Unter-
‘"brechung gckoppelt sein, die im normslen Betriebsablauf auf-
tritt oder es kann. absichtlich und zus&dtzlich eine Unter-
brechung verursacht Werden; um eine Messung durchzufiihren,

2.1.2 Durchfiihrung der Messungen

Es-wird im allgemeinen kaum mbglich.seih, wdhrend eines’ lédngeren
Zeitraums an. allen zuginglichen Stellen des Systems zu messen,
weil das anfallende Material zu umfangreich widre und das Ver-
“halten des:Systems‘entsprechend gestért wiirde. Es zeichnen
sich folgende zwel extemen Vorgehensweisen ab: Im einen Fall:
benutzt man eine einheitliche MeBtechnik, alle gelieferten
Daten habén'dieselbe‘Struktur, die entsprechenden Programme
bzw. Programmstiicke, dic diese Daten liefern, erscheinen
nach auBen als eine Einheit (vgl, 2,1.2.1): in diesem Fall
muB es eine Moglichkeit geben, diese Binheit nur teilweisc
zu aktivieren., Im anderen Fall hat man von vornncreln
mehrere "Pakete'", die in ihrer MeBtechnik und daher “guch in
der Form, in der sie ihre Frgebnisse liefern, untersohledllch
und auf spu21elle Zwecke zugeschnif%en sind (vgl. 2.1.2.2 -
.1.2.6). BRE -

2.1,2.1 Gencr911eo “Eveﬁ+ Reéowdihu"

Wlll man das Verhalton des qutems S0 aul201chn@n, dafl man
moglichst viel Freiheit (allerdings auch Aufwand!) bei der

Lo T
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Y~Auswertung des Materials hat,  so\erscheint es zweckm&dBig, den
zeltllchcn Ablauf als eine I'olge von "Lrelgnlssen“ anzusehen.
Das Problem bLSueht darin, cine geecignete Menge charalkte~
ristischer Breignisse festzulegen (evtl, mit der Mdglichke 1t
diese Menge spater 1n gewissen Grenzen zu “rweltern) Das

" Bintreten dieser Ereignisse wird dann mit Angabo des Zeit-
punkts und evtl. zusdtzlicher Information festgehalten, Was
~als Erelgnls dcflnwort wird, h&ngt ab von dér Hardwarc und
Software des Systems und ven den Sonwcrbunkten der durchge-
fiihrten Untersuchungen. Da selbst beil einer nlcw>allzugroﬁen

- Menge von Erelgnl ssen das anfallende Datenmaterial sehr umfang-
reich werdbn kann, wird man in einem bestimmten Zeitraum nur
Ereignisse registrieren, die zu einem b“StlmthP job und/oder
zu einer bestimmten Gruppe von Ercigniss en gehoren, Fin
solches generelles "event recording" gestattet cine Reihe
verschiedener Untersuchungen am selben Datenmaterial (und die
Verwondumg diese Materials als Eingabe fir Slmuldtﬂonsp rogramme! ),
jedoch ergibt sich ein, ziemlich hoher Aufwand fir dic Aus-
wertungsprogranmec (WC&QR cines Beispiels vgl. 3.1).

- Die folgenden Methoden sind zwar weniger universell, erfordern
jedoch auch weniger Aufwand, vor allem filir die Auswertung,

2,1.2,2 "Sampling Measurement" v L

- Interessiert man sich ctwa fiir den Anteil einer bestimmten
Routine an der CPU-Zeit, so ist es u.U, zu aufwendig, jeden
Eintritt und jedes Verlassen dieser Routine zu registrieren.
Man kann den entsprechénden:Zcitanteil ndherungsweise ermitteln,
indem man Stichproben macht: Man unterbricht‘zu bestimmten
Zeitpunkten und stelltfest, ob gerade ein Befehl aus decr be-
treffenden Routine ausgefliihrt wurde., Solche Unterbrechungen:
konnen "zufdllig" verteilt scin oder periodisch erfolgen
(Wecker!), miissen jedoch (statistisch) unabhingig vom Eintreten
des untersuchten Ereignisses sein.
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2, 1 2 3 ”mraoe Measurement"<

Tn v1elcn Falicn mdchte man nicht das Verhalton des gcsamten
5y0t01s 1n'b1ner Polae von Ereignissen festhalten, sondcrn
lédigllch diec "elementaren Schritte", diec zu einem bestimmten
Vorgang (z.B. Ausfiihrung eines Kommandos) gehbrem, in ihrer
zeitlichen Reihenfolge ermitteln., Man wird also alle clemen-
taren Erelgnlsse spezifigieren, die zu dem zu un+orsuchendon'
Vorgang gchoren odpr geﬂoren konnten und dann das z~1tllcqe
Auftreten diescr Breignisse registrieren., Die Methode ist
dazu geeignet, dla Zusammenarbeit von Systemteilen (insbe-

sondere auf Fehler) zu untersuchen (vgl. etwa 3.4.2).

2.1.2.4 "Accounting Measurement"

Ein wichtiger Bercich fir Messungen lut der Verbrauch an
Betriebsmitteln., Dicse Messungen dienen vor allem der Ab-
rechnung mit don Benutzern (vgl, 1.1). Sie ktnnen jedoch auch
zu Untersuchungen iibor das Verhalten des Systems und ilber das
Verhalten der Benutzer verwendet werden., Dartiberhinaus sind
einige dieser GroBen auch fiir die Regelung des Systems interes-

sant (vgl. 1.2 und den Anhang).

2.7 2 5 WlLogical Measurcment"

Diese Methode bestent darin, g@zielt auf Grund des Inhalts und/
oder der Lage einen Ausschnitt aus dem Speilcher auszuwdhlen

und zu verfolgen, wie sich dcr Inhalt dicses Ausscbnltt

dndert, sofern dicse inderungen nicht zu schnell erfolgen

(vegl. 3.3.2).

2.1.,2.6 "Playback Measurement"

Tine rélativ selten angewandte, weil aufwendige Technik besteht
darin, sich iiber einen bestimmten Zeltraum die Eingabeinfor-

mation ganz oder teilweise uwnd mit Zeitangaben aufzuhcben, um

N O/l 9
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unter den gleichen Voraussetzungen mit dem Systnm oder mit

Teilen des Systews zZu exporlmentleron. Die Methode wurde

praktisch nur im milit8rischen Ber01ch angewandt (SAGE air
défense system). Sie kommt bereits in die Ndhe der in 2.2
angegebenen Methoden, Weniger aufwendig ist és, die Eingabe~

information in stark reduzierter Form aufzuheben, um sie in-

Simulationsmodellen zu verwenden.

2.1.% Sicherstellung und Verarbeitung der gesammclten Daten

Die McBergebnisse fallen (sofern nicht mit spezieller Hard-
ware gemessen wird) zundchet im Kernspeicher an und miissen auf
cinen Hintergrundspeicher hinreichender Kapazitidt (Band, Platte)
fransporti@rt werden, wozu man sic gurVerringerung des Umfangs
evtl, bereits vorverarQGitet. Spdter erfolgt die eigentliche
Aufbereitung und Verarbeitung der Daten. Es wird nicht rur
Platz auf der Platte bzw., auf Magnetband bendtigt, sondern ‘es
ergibt sich eine zﬁsétzliche Belastung des Plattenbetriebs |
bzw. die Belegun? mindestens eines Magnetbandgerédts und eine

zusatzllche Belastung der Kandle zu diesen Cerdten. Man kann

uberlegen, ob man diese Anforderungen - allcrdlﬁgs auf Kosten :
Zusatzllcuer CPU-Zeit - vermindern will, In Frage kommt cine
Kompres ion der Daten, etwa durchlbmcodlerung, Verwendung
opezieiler Codes filir hiufig reglstrlerte Werte oder Umpacken‘
der Daten, einc Vorauswahl der Daten durch Weglassen unnotig
erscheluonder Elntrugungen oder auch bereits einec VOJ:‘VerarbeJ”cu:ntr
w1e etwa die Reduktion der Angabe von Anfangs- und Endzeit-
punktcn auf die Angabe von Zeitintervallen oder die Angabe

von Nlttelwnrten statt der Werte von Elnzclmeosungen, In den
meisten Fallen diirfte der crzielte Gewinn den Nachteil der
htheren CPU- -Belastung nicht rechtfe tigen. Bs erschelﬂt sinn~
voller, bereits beim uamm@ln der Daten auf nicht zu groBo
Umfang des \niwll<ndbn Waterlals zu achten und wenn mogllch

zZU versuchen, Leerzalten der Kanile zu benutzen, um den Trans—
port mit dem ilibrigen Betrieb zu iliberlappen. Der Aufwand fir

./510
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Messungen 18Bt sich nur rechtfertlgen, wenn auch entsprechand
leistungsféhige Programme .fiir die Auswertung der etwa auf Band
gespeicherten Daten verfilighar sind. Als Minimum ist zu iordern,
dafi die Information in lesbarer, verstindlicher .und iibersicht-
~licher Form gedruckt werden kann, Fﬁr wnfangreiche Datenmengen
braucht man Programme, die aus den Daten eine Auswahl treffen
(z.B. job-spezifisch) und/oder.einfache Reduktionen der Daten
durchfiihren, Weiterhin sollte es mbglich sein, Zd&hlungen durch-
zufuhren~und Histogramme zu erzeugen. Dies kann dann die Grund~
lage und ersten Annnltspunkte fir eine welterrehende statisti-
sche Unterpuchung der Daten bilden. Man ‘wird auch daran denken,
~die so gewonnenen Aussagen (etwa iiber %quflgkeltovertellum en)
und evtl. die Daten selbst in Slmulatlonsmodellen ZU verwenden,

2.2 Stimulus-Methode (Bencnmark—Ieclnlk)
2.,2,71 Grundsitz 1lche°

Man kann ein System als schwaruen Kasten betrachten, von dém

lediglich bekannt ist, daB er eine Reihe von Funktionen aus—v
fithren kann, Durch AngtoB (”Stlmu'us”) von auBen (Eingabe) w1rd
dieser schwarze Kasten aktiviert, er reaplert (indem er die ent~
sprechenden Funktionen ausfuhrt) und glbt eine Antwor+ (Ausgabe)
Von dle,em Standpunkt aus betrachtet, ist das System vekenn—
zeichnet;durch_einige-wenige wesentliche ﬁunktlonen, dlevman
richtig erkennen und verstehen muB. Man mdchte soviel Einéicht
in das Verhalten des Systems gewinnen, daf man das Syétem in
kontrollierbarer und mefBbarer Weise so einregeln kann, dal es
(bei im wesentlich vorgegebenen Benutzeranforderungen) mogllchst
effiziert arbeitet, Das Problem besteht vor allem dgrln,,welcge-
Funktionen des Systems men als wesentlich ansehen und bei den
Untersuchungen beriicksichtigen will, Dabei michte man einer-
gseits in soviele Funktionen aufglledern, daB das Uystem hinrei-
chend genau charakterisiert ist, andererseits wird durch eine

zu starke Detaillierung der AufWand fiir die Untersuchung zu hoch.
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In einer solchen Men ze der wesentlichen Funktionen sollten
etwa, folgende Tatigkelten des Systems beruck81cnt15t werden:

.schedullng (Verwaltungsaufwand bei der Betriebsmitt elzutellung),

paging bzw, swapping, sonstiger E/A-Verkehr (evtl. geeignet auf-
géteilt), Rechnerkernbelastung, Belastung durch Konsolverkehr,
Man muB entscheiden, wie und in welcher Zusammenctellung man
dle Funktlonen anstoBen will, Zu diesem Zweck kann man Objekt-—
programme entwickeln, die in gewisser Weise "typische!" Benutzer-
bestimmter Klassen reprdsentieren., Solche “BenchmarkuProrrumme“

(im folgenden auch als "Normprog gramme” oder "B@lastungunrovramme”

‘bezelchnet).konnen,zur Gewinnung von Aussagen iiber das System~

verhalten . benutzt werden, wobei man jedoch im wesentlichen nur

‘Angaben liber Durchsatz und Antwortzeiten erthilt,

2.2.2 MeBtechniken :
Es gibt drei Moglichkeiten, ein solches Normprogrammieinzusetzeh:

allein im System, in einer Gruppe von Normprogrammen oder paral-
lel zum normalen Betrieb, Ist ein Normprogramm allein. im SYstem,
so erh&lt es den bestmfglichen Service, Die so erhaltenen MeB~- ;
werte sind ein MaBstab, mit dem man die Ergebnisse von Ldufen
unter anderen Bedingungen vergleichen kann, Daneben kOnnen spa—i
tere Liufe des Normprogramms allein im System objektive Aussa-
gen lber die Auswirkung von Systeminderungen liefern, LaB1t man
eine Gruppe von Normprogrammén,laufen, so kann man eine bestimmte
Gesamtheit von Benubtzern simulieren, Damit hat man fiir den Test:
eines Systems reproduzierbare Versuchsbedingungen. AuBerdem hat
man die lMdglichkeit, ein im Normalbetrieb noch schwach ausge-
lastetes System unter hoherer Belastung zu testen., SchlieBlich
kann man ein Normprogramm auch neben dem normalen Betrieb als
"Pseudobenutzer" starten. Man wird iiber mehrere solche Laufe
mitteln, um zufgllige Schwankungen-auozuschalten und dann dlese
Mittelwerte mit den Standardwerten fiir einen Lauf dieses Norm-
programms allein im System vergleichen. So kann wman z.B. Aussa-
gen iiber Anderungen im Verhalten ks Systems bzw. Anderungen in
den Anforderungen der Benutzer gewinnen. (Beispiele siehe 3.2.3
und 3.4.3) ‘ /. 12
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2,%, Vergleich beider Vethoden ,

Die in 2.1. und‘212;-sk1221erten Methoden unterscheiden sich
erheblich‘hinsichtlich des erforderllchen Entwicklung saufwandes,
des Verbrauchs an Betriebsmitteln, des Umfangs und Detaillie-
rungsgrades der MeBergebnisse und hinsichtlich des Aufwandes

fir die Auswertung: Die anaiytische Methode erfordert einen
ativ hohen Entwicklungsaufwand und eine genaue Kenntnis des
oyotems, auBerdem kdnnen sich Programmlerfehler auf den gesam-
ten Betrieb auswirken., Neben der Erhdhung des Verwaltungsauf-
wendes wihrend der Zeit der Messungen ist vor allem der Bedarf
" an Hintergrundspeicher zu beriicksichtigen., Auch der Aufwand: fiir
die Auswertung der Messungen ist relativ hoch (evtl. Einsatz '
statistischer Methoden), dafiir konnen umfangreiche und ins ein-
zelne gehende Untersuchungen durchgefiihrt werden. Normprogramme
konnen auch ohne Kenntnisse der Feinheiten des Systems geschrie-
ben werden, Fehler haben im allgemeinen nur lokale Auswirkungen.
Unm eine Grundlage fiilr Vergleiche zu hqben braucht man fir Je—
‘des Normprogramm kurze Zeit allein das System; aulBerdem’ belegt
“man wihrend der Messungen in vielen Fdllen mindestens gine
Konsole (vgl. 3.3.3). Die MeBwerte sind praktisch sofort und
>hne groBeren AuswertungSQufwand verwendbar; es konnen Jedoch f
nicht alle Probleme und nicht alle Einzelheiten mit dieser
Methode ‘untersucht werden. Beide Methoden erginzen sich vor-
teilhaft und sollten daher aweckmaﬁlgerwelse nebeneinander

angewandt werden,

3, Implemenblerung von MeBmetnoden, mogllcﬂeUnterunuungen

(Beispiele)

In den vorangegangenen Abschnitten wurde nur gestreift, wie SlCh
die angefiihrten MeBmethoden 1mplement1eren lassen und welche
Untersuchungen mittels solcher Messungen durchgefiihrt werden
kénnen und sollen. Da diese Fragen stark von der zur Verflgung

n/o 13_
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stehenden Hardware, von der Struktur und dem Verwendungszweck
des Systems abhingen, erscheint es zweckmdBig, sie nicht all-

.gemeln zZu dlskutlereﬁ, sondern an einzelnen Beispielen zu er—

l3utern.

3,1 MTS (Michigan Terminal System)

3.1.1, Bermerkungen zum System und zugmMeBmefhode

Das MTS léuft auf einer IBM 360/67 ﬁif zwel Rébhnefkéfnen, Ge~

nauver gesagt besteht das System aus zwel Schichten, dem UMMPS
(Unlver81tj of Michigan Multiprogramming Supervisor) als unterer
Schicht und dem MTS "job program", das im wesentllcuen erst Lon~

solverkehr und langfristige Datenhaltung ermtglicht. Zunachst sei

angemerkt, daB8 durch permanente Bestandteile des Systems “brechnﬂqh
information gesammelt wird und daB Programme existieren, um die-

se Informationen, aufgegliedert nach Stapel- und Dialogbetrieb,

fiir die Untersuchung des Systems auszuwerten und in tbersicht-
licher Weise auszugeben. Das wichtigste Instrument fiir Messungen
ist jedoch ein als "Data Collection Facility"'(DCF) bezeichneter
Komplex von Programmen., Die angewandte Methode ist das ini 2090201
erwihnte generelle "event recording". Kritisch bei dieser Methode
ist, ob es gelingt, einerseits das Verhalten eines komplexen
Systems zu erfassen und andererseits durch die Meuvun{en selbst-
keine zu grofen Storungen des Verhaltc”s hervorzurufen, Das
zwingt insbesondere dazu, moglichst viel Arbeit in die Auswer-

tungsprogramme zu verlegen,

D02 Bemerkungen Zur I@plementlerung

Es werden eine Reilhe Von relgnlusen (im Suberv1sor) identifi-

- ziert., Das Auftreten eines solchen Ereignisses wird mittels An-

ruf eines Unterprogrammes im Supervisor (SVC) in einem Puffer
im Kernspeicher registriert.

/e 14
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Auch in ein Benvtzorprogramm kann ein enucprecnendor SVC ein-
‘gefugt werdena Die Puffer (3 % 1 Selte) werden von einem Pro-
gramm, das wie ein Benvtéerprogramm behandelt wird, auf Wagn»
nethand ﬂeschrleoen, Die Information iber ein Erelﬂnls bestcht
sus einem standardisierten Kopf von 2 Worten (= 8 Byte) und

0 - 6 Worten zusdtzlicher Information. Der Kopf enthélt'Angaﬁen
{iber die L&nge der Zusatzinformatibn, die Wummer des mrelgnls—
ses, die Nummer des betreffenden jobs und den eltpunkt des-
Eintritts des kreignisses. Dtwa 25 solcher mrelgnlsse gind
definiert und werden auch von den Auswertungspro wrammen,berﬁck—
gsichtigt. Un die Belastunbkdurch die Messungen zu vermindern,
kann man fiir einen Zeitraum etwa nur Ereignisse registrieren
lassen, die sich auf bestimmte'jobs‘beziehen'und/oder in eine
bestimmte Gruppe von Ereignissen fallen. (Dieselbe Auswahl-
moglichkeit besteht in den Auswertuhgsprogrammen). Wenn aus
irgendeinem Grund (z.B. Pehler) so viele Ereignisse so rasch
aufeinanderfolgen, daB nicht rechtzeitig ein freier Puffer zur
Verfiigung steht, so werden diese Ereignisse lediglich gezihlt
und die Zahl dieser Ereignisse (in Torm eines Ereignisées) ih
den ersten freien Puffer gesetzt, Obwohl die Anzahl der regia
strierten Ereignisse relativ hoch ist (z.B. etwa 570 Ereignisse’
fiir ein Wechselgespridch, das nur aus den "signon= und "signoff-
Kommagdq% besteht) 148t sich (teilweise durch Addition der Aus-
fﬁhruﬁgévg% Befehlen, teilweise aus den von der DCF selbst'gé-
lieferten Daten) feststellen, daB die Belastung durch die Mes—
suhgen'ih ziemlich engen Grenzen bleibt. Wenn man davon absicht,
daB wihrend der Dauer der Messungen 1 Magnetbandgeridt belegt
ist, so erscheint der soﬁstige Aufwand, nd@mlich die Belastung
der Kandle (etwa 0 5%), der CPU (etwa o, 3m) und ‘des Kernspeichew

‘(etwa 4p> durohaus vortretbdr,
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A3}1:3:M6giiche"ﬁntersuchungen ;

‘Die DCF wurde im Zusammenhang mit Untersuchungen ﬁbergdas;Veré
‘halten von’Programmen in Systemen mit virtuellem Speicher kon-
“izipiert‘(vgl.[t} ). Die Ereignisse stehen also vielfach in Ver-

'biﬁdung‘mit’der Speicherverwaltung (etwa Veranlassung und Ab-
schluB eines Seitentransports von der Trommel in den Kernspeicher
und umgekehrt), geben aber auch Anderungen im Zustand eines jobs
beziiglich der CPU (z.B. Ubergang in den Wartezustand) wieder. :
AuBerdem kann man in  einem beliebigen Programm dirch Einfiigen
eines entsprechenden SVC ein (in gewissen Grenzen) beliebiges
Ereignis registrieren lassen; ein spezielles solches Ereignis
"ist bereits definiert und wird auch in den Auswertungsprograom-
men beriicksichtigt. Die Auswertungsprogramme erbringen im
wesentlichen die folgenden Leistungen:

a) Ausgabe der Daten in lesbarer und interpretierter Form;

' b) Reduktion der Folge von Ereignissen auf eine Folge von
Intervallen, etwa zwischen Zustandsilibergingen filir einen job,

! evtl mit Zusatzinformation iber den Grﬁné des Ubergangs: |

'c) Drmlttlung von Hauflgkeltsvertellunwen (Histogramme) und :
’Erzeugung graphlscher Darstellungen iiber Spelcherausnutzung,
Wartezeiten u.i. ' e

‘d) Bereltstellung von Eingabedaten fﬁr’Simulationsprbgramme

AnﬁProblemeh,Pdie:untersucht werden, seien genannt:

. .“”“f**”f“ T : ; |

a) Fragen bezugllch des paglng—Algorthmus, insbesondere, wie

. ~die fiir paglng benutzte Trommel unter verschiedenen Belqstun~

“fgen und bei verschiedenen Strateglen arbeitet, Da das System

" zur Zelit der Untersuchungen nur schwach agusgelastet war, wur-

.A dézzuéajzliCh'ein job eingefﬁhrt,'der in rascher Folge auf
seine (zahlreichen) Seiten zugreift und damit die Anzahl der
page defaults bei den anderen Jjobs erhoht.

o/u 16
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b) Untersuchungen iiber die Linge VonMOEU~intervallen, was ins-
besondere Aussagen iiber die Dauer von Unterbrechungsbehahd-
lungen liefert., Die Messung der Leerzeit erfolgt, indem man
einen fiktiven job‘Nr. O mittels der DCF untersucht.

c) Wartezeiten auf den AbschluB von u/A-Vorgangen, aufgeschliis~

" selt nach Gerdten., (Wegen der zwei Prozessoren und der damit
- verbundenen gwei Uhren ergaben sich Probleme, wenn Anfang
und Ende eines Vorgangs auf verschiedenen Prozessoren reg1~
strlert wurden)

Abschliefend sei erwihnt, daB die mittels der DCF ermittelten
Daten auch zu mehreren Untérsuchungen an Simulationsmodellen
‘Yerwendet wurden, etwa fir die Frage der Verwendung eines Mag-
senkernspeichers statt der Trommel fiir paging oder die.Frage
nach einer fairen Abrechnungsformel fiir die Benutzer..

»3 2 _RTOS (Apollo Real-Time Operatlng_oystem)

_3 2.1 Bemerkungcn Zum System

Dleses System wurde entwickelt, um: dle notwendlgen Berechnungenj
bei tatsichlichen und bei simulierten Raumfliigen durohzqfuhren,f
Bei diesem System handelt es sich um eine Modifikation von 03/
360 fiir einen Komplex von 5 IBM 360/75, ergédnzt vor allem durch
einen groBen Massenkernspeicher, Gefordert war eine hohe Zuver- -
lassigkeit des Systems und garantierte Hochstwerte fiir Antwort-
zeiten wihrend bestimmter kritischer Phasen. Dazu wurden umfang-
reiche Untersuchungen teils am System selbst (durch Messungen
‘wihrend simulierter Raumflﬁge), teils an entsprechenden Simu-
lationsmodellen durchgefiihrt, Infolge der speziellen,Anwendung
des Bystems (Echtzeitbetrieb) stehen die Messungen unter einem
‘anderen Aspekt als bei Systemen fiir den allgemeinen wissenschaft-
lich-technischen Rechenbetrieb: Ein System fiir Echtzeitbetrieb

./‘ 17
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muf im Einsatz- noch hlnrelchende Lelstungsreserven haben, wcs—
halb man den Aufwand Tir Messungen ziemlich hoch treiben kann.
Dle,zusatzllche.Belastung durch die Messungen,funrt 1ed1gllch_‘
zu éiﬁem 1angsaméfen Abklingen von BelastungsépifZen, so daB
sich hdchstens zu p6831mlstlsche Sohatzungen, etwa fur Antwort»
zelten, ergeben.

B.202 Untersuchvn cen und Nethoden

Die Messungen werden mlttels eines als oGS (Stablstlcs Gatherln@
System) bezeichneten Komplexes von Programmen durchgefiihrt, Die
dabei benutzten (analytischen) Techniken sind unterschledllch
in v1elen ‘Fdllen beschrdnkt man sich von vornherein darauf, Mit-
telwerte zu bestimmen. Das SGS soll vorallem Informationen iiber
den zeitlichen Ablauf dos.Kontrollprogramms (Betriebssystem)
und der Anwendungsprogramme, Angaben iiber die CPU-BelastungHund
Antwortzeiten fiir bestimmte "tasks" 1iefefn. (In,RTOSvsetzt;sich
Jeder "job" aus mehreren "tasks" zusammén, das sind benannte
,Prowrammoduln, vor denen eine Warteschlange von Auftrigen gehal-
ten wird;Antwortzeit ist also Wartezeit + Servicezeit). Auf.Grund
fguherer‘Erfahrungon wurde das SGS in 6 mruppen,e;ngetellt, die
‘unabhdngig voneinander eingesetzt werden kinnen, um zu Cfroﬁej

: Storungen des Systemverhaltens zu vermeiden, Diese. uruppen 119—
fern:

a) Ausfuhrungszelt und Hauflgkelt des Aufrufs von Dlensten und
Routlnen deq Kontrollprogramms (R /360 statlstlos) : '

b) Ausfthungpzelt und~Hau£1gke;t des Aufrufs zuladbareraProﬁ_
gramme, dazu Hinweise auf die von diesen Programmen aufge~
rufenen Dienste des kontrollnropramms (load modvle statistics):

c) Prozentuale Anteile des Kontrollprogramms und der Anwendungs—
programme an der CPU-Zeit, Wartezelgen 3uf E/A, Leerzeit

(gross CPU utilization statistics); -

d) Heufigkeit des Aufrufs, Antwortzeiten und Betriebsmittelver—

brauchmfﬁrbverschiédene tasks (ihdependent—task statisties):

4B
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e)'Héufigkeitén;Jmit;denen'E/A—Geréte_benutzt-werden.'
- (I/0 device statistics);

£) Ablauf der einzelnen Schritte beim Aufruf eines Dienstes
des Kontrollprogramms durch ein Programm des Anwendungs=
“systems (logic: traces). ' g

3,2,% Bemerkungen zur Implementierung -

Beim Einsatz des SGS gind drei Phasen zu unterscheiden: Tnitia-
lisierung (der entsprechenden Teile) des SGS, Durchfiihrung der
Messungen und Transport der Daten zum Hintergrundspeicher. Bei
‘der-Tnitialisierung werden die bendtigten Programme déé'SGS in
den Hiuptspeicher geladen, Die Durchfilhrung der: Messungen "Y't an.
den’ Unterbrechungsmechanismus gekoppelt. Bel elner Unterbrechunv
‘wird das "progrem status word! (PSW) gewechselt, Das neue PEW

- weist zundchst auf eine Adresse im SGS, und erst vom SGS aus wird
die 'normale Unterbrechungsbehandlung angesprungen, Um auch Vor-
ginge registrieren zu kidnnen, die nicht mit éiner Unterbrechung
verbunden sind (etws Ansprunp einiger spezieller Untcrpropramme)
bedient man sich ‘des Tolgenden Kunstgriffs: Bei der: Initizlis:
sierung des SGS wird an den-entéprechenden Stellen ein unzulis-
“Sigef‘Befehlscodé eingesetzt, wodurch eine Unterbrechung und da-
mit ein Sprung in das SGS'erzwungen wird, Im SGS wird dann |
(mlttels einer Tabelle) die Ausfilhrung des richtigen Befehls
veranlaBt Um auch das Verlassen eines UntcrprOﬂramms reglstrle»
ren zu konnen,-kann man dag flir die Rucksprunglnformutlon ver-
wendete Register (general register 14) bereits beim Ansprung

des Unterprogramms sO umbesetzen, daB der Rilcksprung: zunidchst
_ins SGS erfolgt, Fir den periodischen Transport der Daten aus

. den Puffernauf Magnetband sorgt ein normales Programm (task),
dessen Prioritdt jeweils geeignet angepaft wird. Sammeln von
MeBwerten und Leeren der Puffer wechseln ab, wobei mit dem
Leeren der Puffer jeweils eine Nullstellung der Z3hlgroBen usw,

o/ 19
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verbunden ist. Da bereits wéitgehend Mittélwerte registriert.
werden, entsteht kein allzu groBer Aufwand bei der Auswertung
der 'auf Band gespeicherten Daten. '

2.2 Multics (Multlplexed Informatlon and Computlng Syutam)

3 5.1 Bemerkungen zum System

Multlcs liauft auf elnor GE 645. Da Multlcq als Forschungspro—
Jekt eine Relhe neuer Ideen und neuer Kombinationen alter Ideen
enthalt muB3te bel der Planung des Systems eine groBere nnzahl
von Entscheldungen uber Strateﬂlen, 1gor1thmen, Parameter usw.
 getroffen Werden, fir deron Richtigkeit und ZWGCKMdLlUkelt man
~nicht garantieren konnte. Von Anfang an wurde daher Wert auf
.Messungen gelegt, 1nsbesondere wegen der Probleme im szammen—
hang mlt Mu]tlprogrammlng und mit dem KonVept des Vlrtuellbn
Spelchers. Von den Hardware—Voraussetmunggn, die die Durohiuhrung
von Messunﬁen erlelchfern, ist vor allem zu erwaﬂnon Dle GE 645
be31tzt eine Uhr (ein 52— Bit- -Register,das durch einen Quarz—
084111ator kontroillert Jede Mlkrosekunde um 1 erhdht W1rd),
dieses Uhrreglsuer kann pra&tlsch wie eine Mpeloherbank angese—
hen und mit élnem Maschinenbefehl wie eine doppeltgenaue F Fest—
kommazahl ﬁelesen we rden. Es gibt daher auch bei mehreren Prozosm
soren, kelne Brobleme, wenn Anfang und Ende elnes Vorgan@s von
verschledenen Prozessoren reglstrierf werden. Daneben b981tzt
Jeder Prozessor der GE 645 einen Zidhler fiir ooeloherzuprlffe,
AuBerdem ex1st1ert eln /A—Kanal der es geotattet von elnem‘
:“anderen Rechner aus gewells einen Ausschnitt aus dem Kcrnspelcher
_.der GE 645 anzuseﬂene
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Anwendungen der anslytischen Methode

In Multics wird kein geherelles "event recording" betrieben,

weil angenommen wurde, daB das Verhalten des Systems fir einm.
solches Vorgehen zu komplex sei. Statt dessen besitzt Multics
einige "Pakete" von MeBprogrammen fiir verschiedene Untersuchunveno
Diese Programme sind stindiger Bestandteil des Systems und jeder-
zeit aufrufbar. Ein solcher Programmkomplex gestatfet es, zu er%-
mitteln, wie oft bestimmte uystbmdlenste aufgerufen werden und
welcaer Antell der CPU~Zeit auf den betreffenden Dienst Lnsge—
samt entfdllt, Probleme fliir die Zeitmessung ergeben gich aus'

dem Multjprogrammlng und aus der Latsache, daB Systemdlenste
“andere uystemdlenste, einschl?aplich sich selbst, aufrufen konnen,
Belsplele iur uysfemdlenste sind der "m1581ng page handler"jund
der "mlSSln?— eﬁment handler'™, (Untersuchunﬁen in dleser chhtunb
fuhrten zZur Abschaffunv der "Kleinseiten" in Nultlcs') Eln wei-—
teres Meﬁpropramm VerurSicht periodisch (alle 10 Millisek. ) eine
Unterbrechung und ermittelt, welches begment (also’ welches Be~
'nutzerprogramm oder welcber analog organlslerte oystemtell) ge-
rade ausgefuhrt wurde° DCﬂllPBlth besteht die Moglichkeit, die
Moben erwahnten ﬂllfsm1t+el zZur Untersuchunp bestlmmter (Benutzer—)
Programme elnzusetzen, 1ndem man die entsprechenden Messunven

nur dann ausfuhrt wenn das betreffende Programm an der Regle
1st Der berelts erwihnte speélelle E/A»Kwnal wird vom "Graphical
Dlspl%y Monitor", einem Promremmkomplex fur eine PDD—B/ 33 be-
nutzt Damit kann man sich iiber einen 1anveren Zeltraum und ohne
nennenswerte Storung des zentralen Reohners (1nsbesondero der
Spelcheransteuerung ) einen Bereloh aus dem Kernopelcher, etwa
eine DatenbaSLS, auf einem Slchtgerdt ansehen, Der Inhalt dieses
Bereiches darf sich jedoch nur relativ lanvsam dndern, Zwei wei-
tere Hilfsmittel dienen dazu, den Programmierer zu effektiverer
Arbeit zu erziehen. Das erste besteht darin, daf der '"command
language interpreter" nach der Entschliisselung eines Kommandos
zundchst 3 Zahlen ausgibt: die Tageszeit, den Verbrauch an CPU-
Zeit und die Anzahl der page defaults seit der letzten Ausgabe,

/e 21
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Dadurch kann ein Programmlercr fe tstellen welcnen service seln
Programm erhalt und wie sich Anderungen in selnem Programm, im

‘System oder in der Belastung durch dle anderen Benut”er ausw1r~

ken. AuBerdem wird ein Benutzer bei Vorhandenseln mehrerer Pro~~
gramme fir den glelohen Zweck dazu gebracmt ddﬂgenlge zZUu ver-
wenden, das weniger Betriebsmittel braucht und dsher bllllger ist.
Das zweite Hilfsmittel Dbesteht darin, daB filir einen vorgegebenen

- ProzeB die Seitennummern der jeweils letzten 256 page defaults

festgehalten werden kdnnen. Durch beide Hilfsmittel wird ein '
Programmierer dazu angehalten, seinen virtuellen pc1cher nlcht
wie ‘einen tatsachllch vorhandenen Kernspelcher entspreohender
GroBe zu behandeln. Es ‘sei noch erwahnt daB in Multlcs,kvor v‘

:allem im scheduler, elne 21emllche Menge von Infommatlonen _
(Regellnformatlon) esammelt wird, die nicht nach auBlen welter—
gegebenzw1rd (Wegen der Steuerung des Konsolverkehrs V@l Anhang)

oy

5.3,3 Aﬂﬁendungén‘dér'Stimﬁlus—Nethode (Béndhmark“Tééhﬁik)

Das einfachste Belsplel dafir ist ein Programm, das ledlgllch

_elne Schleife mit Uhrabfrage durchlauft Wenn ‘dieses Programm

nloht unterbrochen w1rd S0 10t die Zeltdlfferenz zw1schen zwei
Uhrabfragen durch dle Ausfuhrungszejt der Befehle (bis auf Unﬁe—
nauvigkeiten belm Ablesen der Uhr) oostlmmt Lauft dleses Programm

'Jedoch im normalen Betrleb S0 erpeben SlCh auch Zentdlfferenzen,

die deutTloh hoher llegen weil der Rechnerkern zw1schen zwel
Uhrabfragen zur Beh%ndlung elper Unterbrechung oder fiir elnen
anderen ProzeB abEeZOﬁen Wurde. Auf dlese We¢se kommt man zu Aus—
sagen uber dle Unterbreohunvqoehandlung bzw, die Reohnerkernu
Verﬁabe. Welterhln existieren Awel Mogllchkelten, “typlsche”
Benutzer ZU 51mulleren. Das erste Projekt ist eln Programm fur
einen PDP 8-Rechner, der iiber Telefonleltungen mlt der GE~ 645 |
verbunden ist und 1- 12 typlsche Fortran-Benutzer 31mullert Da
durch dle hohe Belastung der Leitungen eine Grenze fir die An-
zahl der auf diese Weise simulierten Benutzer besteht, wurde
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'-eln "interner Benutzer-ulmulwtor" 1mplemeﬁt1ert Dieser Slmula—
tor gibt zwar nicht exakt die tatsichlichen Verhdltnisse Wleder,
insbesondere arbeitet er mit files auf den Hlnterﬂrundspelchern
statt mit Konsolen, ‘aber er gestattet es, eine groBe Zahl ‘von -

Benutzern mit'vertretbarem Aufwand zu SLmullerbn.

244 AD 4 ADEPT

3.4,1 Bemerkungen zum System

ADEPT ist ein Timesharing-System, ‘das im Zusammenhang mit dem -
Projekt ADP (Advanced Development Prototype) von der SDC (System
Developméht Corporation) entwickelt wurde. Eg lduft zur Zeit.auf
einigem IBM %60/50, soll jedoch groBeren Modellen angepabt. werden
‘kbnnen, Da dieses System auf die Verarbeitung'geschﬁfzter&Infor—
mationen Zugeschnitten ist, war eine hohe Zuverlissigkeit, ins-
besondere einwandfrei arbeitende Zugriffskontrollen, notwendig.'

3,4,2 Anwendungen der analytisohén'Metthe’

Dié erste Anwendung besteht im wesentlichen darin, daB Eingriffe
(mit Zeitangabe und zusdtzlicher Information) registriert werden,
“Wegen der Haufigkeit des Auftretens dieser Ereignisse soll das
Registrieren moglichst wenig Zeit kosten, Zu diesem Zweck wird ‘
kein Uﬁtorprogrammaufruf benutzt, sondern Code an denuentspr@chen—y
den Stellen eingefiigt; auBerdem wird zundchst ein Puffer in
Kachel O (adressierbar ohne Zuhilfenahme eines Basisregisters)
~verwendet, Der Inhalt dieses Puffers"gelangt'ﬁber,mehreréwStufen
auf den Hintergrundspeicher, wo er bis zur Vorarbeitung bleibt.
(Kachel © s "normale" Kachel-—s Trommel —» Platte)., Eine .zweite"
Gruppe von Messungen befaBt sich mit dem Zugriff auf geschiitzte
files. Es werden alle Ereignisse registriert, die im Zusammenhang
mit einem solchen Zugriff stehen (oder stehen koénnten).,:

./o 23
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Es wird ein Unterprogramm verwendet, das die Information in
einen Puffer im Kernspeicher absetzt, dessen Inhalt bei Bedarf
auf die Platte transportiert wird, Die Auswertung besteht in der
Aufstellung einer zeitlich geordneten Liste der Ereignisse.

3.4.3 Anwendungen der Stimulus-Methode (Benchmark-Technik)

Fiir ADEPT wurden 7 Benchmark-Programme geschrieben, Diese Pro-
gramme stellen nicht nur verschicdene Betriebsmittelanforderungen,
die typisch fiir bestimmte Benutzerklassen sind, sondern liefern
auch selbst MeBergebnisse iiber ihren Ablauf. Ein solches Programm
wird von einer Konsole aus gestartet Dabei sind Startzeit und
Zeit fir den Abbruch des Programmlaufs anzugeben, Nach den MefB~
werten, die wihrend des Laufs geliefert werden, erscheint eine
Zusammenfassung der Messungen mit Angaben etwa iliber den Anteil’
der CPU-Zeit an der Laufzeit des Programms oder iiber die Zahl

der ausgegebenen Zeilen pro Minute,
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Dle Verwendunﬂ des exnonentlellen Mltfelwertes bel der o

.»Aufbereltung VOn MeBwerten

‘ 1;*Vorbemefkﬁng 

Bei dér Un%éTéchung des Systemverhaltens treten in vielen Fillen
Reihen von MeBwerten auf, die mit mehr oder minder starken zufal-
ligen Schwankungen behaftet sind. Diese MeBwerte kOonnen zu be-
stimmten Zeitpunkten gewonnen werden, die entweder im gleichen
Zeitabstand 1legen oder mit dem Auftreten bestimmter Ereignisse
verbunden 31nd Um, dlese MeBwerte zur Regelung des‘uystems be-
_nutzen zu konnen, muB man den ElnfluB dleser Scbwankungen ver-
mlndern. Am geelgnetsten fiir die Regelung 1st es, wenn man aus
den MeBwerten in der Vergangenhelt einen Schiatzwert fir die zu
‘messende GroBe fiir den michsten Zeitpunkt bestimmt. Es gibt eine
Reilie von Moglichkeiteri, solche Schitzwerte zu ermitteln.

2, Mathematische Theorie

-x@ ¥ o 4"
N

Als Schatzwert kann man das arlthmetlsche Nlttel aus den jeweils
letzten M (z.B. M = 6) MeBwerten benutaen (“ﬂleltendes Mittel"),
Dazu muB man jedoch diese M Werte spelchern.'”

Dieser Nachteil wird vermieden, wenn man. als Schatzwert ‘den
sog. exponentiellen Mittelwert benutzt : i

Nehmen w1r an, daB er elne GroBe X in den Zeltbanxten t+k- At
"(k U go,,n) messen und die entsprechenden MeBwerte Xk(k Oy voo,n)

gew1nnen. Darin wird der uchatvwert Xn%ﬂ fiir Xn;1 nach folgender
Formel bestimmt ; i
4 ".\n —S (X) 2 +(’I a)S 1(X); o®axt

(X) XO.:”:



. 40/0605T70/Wo Se -2 - :  Anhang 2

Der koefflzlent a gibt an, wie stark die Vergangenhelt bertick-
81cht1gt Acrden soll. Gewohnllch w1rd a, zw1schen C O| und O F5)
gewdhlt; dann werden im wes entlichen die 6 Dbisg 200 1etzten MeB-
werte berilicksichtigt. Das Gewicht der MeBwerte in der Vergungen-
heit vermindert sich mit dem Zeitabstand wie eine geomstrische
Reihe mit dem Quotienten (1~ a) Dag ist leicht zu sehen, wenn
cbige Formel in die folgende TForm umgeschrleben‘w1rd°

i e T K (41
Sn(x) = a2 (1-2) X+ (1 a)‘xb
Der Vorteil des exponentiellen Mittelwertes ist, daB seine Be-
stimmung einfach ist,und daB man dazu.nur 2 Werte, also wenig

Spelcherplgtz bendtigt.

Der Name ”exponentleller Mittelwert" ruhrt daﬂer, daB bel dem
Analogon zu obiger Formel im kontinuierlichen Fa all die
Exponentialfunktion auftritt. |

3. Verwendung des exponentiellen Mittelwertes
in der Regelung des Konsolverkehrs '
(Multics) CTSS);

T

Beim Konsolbetrleb bemuht man 51oh Antwortzelten zu errelchen,

‘die nicht zu la ang Slﬂd

In Multics tut man zu dlesem Zweck folgendes: Man registriert
‘perlodlsch die Anzahl N der Konsoljobs in der CPU~- Warteschlanée
mit der hochsten Prlorltat und bestlmmt elne GroBe I n@ch der

V*Formel

I: = I%m + N; 0<m <1, Anfangswert I: = 0, die einfach zu berech-
nen ist (eine Addition und eine Multiplikation, die bei geeignetex

Wahl von m durch shiften erfolgen kann).

~o/05
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" Aus dem Wert' I ¥ann man den exponentiellen Mittelwert .

¥ = I/(1-m) besctimmer. Wie msn leicht sieht, milts

ﬁ = N*m + (1-m) * N 5 Okm<at,

In Multlcs w1rd der Wert I benutzt um den Umfang der "ellvlble
set" Zu kontrollleren, d h der Menge der Programme, zw1schen

‘denen dle Rechnerkernvergabe zu dlesem Zeltpunkt auswahlen kann,

fMultipliziertvman.dan'Mittelwert%der~aktiven Konsoljobs mit der

mittleren "Servicézeit" in der entsprechenden Warteschlange, SO
erhdlt man einen Schiétzwert fiir die Antwortzeit. In CTSS wird
dieser Schitzwert flir die Antwortzeit zur dynamischen Kontrolle
der Zahl der Benutzer, die ein Wechselgespridch ertffnen diirfen,
verwendet.

4., Weitere Anwendungen

In manchen Betriebssystemen hat man vor der CPU Jarteschlangen
mit verschiedenen Prioritdten., Man kann nun' versuchen, die
Prioritidten der einzelnen Programme so festzusetzen, daB die
Ausnutzung der CPU insgesamt méglichst gut ist, Dazu ist es

" sinnvoll, E/A—lnten81ven Programmen hdhere und rechenintensiven

Programmen niedrige Prioritdt zu geben. Da sich das Verhalten
eines Frogramms wéhrend des Laufes dndern kann, scheint es
zweckmé&ig, auch seine Prioritdt zu &ndern. ‘

Zu diesem Zweck miBt man fiir die einzelnen Programme jeweils
wihrend eines bestimmten Zeitintervalles die CPU-Zeit und die
Kanalbelegungszeit. Aus diesen Werten bestimmt man jeweils den
exponentiellen Mittelwert., Das Verhdltnis dieser Mittelwerte
benutzt man, um die Prioritdten - evt, innerhalb vorgégebener
Grenzen - neu festzusetzen,

e 4



4n/060570/Wo Se =4 - ' | . . Anhang 4

Diese Art der Prioritédtsfestsetzung ist auf den Rechenanlagen
B 5500 und CDC 6600. 1mnlementlert worden; in beiden F5llen ist
CPU-Auslastung merklich vergroBer+ worden (20-30 %).

AuBer der CPU-Zeit und der KgﬁaIbelemungszeif kann man aﬁch ent-
‘sprechende MaBle flir die Spelcherovsnut7ung festlegen. Alle MaBe
konnen sowohl fir die elnzelnen PrOQramme als auch fur das ge~—
'WSamte System bestimmt werden, Man konnte die exponontlellen Mit-
telwerte dieser MaBe geeignet normieren und zur Steuerung des
»-job - mix (so weit méglich) verwenden, um eine optimale Ausnut-
. zung der Betriebsmittel zu erreichen  (v3l. 8 ). |
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