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Kurzfassung

Smartphones sind zu einem festen Bestandteil des heutigen Lebens geworden. Besonders auf Grund der
breit gefacherten Moglichkeiten durch Software von Drittanbietern, sogenannte Applikationen oder
Apps erfreuen sie sich grofier Beliebtheit. Doch neben ihrem Nutzen bringen die Apps auch Probleme
mit sich, da jeder sie erstellen kann. Manche Apps bieten nur eine mangelhafte Funktionalitat, andere
richten Schaden an oder stehlen die privaten Daten des Benutzers. Bevor eine App installiert wird,
sollte man sich die Frage stellen, ob man dieser App tiberhaupt vertraut.

Dazu wird in dieser Arbeit ergriindet, was es bedeutet einer App zu vertrauen. Es werden bereits
bestehende Vertrauenssysteme sowie Metriken betrachtet und mit der TriMetrik eine eigene Metrik
fiir das Vertrauen in eine App aufgestellt. Mit TriTrust werden zudem Konzept zur Umsetzung dieser
Metrik vorgestellt.
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1. Einleitung

1.1. Ausgangssituation

In der heutigen Zeit sind Smartphones zweifellos ein fester Bestandteil unseres Lebens geworden.
Wir tragen diese kleinen Gerdte immer bei uns und viele Menschen wirken fast verloren, wenn sie
ihr Mobiltelefon nicht bei sich haben. Laut einer eMaketer-Studie! wird davon ausgegangen, dass im
Jahr 2014 weltweit Giber 1,75 Milliarden Menschen ein Smartphone besitzen.

Das Leistungsspektrum der Smartphones hat dabei stindig zugenommen und ist inzwischen mit dem
von Desktop-PCs zu vergleichen. Ein Smartphone verbindet die Moglichkeiten der Telekommunikati-
on eines herkémmlichen Mobiltelefons mit den Funktionen eines PDA oder Tablett-Computers. Die
Erwartungshaltung an ein jedes Smartphone umfasst dabei, dass es auch als mobiles Medienabspiel-
gerit, zur Verwaltung von Terminen und Kontakten, als Navigationsgerit, Spielkonsole, Foto- und
Videokamera oder gar mittels NFC zum Bezahlen an der Kasse verwendet werden kann.

Die Vielseitigkeit von Smartphones wird dabei durch ein breites Angebot an Software von Drittan-
bietern unterstiitzt. Diese mobilen Applikationen, auch Apps genannt, konnen dabei nicht nur von
Firmen stammen, sondern auch von privaten Entwicklern. Alleine der Google Play Store?, der offizielle
App-Marktplatz fiir Smartphones mit dem Android-OS, beinhaltet @iber 1,3 Millionen Apps. Insgesamt
gibt es fiir Gerite mit dem Android-OS iiber 30 App-Marktplitze, wobei der Amazon Appstore® oder
der von Samsung speziell fiir seine eigenen Smartphones gedachte Store Samsung Apps* zu den
bekannteren zéhlen.

Geriate mit dem Android-OS dominieren dabei den Markt. Laut einer IDC-Studie® ist auf 84,4% der im
dritten Quartal 2014 verkauften Gerite Android installiert. Das hohe Angebot der Apps wird dabei
durch die Vielzahl an Markten unterstiutzt, wobei hohe Sicherheitsmafinahmen bei diesen Markte
nicht garantiert sind. Auch wenn der Play Store die Kontrolle von eingestellten Apps verschérft,
fallen sie doch im Vergleichsweise zum App-Store von Apple noch gering aus. Auf Grund des hohen
Marktanteils von Android, der Vielzahl an Apps und des offenen Sicherheitskonzept von Android
wird sich diese Arbeit vorwiegend mit Android Apps beschéftigen.

Die Vielfalt an Apps bringt namlich auch ihre Probleme mit sich. Viele Apps sind niedriger Qualitat
und bringen nicht die erwarteten Funktionalititen mit sich. Manche Apps sind sogar schadhafter

"http://go0.gl/wpACCI

2h'c‘cps ://play.google.com/store
*http://www.amazon.com/mobile-apps/b?node=2350149011

4ht‘cp ://apps.samsung.com

5h'c‘cp ://www.idc.com/prodserv/smartphone-os-market-share.jsp



1. Einleitung

Natur. Nicht immer sind sich die Benutzer im Klaren, welche Rechte eine App, die sie auf ihrem Gerat
installieren, besitzt und was die App mit diesen Berechtigungen anstellen kann. Dabei kommt es
oft zur unerwiinschten Verwendung privater Daten wie etwa Fotos, Kontaktdaten oder Nachrichten
durch die App. Diesem Missbrauch ist der Benutzer sich meist nicht bewusst oder kann ihn nicht
verhindern, solange er die App weiter verwenden will [Bac12].

Die Bedrohungen durch Apps fiir den Benutzer lassen sich dabei in zwei grundsatzlich unterschiedliche
Gefahrenquellen zusammenfassen. Zum einen miissen das System und seine Daten vor Manipula-
tion oder ungewollten Zugriffen geschiitzt werden. Sicherheitsliicken in Apps oder dem mobilen
Betriebssystem werden von Angreifern gezielt ausgenutzt, um vom Nutzer unbemerkt Aktionen
durchzufiihren, die eigentlich nicht legitimiert sind und potenziell Schaden anrichten kénnen. Hierbei
spricht man von Information Security.

Uscilowski [Usc13] stellte dabei fest, dass das Wachstum vom Schadsoftware fiir mobile Gerite
tberproportional stérker ist als fiir Desktop-PCs. Erst allméhlich reagieren die Hersteller von Sicher-
heitssoftware auf diese neuartigen Gefahrdungen. Zunehmend entwickelt sich ein Markt fiir mobile
Sicherheitssoftware. Einige der gréfiten Anbieter fiir Computer-Security wie etwa Kaspersky®, Avira’
und McAfee® brachten Programme fiir mobile Plattformen heraus.

Das andere Problem ist, dass dem Nutzer die Moglichkeit geboten werden muss reglementieren zu
konnen, in welchem Umfang und auf welche Art der Daten eine App legal zugreifen darf. Funktionen
dieser Art werden als Data Privacy zusammengefasst.

Mit AppGuard [BGH'13] oder Dr. Android and Mister Hide [JMV ™ 12] gibt es bereits Ansitze dazu,
die dem Benutzer erlauben einer App den Zugriff auf Daten zu verweigern und wenn nétig zufallig
oder bewusst falsch generierte Daten an die App zu liefern, wodurch keine privaten Informationen
verraten werden. Jedes System setzt dabei auf andere Ansitze und Strategien [SM13].

Die bisherigen Losungsansitze konzentrieren sich meistens jedoch nur auf eine der Gefahrenquel-
len, was aus Benutzersicht nicht zufriedenstellend ist. Aus diesem Grund fiithrten Stach und Mit-
schang [Stal3a] [Sta13b] [SM'14] die Privacy Managment Platform (PMP), ein kontextsesitives
und absturzsicheres Berechtigungssystem fiir Android ein. Mit PMP lassen sich Berechtigungsan-
passungen zur Laufzeit bewerkstelligen, private Daten auf Wunsch beliebig randomisieren und der
Nutzer wird jederzeit iiber die Konsequenzen seiner Einstellungen auf den Leistungsumfang einer
App informiert. Mittels eines sicheren Datencontainers (SDC) lasst sich die PMP leicht um wichtige,
die Information Security betreffende, Funktionen erweitern.

1.2. Problemstellung

Security- und Privacy-Systeme bieten dem Benutzer also Moglichkeiten, die Berechtigungen einer
App einzuschranken. Wenn eine App keine Berechtigungen besitzt, kann sie auch keinen Schaden
anrichten. Schriankt man die Berechtigungen einer App — in Android Permissions genannt — ein,

®http://www.kaspersky.com/de/android- security
"http://www.avira.com/android-phone/download-at
8ht‘cp ://home.mcafee.com/store/mobile-security
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1.2. Problemstellung

leidet darunter eigentlich immer auch die Funktionalitit der App. Wer nicht Gefahr laufen will, dass
eine App den eigenen Standort an Dritte sendet, verbietet ihr die Verwendung von Permissions zur
Standortbestimmung. Dadurch ist die Privacy gewéhrt, aber etwa eine Navigations-App wird nutzlos,
da sie den Benutzer nicht zum Ziel lotsen kann ohne seine Position zu kennen.

Um dieser Problematik entgegen zu wirken, muss man sich die Frage stellen, ob man einer App (und
ihrem Entwickler) vertrauen kann. Das Vertrauen spielt in der Informatik bereits in vielen Bereichen
wie dem Onlinehandel oder in Netzwerken eine grofe Rolle [AGO07].

Es gilt nun auch eine Losung zu finden, um das Vertrauen in eine App zu berechnen. Dabei sollte
allen Bereiche Beachtung geschenkt werden, die dafiir eine Rolle spielen kénnten. Neben der Frage
nach der Funktionalitdt der App sollten ihre Bedrohungen fiir das System und die Daten auf dem
Smartphone analysiert werden. Es sollten einerseits Empfehlungen abgegeben werden, ob eine App
auf Grund des fiir sie berechneten Vertrauens installiert werden kann oder ob man es besser lassen
sollte. Andererseits kénnten auch Uberlegungen angestellt werden, sodass begriindete Security- und
Privacy-Mafinahmen unternommen werden kénnen, will man die App trotz des niedrigem Vertrauen
nutzen.

Yan et al. untersuchten die Auswirkung eines angezeigten Vertrauens-Wertes auf die Bereitschaft
von Benutzern eine App weiter zu verwenden. Dabei wurde festgestellt, dass Benutzer bei einem
niedrigen Vertrauens-Wert tatsiachlich bereit waren die Benutzung einer App nicht fortzusetzen.
Auflerdem bestand ein nicht zu vernachléassigendes Interesse tiber die Berechnung des Vertrauens-
Wertes. Die Einfiihrung eines solchen spielt auch aus Sicht des gewo6hnlichen Smartphone-Nutzers
eine Rolle [YLNY13].

In dieser Arbeit wird der aktuelle Stand der Forschung beziiglich Technik zum Thema Vertrauen
analysiert und kritisch bewertet. Dabei wird ein eigener Best-of-Breed Ansatz, der allen Anforderungen
fur die nachvollziehbare Berechnung eines Vertrauens-Wertes entspricht, entwickelt. Aulerdem
werden eine Metrik, Konzeptvorschliage zur Umsetzung der Metrik und ein Prototyp fiir eines der
Konzept vorgestellt.

Gliederung

Die Arbeit ist in folgender Weise gegliedert:

Kapitel 2 — Definition von Trust: Zunichst wird der Begriff Vertrauen definiert, wie er im gesell-
schaftlichen Sinne, im weiten Gebiet der Informatik und auf Android App bezogen verstanden
wird. Dabei wird abschlieend fiir das Vertrauen eine eigene Definition gegeben.

Kapitel 3 — Related Work: In Kapitel 3 werden bereits bestehende Ansétze und Techniken vorge-
stellt. Neben Vertrauens- werden auch Security- und Privacy-Systeme aufgezahlt, da spéater
eine Kombination dieser mit dem entwickelten Vertrauens-System diskutiert wird.

Kapitel 4 — Anforderungen und Umsetzungen: In Kapitel 4 werden die Anforderungen an eine
Vertrauens-Metrik fiir Android Apps aufgezihlt. Dabei wird betrachtet, wie die in Kapitel 3 vor-
gestellten Systeme das Vertrauen berechnen. Aus diesen Erkenntnissen werden Uberlegungen
aufgestellt, wie eine eigene Metrik aussehen miisste.
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1. Einleitung

Kapitel 5 — TriMetrik: Kapitel 5 setzt die Uberlegungen aus Kapitel 4 in eine eigene Metrik, die
TriMetrik um.

Kapitel 6 — TriTrust: Es werden in Kapitel 6 Konzepte prasentiert, wie die in Kapitel 5 aufgestellte
Metrik mit einem Vertrauens-System (TriTrust) realisiert werden kann.

Kapitel 7 — Implementierung: Kapitel 7 beschreibt die Implementierung eines Prototypen fiir eines
der Konzepte aus Kapitel 6.

Kapitel 8 — Bewertung: Abschlieend wird eine Bewertung der Metrik durchgefiihrt, ob sie allen
Anforderungen entspricht.

Kapitel 9 — Zusammenfassung und Ausblick: Fasst die Ergebnisse der Arbeit zusammen, ver-
gleicht das Erreichte mit den Zielen und stellt Ankniipfungspunkte fiir zukiinftige Weiterent-
wicklung von Metrik und Konzept vor.

12



2. Definition von Trust

Ziel dieser Arbeit ist es, eine Metrik aufzustellen, um das Vertrauen in eine App zu berechnen. Auch
wenn primér Android Apps in dieser Arbeit betrachtet werden, ist diese Definition fiir das Vertrauen
in eine App betriebssystemunabhangig.

Bevor jedoch Methoden und Konzepte zur Berechnung und Modellierung von Vertrauen betrachtet
werden, muss definiert werden, was tiberhaupt unter Vertrauen verstanden wird und wie dieses
Phinomen auf eine App angewandt werden kann.

Dazu wird in Unterkapitel 2.1 zunédchst ergriindet, auf welche Arten Vertrauen grundlegend verstanden
wird. Aulerdem wird betrachtet, welche Eigenschaften Vertrauen besitzt und wie diese verwendet
werden konnen, um eine Definition und spéter auch die Metrik aufzustellen. Im Anschluss werden in
Unterkapitel 2.2 einige Definition betrachten, die bereits fiir Vertrauen in der Informatik gemacht
wurden.

In Unterkapitel 2.3 wird betrachtet, wie in anderen Arbeiten Vertrauen in Appen definiert wird. Mit
Hilfe dieser Definitionen, aber auch den in den vorherigen Unterkapiteln gewonnenen Erkenntnissen
wird eine eigene Definition fiir das Vertrauen in eine App gegeben.

Abschlieflend wird in Unterkapitel 2.4 der Begriff der Reputation definiert, da er in den folgenden
Kapiteln eine Rolle spielen wird und oft falsch verwendet oder verstanden wird.

2.1. Grundlegende Definition von Vertrauen

Zahlreiche Definitionen beschéftigt sich mit der Thematik des Vertrauens. Sie alle aufzuzahlen wiirde
den Rahmen dieser Arbeit sprengen und viel Redundanz schaffen. Im Folgenden beschrankt sich
dieses Arbeit auf drei Definitionen nach Gambetta, Josang sowie von Grandison und Sloman. Diese
Definitionen zahlen zu den am meisten zitierten und geben einen guten Uberblick tiber das Verstandnis
von Vertrauen. Aus ihnen werden grundlegende Erkenntnisse iiber das Vertrauen gewonnen, die
spéter fiir unsere Problemstellung erweitert werden.

Zunachst betrachten wir die Definition von Gambetta et al. [Gam88]:

Definition 2.1.1 (Vertrauen nach Gambetta et al. [Gam88])

Eine besondere Ebene der subjektiven Wahrscheinlichkeit mit welcher ein Agent annimmt, dass ein
anderer Agent oder eine Gruppe von Agenten eine bestimmte Aktion ausfiihrt, in zweierlei Hinsicht, bevor
er solche Aktionen beobachten kann (oder unabhdngig von seiner Moglichkeit jemals eine solche Aktion
beobachten oder herbeifiihren zu konnen) und in einem Kontext in welchem dies seine eigenen Aktionen
beeinflusst.

13



2. Definition von Trust

Vertrauen ist nach Gambetta also eine subjektive Annahme, die ein Agent von einem anderen Agenten
oder einer Gruppe von Agenten hat. Gambetta definiert diese Annahme direkt in einer ,Wahrschein-
lichkeit®, also in welchem Mafle wir annehmen, dass der Agent so handelt wie angenommen. Diese
Annahme wird um die Bedingungen erweitert, dass der Agent der Vertrauen hat, noch nie den anderen
Agenten eine solche Aktion hat ausfithren sehen und die Aktion des anderen Agenten die Aktionen
des vertrauenden Agenten beeinflusst.

Wir haben also als Eigenschaften fiir das Vertrauen erhalten, dass dieses eine subjektive Annahme mit
Wahrscheinlichkeit ist, welche die Aktionen anderer Betrifft. Dabei spielt die Unwissenheit (der Agent
hat nie eine solche Aktion gesehen und konnte sie eventuell auch niemals sehen) genauso wie die
Tatsache, dass der Vertrauende selber durch diese Aktion betroffen ist.

Weitere Eigenschaften von Vertrauen lassen sich aus der Definition von Josang [Jas96] ziehen. Dabei
sei angemerkt, dass in dieser Definition und in weiteren von Entitaten die Sprache ist, welche sich
jedoch nur in der Bezeichnung, nicht aber in der Bedeutung vom Agenten unterscheiden. In diesem
Kapitel wird um Kontinuitit zu bewahren der Begriff des Agenten weiterhin verwendet werden — die
Verwendung des Begriffes Entitat wird in den zitierten Definitionen jedoch belassen.

Definition 2.1.2 (Vertrauen nach Jesang [Jos96])
Der Glaube dass sie [die Entitit in die man Vertrauen hat] in ihrem Verhalten keine bosartige Absichten
hat.

In dieser Definition bedeutet Vertrauen die Annahme, dass ein Agent in seinem Verhalten keine
bosartigen Absichten hat. Weniger als eine Eigenschaft fiir Vertrauen direkt dndert diese Definition
unseren Kontext. Nach Gambette konnte ein Agent noch eine Handlung durchfiithren oder eben nicht
und tiber die Konsequenzen ist nichts weiter bekannt. Nun kann klar definiert durch die Aktionen
eines Agenten Schaden entstehen. Vertrauen bedeutet also auch zu glauben, dass ein Agent keinen
Schaden anrichtet.

Aus der Definition von Grandison und Sloman [GS00] lassen sich noch weitere Erkenntnisse tiber das
Vertrauen gewinnen:

Definition 2.1.3 (Vertrauen nach Grandison und Sloman [GS00])
Der feste Glaube in die Kompetenz einer Entitdt verldsslich, sicher und zuverldssig in einem spezifizierten
Kontext zu agieren.

Diese Definition verfeinert noch die Bedingungen fiir das Verhalten eines Agenten, aber auch die
Umgebung. Es gibt einen klar spezifizierten Kontext, in dem die Fahigkeit des Agenten bewertet wird,
verlasslich, sicher und zuverlassig zu agieren. Vertrauen ist in dieser Definition also der Glaube daran,
ob und wie der Agent dazu fihig ist. Ob er eine Aktion durchfithrt und ob diese schédlich sein konnte,
wird nun also um die Qualitat erweitert, mit welcher der Agent die Aktion durchfiihrt.

Neben diesen Erkenntnissen zum Vertrauen lassen sich noch ein paar grundlegende Eigenschaften fiir
Vertrauen festlegen. Diese entspringen den Definitionen und mégen offensichtlich erscheinen, doch
in der spateren Diskussion fiir eine eigenen Definition in Unterkapitel 2.3 und bei der Aufstellung der
Metrik in Kapitel 5 wird auf diese zuriickgegriffen und so ist eine formale Festlegung hilfreich.

14



2.1. Grundlegende Definition von Vertrauen

2.1.1. Eigenschaften von Vertrauen

Gutscher et al. [GHS08] sowie Yan und Holtmanns [YHO08] versuchten die Eigenschaften von Vertrauen
zu formalisieren. Hier ist eine Auflistung dieser Eigenschaften gegeben, welche sich aus beiden
Versuchen zusammensetzt!.

(1)

)

®3)

4)

®)

(6)

7)

®)

©)

Vertrauen ist gerichtet: Vertrauen ist eine gerichtete Beziehung zwischen einem Vertrauendem
(trustor) und einem Vertrautem (trustee).

Vertrauen ist nicht symmetrisch: Wenn A Vertrauen in B hat, impliziert das nicht notwendi-
gerweise, dass B Vertrauen in A hat.

Vertrauen kann transitiv sein: Aus ,A vertraut B und ,B vertraut C* kann ,A vertraut C*
folgen, muss aber nicht. Dies darf nicht als Fakt genommen werden, sondern muss von Fall zu
Fall neu entschieden werden.

Vertrauen ist subjektiv: Vertrauen ist eine persénliche Meinung, ein subjektives Phdnomen,
das von verschiedenen Faktoren und Bedingungen abhéngt.

Vertrauen ist kontextabhingig: Vertrauen ist eine subjektive Meinung von einer Entitat in
einem bestimmten Kontext.

Vertrauen ist messbar: Vertrauenswerte konnen verwendet werden um die verschiedenen
Vertrauensgrade zu beschreiben, die eine Entitdt von einer anderen hat.

Vertrauen ist abhingig von der Vergangenheit: Vergangene Erfahrungen kénnen Einfluss
auf den aktuellen Vertrauenswert haben.

Vertrauen ist dynamisch: Vertrauen dndert sich tiber die Zeit hinweg durch Erfahrungen oder
Informationen, die ich mit der anderen Entitit gemacht oder tiber sie erhalten werden.

Vertrauen kann eine zusammengesetzte Eigenschaft sein: Vertrauen ist eine Zusammen-
setzung vieler Attribute: Verlasslichkeit, Zuverldssigkeit, Ehrlichkeit, Aufrichtigkeit, Sicherheit,
Kompetenz und Piinktlichkeit, welche abhéngig von der Umgebung in welcher Vertrauen spezifi-
ziert wird, beachtet werden miissen.

Aus der Definition 2.1.1 von Gambetta ldsst sich dabei folgende Ergdnzung fiir diese Liste machen,
auf die spater zugreifen werden wird:

(10) Unwissen verlangt Vertrauen: Wenn alle Fakten bekannt sind, wird Vertrauen nicht benétigt

oder es ist von geringerer Bedeutung. Je weniger von einem Agenten bekannt ist, desto wichtiger
ist, welches Vertrauen man in ihn hat.

'Eigenschaften aus Gutscher: (2); (3); (8); Eigenschaften aus Yan: (1); (4); (5); (6); (7); (8); (9)
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2. Definition von Trust

Eine wichtige Eigenschaft in dieser Liste ist hierbei Eigenschaft (6). Dass Vertrauen messbar ist, ist
Voraussetzung dafiir, dass man Vertrauen modellieren und berechnen kann. Ohne diese Eigenschaft
wire die Aufstellung einer Metrik eine fruchtlose Arbeit. Alle Arbeiten - wie auch diese hier - die
sich mit der Berechenbarkeit und Metriken fiir Vertrauen beschéiftigen, begriinden sich auf dieser
Eigenschaft.

In den folgenden Unterkapiteln wird auf diese Liste zuriickgegriffen, um Definitionen zu be- und
ergriinden.

Nachdem grundlegende Definitionen von Vertrauen analysiert wurden und die benétigten Eigen-
schaften von Vertrauen formal aufgestellt wurden, werden im folgenden Unterkapitel 2.2 Definitionen
fiir Vertrauen im Feld der Informatik betrachtet und erértert welche Informationen daraus fiir eine
eigene Definition gewonnen werden kénnen.

2.2. Definitionen von Vertrauen in der Informatik

Ein Ansatz fiir Vertrauen Multi-Agent Systeme stammt von Mui et al. [MMHO02a]. Sie definieren
Vertrauen dabei wie folgend:

Definition 2.2.1 (Vertrauen in Multi-Agent Systemen nach Mui et al. [MMHO02al])
Die subjektive Wahrnehmung eines einzelnen Agenten von einem anderen Agenten, die durch die bisheri-
gen Begegnungen der beiden miteinander geprdgt wurde.

Die Subjektivitat des Vertrauens in dieser Definition ist nichts Neues. Interessanter ist in diesem Fall,
dass zur Bildung von Vertrauen bereits Interaktion zwischen den beiden Akteuren geherrscht haben
muss. Dies ist problematisch, wenn man es auf die Problemstellung dieser Arbeit beziehen will, da
man den Vertrauenswert fiir eine App auch zu Rate ziehen will, um zu entscheiden, ob man diese
tiberhaupt installieren will.

Hat man also keine eigenen Erfahrungen mit dem anderen Agenten gemacht, muss man sich auf die
Erfahrungen anderer verlassen. Hierbei wird Eigenschaft (3) von Vertrauen verwendet. Wenn andere
Personen der App vertrauen und diesen Personen vertraut wird, folgt, dass man der App vertrauen
kann. Betrachtet man nicht die Meinung einer einzelnen Person, sondern die Meinung der breiten
Masse, wird dieses Meinungsbild auch als Reputation aufgegriffen. Eine ausfiihrliche Erlduterung zur
Reputation und welche Rolle sie fiir das Vertrauen spielt, wird in Unterkapitel 2.4 erlautert.

Eine weitere Definition fiir Vertrauen stammt von Corritore et al. [CKW03] und bezieht sich auf
On-line Systeme:

Definition 2.2.2 (Vertrauen in On-line Systemen nach Corritore et al. [CKW03])
Die zuversichtliche Erwartung, dass in einer risikobehafteten Situation online nicht jemandes Schwach-
stellen ausgenutzt werden.

In dieser Definition findet man wieder die Moglichkeit Schaden zuzufiigen und ob dies geschehen wird,
als zentralen Punkt des Vertrauens. Wihrend nach Eigenschaft (8) Vertrauen eine zusammengesetzte
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2.3. Definition von Vertrauen in eine App

Eigenschaft ist, beziehen sich diese Definitionen nur auf einen einzelnen Punkt. Dies kann jedoch
daher rithren, dass der Kontext keine anderen Bedingungen verlangt oder manche Bedingungen
als selbstverstandlich angesehen werden. In der eigenen Definition fiir Vertrauen in Appen wird
spater darauf geachtet, eine moglichst genaue Definition aufzustellen, um keinen Spielraum fiir
Mutmaflungen zu zulassen.

Die Rolle von Schadpotenzial und Sicherheit spielt in der Definition fiir Vertrauen eine grofie Rolle. Fiir
Yan und Holtmanns [YHO08] ,geht Vertrauen iiber die Security hinaus. Vertrauen ist eine erweiterte
Losung fur Security.“ Vertrauen ist also eine Losung jenseits von unbegriindeten Security- und (um
der Problemstellung aus Kapitel 1 zu entsprechen) Privacy-Maf3nahmen.

Hat man Vertrauen in einen Agenten, dass er einem keinen Schaden zufiigen kann, sind die Security-
und Privacy-Mafinahmen weniger bis gar nicht von N6ten. Im Umkehrschluss spielt Vertrauen eine
geringere Rolle (zumindest unter diesen Bedingungen), wenn man erhohte Security- und Privacy-
MafBinahmen anwenden. Es besteht also ein Zusammenhang zwischen Security, Privacy und Vertrauen.
Dies entspricht der Kontext-Eigenschaft (5) von Vertrauen. Natiirlich ist es Ziel dieser Arbeit die
Richtung zu Betrachten, in der das Vertrauen die wichtigere Rolle spielt, trotzdem werden in Ka-
pitel 5 und 6 Uberlegungen angestellt, wie das Vertrauen eine geringere Rolle spielen kann, wenn
Securtiy- und Privacy-Mafinahmen erh6ht werden oder wie es genutzt werden kann, um diese gezielter
einzusetzen.

Nachdem in Unterkapitel 2.1 der Begriff des Vertrauen in seiner grundlegenden Bedeutung ergriindet
und die Eigenschaften von Vertrauen betrachtet wurden, sowie in diesem Unterkapitel Definitionen
fiir Vertrauen in der Informatik analysiert wurde, wird nun in Unterkapitel 2.3 eine Definition fiir das
Vertrauen in eine App gegeben werden.

2.3. Definition von Vertrauen in eine App

Definitionen fiir das Vertrauen in App sind noch nicht sehr zahlreich. Fiir unsere Metrik ist es
unerlasslich eine eigene Definition aufzustellen, die als Orientierung fiir die Faktoren eine Rolle spielt,
die in die Metrik einflielen. Um diese eigene Definition aufstellen zu konnen, wird die Definitionen
von Yan et al. [YZD12] betrachtet und dann um die Erkenntnisse erweitert, die in diesem Kapitel
gewonnen wurden. Yan et al. definieren das Vertrauen in eine App dabei wie folgt:

Definition 2.3.1 (Vertrauen in eine App nach Yan et al. [YZD12])
Der Glaube des Benutzers an eine App eine Aufgabe wie erwartet zu erfiillen.

In dieser Definition steht ausschlieB8lich die Funktionalitdt der App im Vordergrund. Doch wenn es
um das Vertrauen in eine App geht, spielen andere Faktoren eine Rolle.

Die Definition 2.1.2 von Josang fiir Vertrauen und die Definition 2.2.2 von Corritore et al. fiir Vertrauen
in On-line Systemen beziehen sich wie oben bereits erortert auf die Moglichkeit und die Bereitschaft
des Trustee dem Trustor Schaden zuzufiigen. Auch wenn diese es nicht Ziel dieser Arbeit ist eine
Security-Losung zu finden, sollte dieser Aspekt nicht vollstandig ignoriert werden. Der Glaube an
eine App, kein Schadpotenzial zu besitzen, sollte auf jeden Fall Teil des Vertrauens in eine App sein.
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2. Definition von Trust

Die Bedenken beziiglich der Sicherheit einer App lassen sich auch auf deren Umgang mit privaten
Daten erweitern. In einer Umfrage des PewResearchCenter gaben 57% der Teilnehmer an, eine App
nicht installiert zu haben, da sie der App zu viel Zugriff auf personliche Daten gewéhren miissten
oder eine App wieder deinstalliert zu haben, weil sie herausfanden, wie viele Daten von der App
gegen den Willen der Benutzer weitergeleitet wurden, [pew12].

Der Umgang einer App mit privaten Daten spielt also bei vielen Benutzern eine Rolle, wenn es um
das Vertrauen in eine App geht. Manche Anwendungen brauchen jedoch den Zugriff auf private
Daten, um ihre Funktionalitat erfiillen zu kénnen. Da viele kostenlose Appen erst durch Werbung
kostenlos bleiben, sind viele Benutzer auch bereit ihre privaten Daten gegen die kostenlose App
quasi einzutauschen. Folglich muss der Umgang einer App mit privaten Daten nicht unbeding fiir das
Vertrauen in die App eine Rolle spielen. Es greift dabei Eigenschaft (4) von Vertrauen und zwar, dass
dieses subjektiv ist und von den Ansichten des Einzelnen abhéngt.

Definition 2.3.2 (Vertrauen in eine App)
FEiner App wird vertraut, wenn sie die versprochenen Funktionalitditen bietet, private Daten nicht gegen
den Wunsch des Benutzers weitergibt und moglichst geringes Potenzial besitzt, um Schaden anzurichten.

Die TriMetrik, welche in Kapitel 5 aufgestellt wird, orientiert sich an dieser Definition 2.3.2. Dabei
entspricht die Definition den Eigenschaften des Vertrauen und den Anspriichen und Vorstellungen,
die heutzutage in Bezug auf App herrschen.

Zum Abschluss des Kapitels wird in Unterkapitel 2.4 noch der Begriff der Reputation definiert.

2.4. Definition Reputation

Die Reputation eines Agenten wird gelegentlich mit dem Vertrauen in einen Agenten gleichgesetzt.
Dies ist jedoch eine falsche Verwendung des Begriffs und es soll im Folgenden eine klare Definition
fiir die Reputation einer App geliefert werden, um spater Verwirrung zu vermeiden.

Dazu wird zunichst ein Vergleich zwischen den Definitionen von Mui et al. [MMHO02a] fiir Vertrauen
in einem Multi-Agent System und die Reputation eines Agenten in einem solchen System gezogen.
Die Definition fiir Vertrauen wurde bereits als Definition 2.2.1 gegeben und analysiert. Zur Erinnerung
sei sie noch einmal gegeben: ,Die subjektive Wahrnehmung eines einzelnen Agenten von einem anderen
Agenten, die durch die bisherigen Begegnungen der beiden miteinander gepragt wurde.” Vergleichen wir
dies nun mit der Definition fiir die Reputation:

Definition 2.4.1 (Reputation eines Agenten in einem Mulit-Agent System nach Mui [MMHO02al])
Die Wahrnehmung, die von einem anderem Agenten durch dessen vergangene Aktionen tiber seine
Intentionen und Normen gewonnen wurde.

Auftallig bei dieser Definition ist es, dass es bei der Reputation nicht mehr um die Wahrnehmung
des einzelnen geht, sondern von allen Agenten, die mit dem Agenten interagiert haben. Wahrend
das Vertrauen also die subjektive Wahrnehmung eines Einzelnen ist, ist die Reputation der Eindruck
der breiten Masse. Die Reputation ist also der Ruf, den ein Agent bei der Allgemeinheit besitzt, den
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2.4. Definition Reputation

er durch seine Taten gewonnen hat. Dies unterscheidet sich klar vom Vertrauen. Ist sein Verhalten
einem anderen Agenten gegeniiber immer gutartig, hat dieser ein grofies Vertrauen in ihm, ist sein
Verhalten gegeniiber einem weiteren Agenten immer bosartig, hat dieser ein geringes Vertrauen in
ihm. Die Reputation des Agenten wiirde in diesem Fall mittelmafig sein.

Einen #hnlichen Ansatz lasst sich auch bei Yan et al. [YZD12] finden, wenn man seine Definition
fir das Vertrauen in eine App mit der Reputation mit der Definition fiir die Reputation einer App
vergleicht. Die Definition fiir Vertrauen wurde ebenfalls in Definition 2.3.1 gegeben, sie sei aber auch
zur Erinnerung wieder gegeben: ,Das Glauben des Benutzers an eine App eine Aufgabe wie erwartet
zu erfiillen.” Unter der Reputation verstehen sie:

Definition 2.4.2 (Reputation einer App nach Yan)
Das offentliche Vertrauen, berechnet aus direktem oder indirektem Wissen oder Erfahrungen.

Nach dieser Definition wird Reputation mit dem &ffentlichen Vertrauen gleichgesetzt, was in diesem
Fall dem Glauben, berechnet durch gesammelte Informationen ist, ob die App ihre Funktionalitit ist,
wenn man beide Definitionen miteinander verkniipft.

Reputation kann also mehr als Vertrauen sein und weniger. Fiir die Metrik wird die Reputation als Teil
des personlichen Vertrauens betrachtet. Durch Bewertungen und Berichte anderer wie etwa ein Rating
in einem App-Marktplatz bildet sich die 6ffentliche Meinung einer App. Dieser so entstandene Wert
wird in diesem Dokument als Reputation einer App verwendet. Dazu sei Definition 2.4.3 gegeben:

Definition 2.4.3 (Reputation einer App)
Die offentliche Meinung von einer App, entstanden durch Bewertungen oder Berichte tiber die App.

Fiir das personliche Vertrauen spielen jedoch andere Faktoren noch eine Rolle. Reputation beeinflusst
das Vertrauen in eine App, jedoch kénnen eigene Erfahrungen, das personliche Vertrauen in den
Entwickler und andere Faktoren eine Rolle spielen. Welche Faktoren dies im Detail sind, darauf wird
in Kapitel 5 genauer eingegangen.

In Kapitel 3 werden nun Ansétze und Methoden zum Thema Reputation und Vertrauen, sowie auch
inhaltlich verwandte System, die spiter noch eine Rolle spielen, betrachtet.
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3. Related Work

Vertrauen spielt in der Informatik schon lange eine grofie Rolle. Marsh stellte 1994 eines der ersten
Konzepte eines berechenbaren Vertrauens-Wertes vor und seitdem wurden viele weitere Ansitze in
diesem Gebiet geliefert [Mar94].

In diesem Kapitel werden einige der bisherige Ansitze zu Vertrauen und verwandten Themen be-
trachtet. Zunichst werden in Unterkapitel 3.1 Reputationssysteme betrachtet, welche Stirken und
Schwichen diese besitzen und wo sie bereits im Einsatz sind. Anschliefend werden Frameworks und
andere Ansitze fiir Vertrauens-Systeme in Unterkapitel 3.2 vorgestellt.

Die darauf folgenden Unterkapitel beschaftigen sich mit Anséatzen fiir das Android System und dafiir
geschriebene Apps. Dabei wird zunichst in Unterkapitel 3.3 die Sicherheit des Systems und der Daten
vor Zugriffen durch Apps durch Security- und Privacy-Systeme analysiert. In Unterkapitel 3.4 werden
Systeme behandelt, welche sich mit dem Vertrauen in eine App direkt beschéftigen. Abschlieflend wird
der Aspekt des Vertrauens in den Entwickler einer App und welche Aufgaben es dort zu bewaltigen
gibt in Unterkapitel 3.5 behandelt.

3.1. Reputationssysteme

Geht es um die Berechnung von Vertrauenswerten, spielen Reputationssysteme oft eine Rolle. In
Definition 2.4.2 auf Seite 19 wird die Reputation einer App als ihr 6ffentliches Vertrauen bezeichnet.
Fallen andere Einflussfaktoren, wie sie in Unterkapitel 2.4 etwa fiir eine App erldutert wurden, weg,
kann es sogar sein, dass Vertrauen und Reputation dquivalent sind.

Mui et al. geben in [MMHO02b] eine Ubersicht iiber die verschiedenen Typologien von Reputation.
Auflerdem prasentieren sie ein Framework fiir den Test der verschiedenen Typologien in Hinblick auf
die Uberlebensfihigkeit eines Agenten in einer evolutioniren Version des unvollstindige-Information-
Spiels.

Die selben Autoren beschaftigen sich mit bestehenden Vertrauens- und Reputationsmodelle. Dabei
stellen sie fest, dass keine Unterscheidung zwischen dem Vertrauens- und dem Reputations-Wert
gemacht werden und dass die soziologischen Eigenschaften von Vertrauen nicht beachtet werden. Er-
ganzend présentieren sie ein eigenes Modell, welches zwischen Reputation und Vertrauen differenziert
und somit dieser Schwiche beikommt [MMHO02a].

Hoffman et al. [HZNRO09] und Fraga et al. [FBM12] geben eine Taxonomie tiber die Angriffsmethoden
und Ziele auf Reputations- und Vertrauenssysteme. Hoffman et al. iiberpriifen zusitzlich existierende
Systeme auf ihre Anfalligkeit fiir die vorgestellten Angriffe.
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Malik und Bouguettaya entwarfen mit RATEWeb ein Reputationssystem fiir Web-Services in Hinsicht
darauf, wie hoch die Qualitat der Services ist, die diese anbieten. Dabei wird fiir Nutzer, welche
Bewertungen von Services abgeben ein Glaubwirdigkeitswert berechnet. Gibt eine Benutzer viele
Bewertungen ab, die als Fake identifiziert werden, sinkt die Glaubwiirdigkeit des Nutzers und somit
der Einfluss seiner Bewertungen auf die Reputation eines Service [MB09].

Hussain et al. stellen Mechanismen vor, wie etwa das FC direct trust value-based decision making
methodology und die FC reputation-based trust decision making methodology, mit deren Hilfe ein
Vertrauens- beziehungsweise ein Raputationswert fiir einen Agenten berechnet werden kann. Au-
Berdem konnen Aussagen dariiber getroffen werdem, wie sich dieser Wert zu einer bestimmten Zeit
entwickeln wird [HCHO8].

3.2. Vertrauenssysteme

Liu et al. prasentieren mit StereoTrust ein gruppenbasiertes Vertrauensmodel. In diesem werden
unbekannte Agenten auf Grund von ghnlichen Eigenschaften (Stereotypen genannt) in Gruppen mit
Agenten eingeteilt, mit denen bereits Interaktion bestand. Das Vertrauen, das man in die bekannten
Agenten setzt, wird dabei auf die anderen Agenten der Gruppe angewandt, wenn man einen Ver-
trauenswert braucht, da man mit diesen interagieren will. Stehen Informationen von Dritten tiber
die Agenten zur Verfiigung, wird die Erweiterung d-StereoTrust verwendet, welche mit Hilfe dieser
Informationen jede Gruppe in eine gute und schlechte Subgruppe einteilen und eine noch genauere
Einschitzung des Vertrauenswertes zulassen [LDRL09].

Trust ME von Huerta-Canep et al. ist ein Vertrauens-System fiir mobile Umgebungen. Dabei wird
der Vertrauenswert in einen anderen Agenten aus drei Quellen berechnet. Erstens personlichen
Erfahrungen mit dem anderen Agenten. Zweitens Informationen dritter Agenten iiber den anderen
Agenten (Reputation). Und drittens Ahnlichkeit von Interessen mit dem anderen Agenten, die man
durch direkte Kommunikation mit diesem erfahrt. Diese Vielfaltigkeit an Quellen zeichnet diesen
Ansatz aus [HCLH11].

Jiang et al. entwickelten ein Framework, welches ebenfalls Vertrauenswert in mobilen Umgebun-
gen berechnet. Das Vertrauensmodell erweitert dabei den vorhandenen Security Manager. Fiir die
Berechnung des Vertrauenswertes werden Erfahrungen und Empfehlungen verwendet [JK07]

3.3. Vertrauen in das Android-System

Im Folgenden werden die Ansétze, die sich mit Android im Speziellen beschéftigen, betrachtet. Auch
hier gibt es bereits eine grofle Zahl an Ideen und Methoden. Dabei unterteilt man Systeme in drei
grof3e Bereiche, wie das Vertrauen in eine App gesteigert werden kann. Dies wiaren Privacy (das
Vertrauen in die eigene Urteilskraft), Security (das Vertrauen in das System) und Vertrauen (in eine
App). Auch wenn es wie bereits angesprochen das Ziel dieser Arbeit ist, nach Losungen jenseits von
Security und Privacy zu suchen, wird auf diese beiden Gebiete eingegangen und mogliche brauchbare
Ansitze fiir ein Vertrauens-System analysiert.
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3.3. Vertrauen in das Android-System

Diese werden betrachtet, da ein Finsatz dieser Systeme das Vertrauen in Apps beziiglich Gefahrenpo-
tenzial und Umgang mit privaten Daten in sofern steigern kann, dass die App dann keine Méglichkeit
mehr hat Schaden anzurichten, da sie iiberwacht. Dies steigert vielleicht nicht das Vertrauen in die
App, aber man muss sich um diesen Aspekt keine Gedanken mehr machen.

3.3.1. Privacy - Vertrauen in die eigene Urteilskraft

Mit einem Privacy-System wird dem Nutzer ein Berechtigungssystems gegeben. Mit diesem muss
der Nutzer nur die ,richtigen® Entscheidungen treffen und er kann den Apps vertrauen. Wenn
er beispielsweise nicht will, dass eine App seinen Standort kennt - er also allen Apps, die diese
Berechtigung beinhalten misstraut -, sein Berechtigungssystem ihm aber gestattet dieses Permissions
zu entziehen oder falsche Daten zu senden, dann geht von der App keine Gefahr mehr, bezogen auf
diesen Punkt aus.

Beresford et al. setzen mit MockDroid [BRSS11] direkt am Android OS an und modifizieren dieses.
So werden Zugriffe auf Permissions auf Systemebene im Package Manager abgefangen und wenn
gewtiinscht mit falschen Daten, sogenannter Mocked Data, getduscht. Der Benutzer wird tiber die
Notificationbar informiert, wenn eine App auf eine Permission zugreift, welche Mocked Data zu-
riickliefert. So kann eine Verbindung zwischen méglicher fehlender Funktionalitdt und Mocked Data
hergestellt werden und die Permissions gegebenenfalls angepasst werden, wenn man Funktionalitét
hoher als Privacy schitzt.

Das Problem von MockDroid ist, dass das Betriebssystem umgeschrieben werden muss. Um das
Android OS modifizieren zu kénnen, muss ein Benutzer Root-Rechte besitzen. Android basiert zwar
auf dem quelloffenen Linux-Kernel, ist ein Open-Source-System und seine Anpassbarkeit wird als
einer der grofiten Vorteile genannt, doch frei von Problemen ist ein Root-Zugriff nicht. Meist geht ein
Garantieverlust mit dem Rooten einher, Malware mit Root-Zugriff kann héheren Schaden anstellen und
ein fehlerhafter Root-Vorgang kann sogar das Gerét zerstéren. Gerade fiir unsichere oder unwissende
Benutzer wire deswegen ein System sicherer, das keine Root-Rechte oder eine Verdnderung der
Firmware benétigt. Solche Systeme werden im Folgenden betrachtet. Diese Systeme modifizieren
nicht das OS sondern die App an sich.

AppGuard von Backes et al. [BGH'13] [BGH™ 12] nutzt Inline Reference Monitoring (IRM) um eine
vordefinierte Anzahl von Policies durchzusetzen. Dazu werden die Binédrdatein der App umgeschrieben,
sodass vor jeder sicherheitsrelevanten Operation ein Sicherheitsmonitor aufgerufen wird. Dieser
Monitor gleicht dann mit den gegebenen Policies ab und entscheidet, ob die Funktion durchgefiihrt
wird oder ein alternativer Code ausgefiihrt wird, der dann gegebenenfalls Mocked Data zuriickliefert,
damit die App nicht abstiirzt.

Xu et al. entwickelten mit Aurasium [XSA12] ein System, welches ebenfalls eine App umschreibt, um
Funktionsaufrufe der Android API abzufangen und mit den Policies abgeglichen wird. Die App wird
damit in eine Sandbox gepackt. Dabei wird Aurasium im selben Prozess wie die App ausgefiihrt, die
sie iberwacht und hat keinen eigenstindigen Manager in einem seperaten Prozess.

Dr. Android and Mr. Hide von Jeon et al.[JMV*12] baut explizit auf einen Service namens Mr. Hide,
der in einem eigenen Prozess lauft. Apps werden mit Hilfe von Dr. Android (Dalvic Rewriter fiir
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Android) umgeschrieben, sodass all ihre API Aufrufe an Mr. Hide umgeleitet werden. Dort wird
dann mit Hilfe der dort definierten Policies bestimmt, welche Informationen und Funktionen die
App verwenden darf. Dafiir wurden ebenfalls die fine-grained (zu dt. fein granulare) Permissions
eingefiithrt. Mit diesen lassen sich detailliertere Bestimmungen tiber die Rechte von Apps machen, als
mit den herkémmlichen Permissions.

Ein weiterer Ansatz ist die von Stach und Mitschang entwickelte Privacy Managment Platform (PMP)
[SMT14] [Sta13a] [SM13] [Sta13b]. Die PMP fiihrt dabei Ressources ein, welche die herkémmlichen
Permissions von Android ersetzen und dient dabei als Handler zwischen App und OS. Will eine App
auf solche Ressourcen zugreifen, muss sie beim PMP nachfragen, welches die Anfrage weiterleitet
und Daten zuriickgibt oder diese verweigert, beziehungsweise falsche Daten zuriicksendet, die keine
privaten Informationen preisgeben. Es konnen neue Ressourcen leicht in die PMP App geladen werden,
wodurch sich eine feinere Granularitit und eine groflere Varianz als mit den statischen Android
Permissions erreichen lasst. Der Nachteil aus aktueller Sicht ist jedoch, dass Entwickler ihre Apps
auf diese Ressourcen ausgelegt schreiben miissen. Eine jede beliebige App lasst sich mit PMP nicht
kontrollieren.

3.3.2. Security - Vertrauen in das System

Wenn entweder sichergestellt werden kann, dass keine Schadsoftware auf dem Gerat ausgefiithrt
werden kann oder dass das System einen Angriffe frithzeitig erkennt und verhindert, dann kann man
den Apps in Hinsicht darauf vertrauen, dass sie keinen Schaden anrichtet.

Sun und Tan [ST14] entdeckten, dass Native Libraries von Androids Sicherheitsiiberpriifung nicht
ausreichend beachtet werden. Mit NativeGuard schufen sie ein Sicherheits-Framework, welches
Native Libraries von den anderen Komponenten in einer Android App isoliert, indem es sie in einer
eigenen App laufen lasst, welche nicht die Permissions der eigentlichen App besitzt und somit nicht
auf diese zugreifen kann. Dafiir miissen weder Veranderungen am OS noch am Quellcode der App
vorgenommen werden.

TrustDroid von Bugiel et al. [BDD " 11] ist eine ,praktische und leichtgewichte Dominenisolation in
Android®. Im Android OS ist keine Isolation zwischen Daten und Appen gegeben, was zum Beispiel bei
einem Smartphone welches privat und geschiftlich verwendet wird, wiinschenswert ware. TrustDroid
iiberwacht dabei die Inter-Process Comunication (IPC), den Zugriff auf Dateien und den Zugang
zum Netzwerk. Dadurch werden Apps und Daten aus einer Doméne vor Apps aus einer anderen
Domine geschiitzt. Einen dhnlichen Ansatz verfolgen Russello et al. mit MOSES [RCCF12]. Sie setzen
jedoch auf noch mehr Feingranularitét bei der Festlegung welche Daten etc. in welche Doméne fallen,
beziehungsweise in welches Security Profile, wie es dort heiflt. Dabei ist MOSES kontextsensitiv und
kann automatisch das Security Profile dem Kontext anpassen.

QUIRE von Dietz et al. [DSP™11] verwendet Provenance um die Herkunft eines Aufrufs in der IPC zu
tberwachen. Sollte eine App mit wenigen oder keinen kritischen Permissions versuchen auf eine App
zuzugreifen, die jene Permissions gegeben hat, schreitet QUIRE ein. Die App, auf welche zugegriffen
wird, kann diesen Aufruf dann nur mit jenen Permissions bearbeiten, die der aufrufenden App zur
Verfiigung stehen.
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3.4. Vertrauen in die App

Die Ausnutzung einer App durch eine andere, die weniger Permissions hat, nennt sich Privilege
Escalation Attack und wird in 3.4.2 noch weiter betrachtet.

Das niachste Unterkapitel beschéftigt sich nun mit Systemen, die zur Bestimmung des Vertrauens in
eine App dienen.

3.4. Vertrauen in die App

Um das Vertrauen eine App zu bestimmen gibt es zwei Moglichkeiten. Entweder man vertraut der
App, weil dieser App andere Nutzer vertrauen (Unterkapitel 3.4.1) oder man vertraut der App, da
man diese analysiert (Unterkapitel 3.4.2 und 3.4.3). Aulerdem werden in diesem Unterkapitel bereits
bestehende Vertrauensmetriken aufgefithrt (Unterkapitel 3.4.4).

3.4.1. Reputationssysteme fiir Android Apps

Reputationssysteme wurden in Unterkapitel 3.1 ausfithrlich besprochen. Da die meisten App-
Marktplatze tiber ein eigenes Rating-System verfiigen, spielen Reputationssysteme fiir Android
Apps eine eher geringe Rolle. Ein erwahnenswerter Ansatz wire AppAware.

Girardello und Michahelles entwickelten AppAware, ein System fiir ein implizites Rating von Android
Apps. Dieser implizite Wert fiir die Apps berechnete sich daraus, wie viele Benutzer eine App
installierten und diese dann updateten oder wieder deinstallierten. Gerade bei Apps mit noch wenigen
Downloads erhielten sie dadurch mehr Feedback als durch das Rating-System des Google Play
Store [GM10b].

3.4.2. Analysesysteme

Ein moglicher Ansatz um festzustellen, ob man in eine App Vertrauen haben kann oder nicht, sind
Analysesysteme, in denen das Verhalten einer App betrachtet wird. Dabei beobachten wir, ob die
App Aktionen durchfiihrt, die als schadlich oder ungewollt gelten. Solche Aktionen fithren zu einem
Vertrauensverlust.

App Analysen werden dabei einerseits auf dem Kontrollfluss einer App ausgefiihrt, andererseits lasst
sich auch der Informationsfluss analysieren.

Ein bekanntes Problem in Android stellen Privilege Escalation Attacks dar, welche von Davi et al.
erstmals beschrieben wurden. In diesen wird eine Schwiache von Android ausgenutzt, in der eine App
mit weniger Permissions Zugriff auf die Komponenten einer privilegierten App hat - also eine App,
die iiber mehr Permissions verfiigt. Die zugreifende App kann auf diese Weise Permissions benutzen,
die ihr nicht gew&hrt wurden. Dadurch kann Schaden entstehen, der sich rein durch die Analyse der
Permissions wie in Unterkapitel 3.4.3 beschrieben, nicht erahnen lasst. Auerdem kann eine App auf
moglicherweise sensitive Daten einer anderen App zugreifen [DDSW11].
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3. Related Work

Zhongyang et al. entwickelten mit DroidAlarm ein statisches Analysewerkzeug fiir den Kontrollfluss
zwischen Apps, um die Gefahr von Privilege Escalation Attacks auf Grund von Capability Leaks
herauszufinden [ZXMX13]

TaintDroid ist ein von Enck et al. entwickeltes Werkzeug zur effizienten, systemweiten Uberwachung
des Informationsflusses. Private oder sensitive Daten werden dabei markiert und wenn diese Daten
von einer App weitergegeben werden, wird der Benutzer dariiber informiert [EGC™14].

3.4.3. Risikoabschatzung durch Permissions

Neben der dynamischen Flussanalyse lasst sich noch eine statische Analyse beziiglich der Permissions
durchfithren, welche eine App besitzt.

Felt et al. fithrten eine Studie durch, wie weit Smartphone-Nutzer auf Permissions achten und sich
mit diesen auskennen. Sie stellten dabei fest, dass tiber der Halfte der Benutzer nicht einmal bewusst
war, dass Informationen iiber die Permissions wahrend der Installation im Store angezeigt werden.
Lediglich 20% der Teilnehmer wussten, was ein Grof3teil der Permissions, die Privacy- oder Security-
Risiken mit sich ziehen kdnnen, iiberhaupt bedeuten. Knapp ein Viertel der Probanden gab an, sich
tiber unbekannte Permissions in Reviews der App informiert zu haben. Felt sieht deshalb Reviews, im
Idealfall von einem kleinen Expertenkreis geschrieben, als wichtigen ersten Schritt zur Verstandlichkeit
der Bedeutung von Permissions fiir den durchschnittlichen Benutzer [FGW11].

Chia et al. stellten fest, dass eine positive Korrelation zwischen der Anzahl der Permissions, die
eine App verlangt, und ihrer Popularitiat sowie einem guten Rating besteht. Dies fithren sie darauf
zuriick, dass mehr Permissions fiir eine breitere und bessere Funktionalitdt sorgen und die Beliebtheit
einer App sich mehr auf die Funktionalitat, denn die Sicherheit bezieht. Sie sehen daher ernste
Probleme, dass Benutzer dazu neigen Permissions einfach zu akzeptieren, da sie daran gew6hnt
sind, dass Apps viele Permissions verlangen. Somit wiirde das ganze Permission-System seinen Sinn
verlieren [CYA12].

Auf Grund der angezweifelten Effektivitit des Permission-Systems wurden einige Versuche gestartet
die Permissions zu analysieren, die von Apps verlangt werden und eine Erkenntnis daraus zu gewinnen,
ob die Apps ein Risiko darstellen.

Enck et al. entwarfen Kirin, ein System, welches dem Benutzer wiahrend des Installationsprozesses
Empfehlungen gibt, ob er diesen wirklich fortsetzen will. Um mogliche schadhaften Apps identifizieren
zu kénnen, wurde ein neunteiliger Regelsatz! aufgestellt, welche Kombinationen von Permissions
eine App nicht besitzen darf, da diese Permissions als potenzielle Angriffspunkte fiir schadhaftes
Vorgehen dienen [EOMO09].

Sarma et al. schlugen eine Risikoerkennung fiir Apps durch Permissions vor, die iber einen einfachen
Regelsatz hinaus geht. Sie betrachteten dabei nicht nur die Permissions der zu iiberpriifenden App,
sondern auch jene Permissions anderer Apps in dieser Kategorie. Dadurch werden seltene Permissions
in den Kategorien identifiziert, welche als Risikosignal dienen [SLG'12].

'Zwei dieser Regeln sind nicht mehr aktuell, da es die enthaltenen Permissions nicht mehr gibt.
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3.5. Vertrauen in den Entwickler

Peng et al. fithrten eine Risk-Score fiir Apps ein, die ebenfalls auf deren Permissions und jenen
Permissions von anderen Apps in der Kategorie beruht. Zur Berechnung der Risk-Score werden
Probabilistische Generative Modelle verwendet. Monotonie ist bei der Berechnung fiir Peng et al.
dabei wichtig, sodass die Risk-Score immer durch das Entfernen einer Permissions gesenkt wird.
Zusatzlich lasst sich mit Hilfe der Risk-Score ein Ranking unter den Apps berechnen, sodass das
Risiko der App im Vergleich zu anderen Apps gesehen werden kann [PGS'12].

Felt et al. analysierten die Android API und stellten ein Mapping zwischen Permissions und API
Aufrufen im Quellcode her. Mit diesem Hilfe dieses Mappings entwickelten sie Stowaway, ein Werkzeug
um Apps zu finden, welche mehr Permissions verlangen, als sie tatsachlich benétigen. In ihrem Testsatz
verwendeten etwa ein Drittel der Apps mehr Permissions als sie brauchten, was Felt et al. darauf
zuriickfithren, dass die Android API nicht ausreichend dokumentiert ist [FCH'11].

3.4.4. Vertrauensmetriken fiir eine App

Um eine Vertrauensmetrik fiir Android Apps aufzustellen wurden bereits mehrere Ansitze gemacht.
Die hier kurz angeschnittenen Ansétze werden in Kapitel 4 weiter vertieft.

Yan et al. entwickelten mit TruBeRepec ein Analysesystem, welches die Nutzung einer App durch
Benutzer misst und dadurch das Vertrauen des Benutzers in diese App zu messen. Um die Nutzungs-
daten in einen Vertrauenswert umzuwandeln, wurde eine Studie durchgefiihrt, wie das Vertrauen der
Benutzer in eine App und ihre Benutzung dieser zusammenhéngen [YLNY13].

MAETROID von Dimi et al. welches den Entscheidungsprozess des Analytic Hierarchy Process nutzt,
um das Vertrauen von Apps zu bestimmen. Dazu analysieren sie zum einen statische Eigenschaften,
schlagen aber auch ein Feedback-System beziiglich Fehlverhalten der App vor. Mit Hilfe dieser Riick-
meldungen wird das statisch berechnete Ergebnis gegebenenfalls angepasst [DMM*12] [DMM*13].

Kuehnhausen und Frost berechnen das Vertrauen in eine App aus den Ratings, Reviews und Permissi-
ons, welche eine App erhalten hat, beziehungsweise besitzt. Dabei schlagen sie Zuversicht-Metriken
fur die drei Bereiche vor, um daraus den Vertrauenswert berechnen zu konnen [KF13].

Wenn einer App vertraut wird, dann muss sichergegangen werden, dass es sich auch wirklich um diese
App handelt, wenn man sie herunterlad. Zhou et al. weisen darauf hin, dass viele populidre Appen mit
dhnlichem oder gleichen Namen in abgeénderter Form auf Third Party Stores hochgeladen werden.
Diese Apps stammen von anderen Entwicklern und verlangen oft mehr Permissions als die original
Apps. Um solche umpaketierten Apps zu entdecken, entwickelten sie DroidMoss, welches eine Fuzzy
Hashing Technik verwendet, um Unterschiede vom Umpaketieren der Apps zu finden [ZZ]JN12].

3.5. Vertrauen in den Entwickler

Einer App kann auch vertraut werden, wenn man Vertrauen in ihren Anbieter oder Entwickler hat.
In diesem Falle gilt es jedoch sicherzustellen, dass die App auch garantiert von diesem Entwickler
stammt.
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3. Related Work

Barrera et al. haben das Signierungsverfahren fiir Apps unter Android analysiert und ein eigenes,
sichereres alternatives Verfahren vorgestellt [BMCO14] [BCMO12].

Im néachsten Kapitel werden die in Unterkapitel 3.4, speziell in Unterkapitel 3.4.4 genauer betrachtet,
um die Anforderungen und Moglichkeiten fiir eine Vertrauens-Metrik und ein Vertrauens-System fiir
Android Apps zu ergriinden.
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4. Anforderungen und Umsetzungen

In Kapitel 3 wurde einen Uberblick geliefert, welche Systeme und Theorien bereits beziiglich Repu-
tation und Vertrauen bestehen. Aulerdem wurden verwandte Ansétze sowie niitzliche Werkzeuge
vorgestellt. Ziel dieses Kapitel ist es die vielversprechendsten Ansatze zu analysieren, welche sich mit
dem Vertrauen in eine App beschiftigen und die jeweiligen Metriken kritisch zu bewerten. Daraus
werden die Anforderungen fiir eine Vertrauensmetrik gewonnen und Uberlegungen angestellt, welche
Werte in eine eigene Metrik einfliefen konnen. Die Umsetzung der Entscheidungen fiir die Metrik
erfolgt nicht in diesem sondern in Kapitel 5.

Zunichst werden in Unterkapitel 4.1 die Systeme und Metriken grundlegend betrachtet. Welchen Wert
liefern die Metriken dem Benutzer zuriick, welche Eigenschaften einer App werden dafiir betrachtet
und welche Aussage kann dadurch iber das Vertrauen in eine App getroffen werden?

In Unterkapitel 4.2 werden die jeweiligen Faktoren betrachtet, die in die Metrik einflieflen kénnen
und welche Bereiche sie beeinflussen. Ausfiithrlich wird dann in den Unterkapiteln 4.3 bis 4.5 un-
tersucht, wie die Faktoren Reputation, Nutzung und verlangte Permissions einer App in die Metrik
einflieffen. Den Ansatz der Kontroll- und Datenflussanalyse, welcher in keiner der bestehenden
Vertrauensmetriken Verwendung findet, wird in Unterkapitel 4.6 untersucht.

Abschlieflend wird in Unterkapitel 4.7 tiberlegt, wie andere Elemente wie der Entwickler oder der
App-Marktplatz, aus welchem die App bezogen wird, das Vertrauen in die App beeinflussen kénnen.

4.1. Grundaussage einer Vertrauensmetrik

Die erste Uberlegung beziiglich einer Metrik sollte sein, welche Aussage mit ihr getroffen werden soll.
Eine Metrik fiir das Vertrauen in eine App sollte dem Betrachter eine Aussage geben kénnen, ob er
diese App installieren will oder es lieber lassen sollte. Die Entscheidung des Installierens oder nicht
Installieren wird aber auch oft dadurch beeinflusst, dass sich viele andere Apps finden lassen, welche
dieselbe Aufgabe erfiillen. Es gilt also zu ergriinden, wie der Wert einer Metrik aussehen sollte, damit
er auf beide Probleme angewendet werden kann.

Als néchstes stellt sich natiirlich die Frage, was das Vertrauen in eine App bedeutet und wie eine Metrik
dieses berechnen konnte. In Kapitel 2 wurde in der Definition 2.3.2 auf Seite 18 fiir den Ansatz diese
Arbeit bestimmt, dass einer App vertraut wird, wenn sie die versprochenen Funktionalititen bietet,
private Daten nicht gegen den Wunsch des Besitzers weitergibt und méglichst niedriges Potenzial
besitzt, um Schaden anzurichten. Um dafiir eine Metrik aufstellen zu konnen, miissen messbare Werte
- im Folgenden Faktoren genannt - gefunden werden, durch welche sich Werte fiir das Vertrauen in
die drei Bereiche aus der Definition errechnen lassen.
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4. Anforderungen und Umsetzungen

In diesem Unterkapitel wird die Fragestellung der am besten geeigneten Werteskala fiir die Metrik und
welche Aussage aus dem Ergebnis der Metrik getroffen werden kann behandelt. Auflerdem werden
Uberlegungen angestellt, wie die drei Bereiche aus der Definition zueinander in Relation gestellt
werden und der individuellen Wichtigkeit eines Benutzers angepasst werden kénnen. Mit den Faktoren
beschaftigt sich, wie in der Einleitung des Kapitels angekiindigt, erst das niachste Unterkapitel 4.2.

4.1.1. Die Werteskala

Um eine ideale Werteskala fiir unsere Metrik zu finden, werden nun einige Uberlegungen angestellt.
Es wird aber auch auf die bereits in Unterkapitel 3.4.4 vorgestellten Metriken eingegangen werden
und diese auf ihre Tauglichkeit tiberpriift.

Der einfachste Ansatz fiir das Ergebnis der Metrik wire eine binire Entscheidung, die Vertrauen
oder kein Vertrauen zurickliefert. Dies ist jedoch ein sehr simpler Ansatz und es fillt schwer eine
Grenze zu ziehen. Wo setze ich diesen absoluten Bruch an? Sollen wir eher einer App misstrauen oder
riskieren zu naiv zu sein? Und wie verhalten sich zwei Apps zueinander, denen beiden vertraut wird?
Fiir welche sollte ich mich entscheiden? Eine binédre Entscheidung liefert fiir unsere Anforderungen
keine zufriedenstellende Werteskala.

Dini et al. [DMM™13] gehen lediglich einen Schritt weiter. Sie unterteilen das Maf des Vertrauens in
eine trindre Entscheidung. Einer App wird entweder als vertrauenswiirdig (d.h.: ,Die App funktioniert
korrekt und sollte keine bosartigen Funktionalititen verbergen.”), nicht vertrauenswiirdig (d.h.: ,Die
App konnte die Sicherheit des Smartphones gefihrden.) oder triigerisch (d.h.: ,Weder funktioniert die
App korrekt, noch ist sie sicher”). Hier ergibt sich wie bei einer bindren Entscheidung das Problem,
dass die einzelnen Kategorien zu weit gefasst sind.

Der Vorteil einer groben Kategorisierung ist jedoch, dass die Metrik eine klare und unmissverstandliche
Aussage trifft. Dies dient also als eine einfache Orientierung fiir den Betrachter des Ergebnisses.

Die am feinsten gegliederte Skala der aufgefiihrten Metriken ist jene im Prozentbereich, wie sie
Yan et al. [YLNY13] beziehungsweise Kuehnhausen und Frost [KF13] verwenden. Sie ldsst uns einen
groflen Spielraum bei der Bewertung des Vertrauensmafles. Jedoch muss hier darauf geachtet, dass
beim Benutzer keine Verwirrung entsteht. Was bedeutet beispielsweise ein Vertrauen von 60%? Ist
dies ein guter Vertrauenswert oder ein schlechter?

Die in dieser Arbeit verwendete Losung ist ein Hybrid aus einer Einteilung in Kategorien und einem
parallel berechneten prozentualen Vertrauenswert. Die Kategorien geben einen Anhaltspunkt wie
eine App einzuordnen ist und welche Griinde fiir einen gesenkten Vertrauenswert gesorgt haben. Der
prozentuale Wert sorgt fiir eine feinere Granularitat, um innerhalb der Kategorien eine Unterscheidung
zu ermoglichen.

Diese Losung verbindet die Vorteile beider Ansétze: Der Benutzer kann einschitzen, was der Vertrau-
enswert bedeutet, den er bekommt. Aber Apps, die nur aus einem einzelnen oder wenigen Griinden
in eine schlechtere Kategorien gerutscht sind, lassen sich leichter als solche erkennen. Aufierdem
wird dem Benutzer eine Moglichkeit geboten Apps zu vergleichen, welcher eher zu vertrauen ist,
selbst wenn beide in einer guten Kategorie eingeordnet sind.
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4.1. Grundaussage einer Vertrauensmetrik

Im Google Play Store miissen Apps in vier Bewertungsstufen eingeteilt werden!. Diese beschiftigen
sich jedoch mit dem Inhalt einer App wie anziigliche Inhalte und Gliicksspiel. Einzig das Abrufen und
Veroftentlichen des Standortes spielt in dieser Bewertung und auch in unserer eine Rolle. Ansonsten
sind diese Bewertungen fiir unseren Ansatz nicht zu gebrauchen.

Deswegen werden zum Zweck der Einordnung fiinf eigens aufgestellte Kategorien verwendt (siehe
Abbildung 4.1), welche die Vertrauenswiirdigkeit einer App reprasentieren sollen. Diese Kategorien
sind:

o K1: Volles Vertrauen: Aus keinem der einzelnen Bereiche gibt es Grund Bedenken beziiglich
des Vertrauens in die App zu haben. Um in diese Kategorie fallen zu konnen, muss die App
durchweg sehr gut bewertet sein und darf keinerlei Permissions besitzen, welche die Security
oder Privacy gefahrden konnen.

o K2: Hohes Vertrauen: Die App hat keine perfekte Bewertung oder besitzt kritische Permissi-
ons beziiglich Privacy und Security. Die Nutzung und die Bewertung lassen trotzdem darauf
schlieflen, dass die Funktionalitat der App gut ist und ein erh6htes Gefahrenpotenzial oder eine
Weitergabe privater Daten wurde nicht festgestellt.

o K3: Geringe Bedenken: Funktionalitat, Gefahrenpotenzial oder Umgang mit privaten Daten
geben Anlass zu geringen Bedenken. Das Rating und die Nutzung kann Hinweise auf kleine
Mingel an der Funktionalitat geben. Die Permissions der App konnen verdéchtig erscheinen.
Daten wie Standort und Telefon-ID werden an Werbeserver weitergegeben.

o K4: Griflere Bedenken: Diese Kategorie besagt, dass entweder die Funktionalitat wahrscheinlich
deutliche Méngel aufweist, ein erhohtes Schadpotential besteht oder private Daten, die iiber
Werbezwecke hinaus gehen wahrscheinlich an Dritte weitergegeben werden.

« Kb5: Geringes Vertrauen: In dieser Kategorie landen Apps mit wahrscheinlich stark eingeschrank-
ter Funktionalitit, mit gemeldeten Fehlverhalten, was das Schadpotenzial angeht und der
wahrscheinlichen Weitergabe privater Daten wie persénlichen SMS oder den gespeicherten
Kontakten im Smartphone.

Es ist dabei eher unwahrscheinlich, dass eine App in Kategorie K1 landet, da viele Apps kritische
Permissions bendtigen, um ihre Funktionalitit umsetzen zu kénnen. Ein volles Vertrauen kann einer
App jedoch nicht geschenkt werden, wenn sie auch nur das geringste Potenzial besitzt, Schaden
anzurichten. Diese Kategorie dient primér dazu, dass eine vollstindige Definition des Wertebereichs
besteht.

Realistisch gesehen ist Kategorie K2, welche ein hohes Vertrauen bedeutet, der beste Wert den eine
App erreichen kann. Auf Grund verschiedener Faktoren kann eine App in die Kategorien K3 bis K5
eingeordnet werden. Kategorie K5 kommt dabei der Empfehlung gleich, die App in keinem Fall zu
installieren. Um eine solche Empfehlung geben zu konnen, sollten begriindete Zweifel vorliegen der
App nicht zu vertrauen. Deswegen wird dieser Kategorie nur erreicht, wenn eine aktive Riickmeldung
zum Fehlverhalten der App vorhanden ist und nicht ausschliellich auf Grund von Vermutungen.
Dazu mehr in Unterkapitel 4.2.

'http://g00.gl/Bd7tmo
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4. Anforderungen und Umsetzungen
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Abbildung 4.1.: Die Kategorien, in welche eine App fallen kann.

Eine App fillt dabei in die schlechteste Kategorie, in die sie in einem der drei Bereiche eingeordnet
wurde. Besitzt eine App beispielsweise gute Ratings und wird viel genutzt, fallt sie also in Kategorie K2
beziiglich der Funktionalitit. Gibt die App den Standort zu Werbezwecken an Werbeserver weiter
landet sie in Kategorie K3 beziiglich dem Umgang mit privaten Daten. Wurde haufiger Guthabenverlust
gemeldet, wodurch der Verdacht sich verstarkt, dass die App heimlich im Hintergrund SMS an
Premiumnummern schickt, fallt sie im Gefahrenpotenzial in Kategorie K5. Damit fillt die App im
gesamten Vertrauen in Kategorie Kb5.

Aus diesem Beispiel wird ersichtlich, dass kein klares Mapping zwischen Vertrauenswert und der Ver-
trauenskategorie, in welche die App fallt, moglich ist. Durch ihr relativ gutes Abschneiden in Hinblick
auf Funktionalitat und Umgang mit privaten Daten kann der Vertrauenswert der App immer noch
vergleichsweise hoch sein. Aus diesem Grund spielt in solchen Sonderfillen die Vertrauenskategorie
eine sehr wichtige Rolle.

Da diese Metrik nicht den Anspruch stellt als Sicherheitssoftware zu agieren, sondern nur den Verdacht
liefert, dass eine App Schaden anrichten kann, bleibt es dariiber hinaus dem Benutzer tiberlassen der
App trotzdem zu vertrauen. Hierbei ist jedoch die Kommunikation wichtig, aus welchem Grund die
App in die schlechte Kategorie fallt und warum ihr Vertrauenswert trotzdem so hoch ist.
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4.1. Grundaussage einer Vertrauensmetrik

Um den Einfluss der einzelnen Bereiche moglichst stark zu halten wird fiir den Vertrauenswert
der App die Summe der einzelnen Vertrauenswerte in die Bereiche verwendet. Fiir Funktionalitt,
Gefahrenpotenzial und Umgang mit privaten Daten wird also ebenfalls ein Vertrauenswert auf der
Skala von 0 bis 100% berechnet.

Nachdem mit dieser Hybridl6sung der Wertebereich der Skala festgelegt wurde, wird im néchs-
ten Unterkapitel iiber die Gewichtung diskutiert, mit welcher die drei Bereiche Einfluss auf den
Vertrauenswert nehmen.

4.1.2. Individualitat des Vertrauens

Wie bei der Aufstellung der Definition fiir Vertrauen in eine App schon festgestellt wurde, ist Vertrauen
eine individuelle Ansicht. Die drei Bereiche Funktionalitit, Gefahrenpotenzial und Umgang mit
privaten Daten konnen dabei fiir jeden Benutzer von unterschiedlicher Wichtigkeit sein. Manche
Benutzer legen mehr Wert auf hohe Funktionalitit als auf ein niedriges Gefahrenpotenzial, andere
sind darauf bedacht, dass ihre privaten Daten nicht in die Hénde Dritter gelangen. Deswegen sollte
dem Nutzer die Moglichkeit geboten werden die Bereiche zu gewichten.

Fiir die Metrik in dieser Arbeit stehen dem Benutzer vier Stufen der Wichtigkeit zur Verfiigung:

o WI1: Sehr wichtig: Dieser Bereich ist dem Benutzer sehr wichtig. Er wird deutlich stirker
gewichtet.

« W2: Wichtig: Der Bereich spielt fiir den Benutzer bei einer App eine Rolle. Dies ist die Standar-
deinstellung und sorgt fiir eine gleichmaflige Gewichtung, wenn keine Anpassungen an der
Gewichtung durch den Benutzer durchgefiihrt wurden.

« W3: Weniger Wichtig: Der Bereich ist dem Benutzer weniger wichtig als die anderen. Er wird
bei der Berechnung des Vertrauenswertes schwicher gewichtet.

« W4: Unwichtig: Flie3t nicht in die Berechnung mit ein. Sorgt damit auch nicht fiir die Einordnung
in die Kategorien.

Die Gewichtungen W1 bis W3 bestimmen dabei priméar den Einfluss, den ein Bereich auf den Vertrau-
enswert nimmt. Die Gewichtungen stehen fiir den Multiplikationsfaktor, mit welchem die Bereiche
bei der Aufsummierung verrechnet werden.

Lediglich wenn ein Bereich mit W4 gewichtet ist sorgt er nicht mehr dafiir, dass eine App auf Grund
der Kategorie in diesem Bereich in diese Gesamtkategorie abrutscht. Selbst wenn aus dem obigen
Beispiel das Gefahrenpotenzial mit W3 gewichtet wire und beide anderen Bereiche mit W1, wiirde
die App trotzdem in Kategorie K5 fallen. Ein anderes Vorgehen wiirde die Idee hinter den Kategorien
zunichtemachen.

Nachdem die Werteskala fiir Vertrauenswert und Vertrauenskategorien aufgestellt wurde und die
Verrechnung und Gewichtung der einzelnen Bereiche dafiir bestimmt wurde, werden nun die Faktoren
betrachtet, die Einfluss auf das Vertrauen in eine App beziehungsweise einen der drei Bereiche der
App haben.
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4. Anforderungen und Umsetzungen

Metrik von ‘ Ratings Permissions Nutzung Problemmeldungen
Yan et al. [YLNY13] ja nein ja nein
Kuehnhausen et al. ja ja nein nein

Dini et al. [DMM'13] ja ja nein ja

Tabelle 4.1.: Ubersicht welche Vertrauens-Faktoren in den betrachteten Metriken ein Rolle spielen.

4.2. Die Faktoren und Bereiche

In den betrachteten Metriken spielen unterschiedliche Faktoren eine Rolle beztiglich des Vertrauens
in eine App. Aus ihnen lassen sich Werte beziiglich des Vertrauens in eine App berechnen. Eine kurze
Ubersicht, welche Faktoren von wessen Metrik verwendet wurden, liefert Tabelle 4.1.

Diese Faktoren werden im Folgenden ausfiihrlich erklart und Uberlegungen angestellt, welche unserer
drei Bereiche (Funktionalitat; Gefahrenpotenzial; Zugriff auf private Daten) durch sie beeinflusst
werden.

Ratings spielen bei Yan et al. [YLNY13] wie auch bei Kuehnhausen und Frost [KF13] eine Rolle. Uber
diese subjektive Bewertung der App durch Benutzer lassen sich primar Schliisse iber die Funktionalitat
der App ziehen. Eine schadhafte App tendiert dazu ein schlechteres Rating zu haben, aber es fallt eher
schwer dies bewerten zu konnen. Uber den Umgang der App mit privaten Daten lassen sich ebenfalls
eher keine Schliisse ziehen, da die wenigstens Nutzer Einsicht in diese Vorginge haben und so ein
Einfluss auf ihre Bewertung fur die App unwahrscheinlich erscheint. Eine ausfithrliche Uberlegung
zu Ratings findet sich in Unterkapitel 4.3.1.

Permissions werden von Kuehnhausen und Frost [KF13] sowie Dini et al. [DMM™"13] in der Metrik
verwendet. Man konnte die Permissions verwenden, um eine Aussage iiber die Funktionalitit der App
zu machen (zum Beispiel wire es fiir eine Foto-App hinderlich nicht die CAMERA Permission zu besit-
zen), doch dieser Ansatz ist sehr wage und wird nicht weiter verfolgt. Einen besseren Anhaltspunkt
liefern die Permissions fir das Gefahrenpotenzial. Auch lassen sich Schliisse fiir den Umgang mit
privaten Daten ziehen, da ein Missbrauch hier nur méglich ist, wenn die App dazu auch die nétigen
Permissions besitzt um darauf zugreifen zu konnen. Wie dies in der Metrik umgesetzt wird, wird in
Unterkapitel 4.5 erlautert.

Durch die Nutzung der App versuchen Yan et al. [YLNY13] auf die Funktionalitit der App zu schlieffen.
Wird eine App viel genutzt, kann davon ausgegangen werden, dass sie die Funktionalitit bietet, die
der Nutzer von ihr erwartet. Hier greift fiir Gefahrenpotenzial und Missbrauch privater Daten dieselbe
Argumentation wie bei der Reputation. Wenn Benutzer das eine oder andere feststellen horen sie
eventuell auf die App zu nutzen, [pew12]. Jedoch ist es unmoglich festzustellen, ob dies die Griinde
dafiir sind. Wie die Nutzung in die Metrik einflie3t, erortert Unterkapitel 4.4.

Um die Unzufriedenheit von Benutzern mit einer App genauer ergriinden zu konnen, reicht es nicht
aus nur die Reputation oder die Nutzung zu betrachten. Deswegen sollte man ihm die Moglichkeit
der Problemmeldung gewihren. Dini et al. [DMM™13] lassen in ihrem Ansatz die Benutzer zu
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4.2. Die Faktoren und Bereiche
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Abbildung 4.2.: Faktoren, die das Vertrauen in eine App beinflussen und mit welchen messbaren
Werten sie zusammenhangen.

verschiedenen Fehlverhalten der App eine Riickmeldung machen. Je nachdem, welche Moglichkeiten
zur Problemmeldung dem Benutzer gegeben werden, konnen dieses alle drei Bereiche beeinflussen.
Gedanken dazu, welche Fragen beim Feedback gestellt werden und wie diese dann in der Metrik
umgesetzt werden, finden sich in Unterkapitel 4.3.3.

Ein Ansatz, der bei keiner der betrachteten Metriken eine Rolle spielt ist die Flussanalyse. Mit Hilfe
der Datenflussanalyse von TaintDroid [EGC*10] [EGC™ 14] lassen sich private Daten markieren (orig.
taint Data), sodass ein ungewollter Zugriff und Missbrauch dieser Daten bemerkt wird. Solche Zugriffe
verletzen eventuell den Wunsch des Benutzers, wie die App mit seinen privaten Daten umgeht. Mit
der Kontrollflussanalyse lassen sich die in Unterkapitel 3.4.2 erwéhnten Privilege Escalation Attacks
entdecken, iiber welche Daten und Permissions von Apps genutzt werden koénnen, die eigentlich
keinen Zugriff darauf haben sollten, was das Gefahrenpotenzial wie den Umgang mit privaten
Daten betrifft. Wie die Entdeckungen durch Flussanalyse in die Metrik einflieBen kénnen, wird in
Unterkapitel 4.6 beschrieben.

Insgesamt bieten sich also fiinf messbare Faktoren an, die fiir unsere Metrik eine Rolle spielen. All diese
Faktoren beeinflussen, wie bereits beschrieben, einen oder mehrere unserer drei Bereiche. Abbildung
4.2 fasst diese Zuordnung noch einmal zusammen.

Nun werden die verschiedenen Faktoren ausfiihrlich analysiert. Begonnen wird mit der Reputation
einer App, welche Ratings, Reviews und Problemmeldungen umfasst.
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Abbildung 4.3.: Anzeige von Ratings und Reviews im Google Play Store. Diese konnen als Quelle
fiir eine Vertrauensmetrik verwendet werden.

4.3. Reputation

Reputation ist ein wichtiger Faktor, um das Vertrauen in eine App berechnen zu kénnen. Drei Faktoren
lassen sich fiir die Reputation in eine App zurate ziehen: Ratings, Reviews und Problemmeldungen.
Diese lassen sich in strukturierte und unstrukturierte Daten unterteilen, wobei Ratings und Problem-
meldungen in erstere und Reviews in letztere Kategorie fallen. Ratings werden in den meisten Fallen
auf einer Skala von einem bis fiinf Sternen abgegeben, Problemmeldungen sind vorwiegend eine
binidre Entscheidung (eine Problemmeldung wurde abgegeben oder nicht). Reviews im Gegensatz
sind Flie3texte, denen kein direkter Wert entnommen werden kann. Eine tiefgehende Analyse des
Textes muss durchgefithrt werden, um eine Erkenntnis daraus gewinnen zu kénnen.

Ratings und Reviews lassen sich leicht aus den verschiedenen App-Marktplatzen beziehen, etwa dem
Google Play Store (Siehe Abbildung 4.3). Fiir Problemmeldungen besteht keine solche Quelle, vor allem,
wenn man selber auswihlen will, welche Probleme betrachtet werden sollen. Hierfiir ist ein eigenes
System beziehungsweise Konzept notig. Fiir Ratings und Reviews konnte auch ein eigenes System
verwendet werden, doch gerade die Vielzahl an Bewertungen in den App-Marktplatzen stellen einen
Vorteil da, der mit einem eigenen System nur schwer zu erreichen wire.

Dass Reputationssysteme einige Schwiachen haben wurde in Unterkapitel 3.1 bereits angesprochen.
Angriffe, um die Bewertung einer App gezielt besser oder schlechter zu machen stellt ein Problem dar.
Es gibt Moglichkeiten ein eigenes System gegen solche Angriffe robuster zu machen und Ansitze,
Daten anderer Systeme zu interpretieren, wenn iiber deren Sicherheit gegen solche Angriffe keine
Aussage gemacht werden kann. Wie diese Probleme in den bereits bestehenden Systemen behandelt
wurden, wird im Folgenden beschrieben, wenn auf die einzelnen Werte eingegangen wird.

Zunachst werden nun Ratings betrachtet und wie sie Einfluss auf das Vertrauen in eine App nehmen
kénnen.

4.3.1. Rating

Wie bereits erwahnt stellt ein App-Store eine gute Quelle fiir die Ratings einer App dar. Natiirlich
lasst sich hier nur schwer feststellen, wie und ob das System gegen Angriffe gesichert ist. Um eine
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Bewertung abgeben zu kénnen, muss man nur ein Google-Profil besitzen und die App auf einem
Gerit installiert haben. ,Bad Mouthing®, das Senken der Wertung einer App durch zahlreiche Abgabe
falschlich schlechter Bewertungen, und ,Ballot-Stuffing®, die Erh6hung der Wertung einer App durch
bewusst zu gute Bewertungen, stellen dadurch durchaus mogliche Angriffsmethoden dar.

Was jedoch fiir eine Quelle wie den Play Store spricht, ist seine hohe Anzahl an Nutzern. Je mehr
Personen eine App bewerten, desto mehr ,falsche Bewertungen® werden bendétigt, um eine Auswir-
kung zu haben. Diese Uberlegung ldsst sich mit dem Ansatz von Kuehnhausen und Frost [KF13]
kombinieren. Sie berechnen, welche Zuversicht man in das Rating haben kann und verwenden dazu
unter anderem die Anzahl der Ratings fiir eine App. Dafiir verwenden sie die Studentsche t-Verteilung
und kommen zu guten Ergebnissen.

Als zweites MafB fiir die Zuversicht in das Rating wird die Verteilung der Ratings von Kuehnhausen
und Frost [KF13] verwendet. Dabei wird betrachtet, ob die Ratings sich gleichmaf3ig verteilen (nicht
zu hohe Zuversicht in den Wert des Rating), gegen einen Wert (hohe Zuversicht) korrekt oder gegen
zwei Werte (kaum Zuversicht) tendieren.

Die Werte fiir die Zuversicht in das Rating werden anschliefend mit dem durchschnittlichen Rating
der App verrechnet und daraus ergibt das Vertrauen in eine App beziiglich der Ratings. Diese Metrik
kommt dem Problem von falschen Bewertungen teilweise bei und gibt durch die Analyse der Verteilung
der Ratings einen guten Anhaltspunkt, ob der Wert der Ratings aussagekraftig ist. Aus diesem Grund
wird die Metrik fur Ratings von Kuehnhausen und Frost [KF13] fiir die Metrik in dieser Arbeit
ibernommen.

Angemerkt werden sollte, dass eine Metrik beziiglich der Ratings immer an Aussagekraft verliert,
wenn nicht genug Ratings fiir eine App vorliegen. Laut der Analyse des Google Play Stores von
AppBrain.com gab es Ende November 2014 iiber eine halbe Millionen Apps mit weniger als drei
Ratings, was vierzig Prozent der Apps ausmacht. Von diesen lasst sich eher kein verldsslicher Wert fiir
das Vertrauen gewinnen. Kuehnhausen und Frost [KF13] wiahlen in ihrer Metrik die Mindestanzahl
von sieben Ratings fiir eine App. Ansonsten ist das Vertrauen in eine App auf Grund der Ratings in
ihrer Metrik 0.

Einer App nicht zu vertrauen, da eine Aussage iiber ihre Vertrauenswiirdigkeit nicht moéglich ist, ist
besser, als ihr unbegriindet zu vertrauen. Ist das Vertrauen in die Funktionalitdt einer App durch
diesen Grund 0, sollte dem Benutzer jedoch auf jeden Fall kommuniziert werden, warum dies der Fall
ist.

Im Folgenden werden einige Gedanken zu Reviews angestellt und wie sie fiir das Vertrauen einer
App eine Rolle spielen konnten.

4.3.2. Reviews

Kuehnhausen und Frost [KF13] verwenden Reviews als Faktor fiir ihren Vertrauenswert. Sie analysie-
ren die Reviews auf Schreibfehler und die Anzahl der lobenden und kritisierenden Worte. Mit ersterem
stellen sie fest, ob das Review selber vertrauenswiirdig ist, wobei eine bessere Rechtschreibung ein
héheres Vertrauen bewirkt. Mit der Anzahl der lobenden oder kritisierenden Worte wird die Stimmung
des Reviews erfasst und aus dieser das Vertrauen in die App aufgrund des Reviews berechnet.
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Diese Berechnung liefle sich noch erweitern. Im Google Play Store etwa lassen sich Reviews von
anderen Benutzern bewerten. Einem sehr positiv bewertetem Review konnte trotz Schreibfehlern
Vertrauen geschenkt werden. Eine stiarkere Gewichtung eines solchen Reviews wire auch eine
Uberlegung.

Ebenfalls konnten die Reviews nach bestimmten Schlagworten wie zum Beispiel ,Virus® oder dhnlichen
Warnungen gesucht werden und bei einer entsprechend hohen Anzahl der Vertrauenswert beziiglich
Gefahrenpotenzial gesenkt werden.

Die Reviews leiden jedoch unter demselben Problem wie die Permissions, nicht jede App besitzt
Reviews. Dabei wiegt die Zahl der Apps ohne Reviews noch schwerer. In der Testmenge von Kuehn-
hausen und Frost [KF13] besaflen tiber 58% der Apps keine Reviews.

Auf Grund des grofien Mangels an Reviews und der Tatsache, dass unstrukturierte Daten schwerer zu
erfassen sind und keine fiir diese Arbeit zufriedenstellenden Werte lieferte, wurde entschieden, dass
Reviews nicht in die Metrik mit einflieffen. Aus diesem Grund finden sie auch nur an dieser Stelle der
Vollstandigkeit halber Erwahnung.

4.3.3. Problemmeldungen

Reviews stellen fiir den menschlichen Benutzer gesehen eine gute Informationsquelle dar. Die textuelle
Beschreibung kann hinweise auf Schwéchen einer Apps hinweisen und auch aus anderen Griinden
vor ihr warnen. Die automatische Analyse solcher Texte liegt jedoch jenseits des Umfang dieser
Arbeit.

Eine Moglichkeit gezielte Informationen tiber eine App beziehen zu kénnen bieten dabei Problemmel-
dungen. MAETROID, das von Dini et al. [DMM™13] entworfene System, verwendet Problemmeldun-
gen, um den statisch berechneten Vertrauenswert in eine App dynamisch anpassen zu kénnen.

Zu diesem Zweck kann ein Benutzer zu fiinf moglichen, festgestellten Fehlverhalten der App Riickmel-
dung geben, ob diese gar nicht, selten oder oft aufgetreten sind. Die moglichen Fehlverhalten wurden
dabei danach ausgewahlt, dass sie gute Indikatoren fiir Malware Apps darstellen. Diese méglichen
Fehlverhalten sind dabei Abstiirze, erhéhter Batterieverbrauch, Usability, Guthabensverlust (durch SMS)
und Bugs.

Ziel dieser Metrik sollte es jedoch sein ein Fehlverhalten einem der drei Bereiche zuweisen zu
konnen und nicht eine allgemeine Aussage zu téitigen. Abstiirze, Usability und Bugs lassen sich dabei
der Funktionalitdt der App zuordnen. Erhohter Batterieverbrauch und Guthabensverlust (durch SMS)
betreffen das Gefahrenpotenzial der App. Fiir dieses lassen sich noch die Moglichkeiten Versteckte
Installation oder Deinstallation von Apps sowie Gebiihren durch Netzwerkaufkommen hinzufiigen.

Die Datenflussanalyse durch TaintDroid lasst sich verwenden, um Problemmeldungen beziiglich
des Umgangs mit privaten Daten abzugeben. Da der Benutzer ohne ein Werkzeug keine Einsicht
besitzt was mit seinen Daten geschieht, benétigt er ein Hilfsmittel um bessere Riickmeldung geben
zu konnen. Die Méglichkeit von TaintDroid werden nicht an dieser Stelle, sondern in Unterkapitel 4.6

behandelt.
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Abbildung 4.4.: Méglichkeiten in der TrustGo App entdeckte Probleme einer App zu melden.

Durch diese direkte Bewertung beziiglich des Fehlverhaltens einer App kann guter Riickschluss auf
die App in den drei Bereichen gezogen werden und das Vertrauen der App kann in Kategorie K4
fallen, denn hier verlassen wir das Feld der Spekulationen wie bei den Ratings und Reviews. Trotzdem
bleibt es natiirlich in den meisten Féllen die subjektive Wahrnehmung von Benutzern.

Fir die Metrik dieser Arbeit wurden nun spezielle Riickmeldungen festgelegt. Da es kein System
gibt, das genau diese abfragt, sollte ein eigenes geschaffen werden. Dazu gibt es zwei verschiedene
Moglichkeiten.

Der eine Ansatz ist es dem Benutzer eine Meldemdglichkeit zu gewéhren, die dieser wahrnehmen
kann, wenn er will. Ein Beispiel dafiir wire die Meldefunktion der App TrustGo? wie in Abbildung
4.4 zu sehen. Bei dieser kann mit einer Meldung ein Fehlverhalten der App gemeldet werden.

Im Gegensatz zur ausschlielichen Meldung von Fehlverhalten beinhaltet MAETROID die Mog-
lichkeit auch abzusenden, dass alles mit dem System in Ordnung ist. Dadurch besitzt die von Di-
ni et al. [DMM'13] vorgeschlagene Riickmeldung auch die Méglichkeit des positiven Feedbacks.
Dazu muss eine App jedoch bei jeder Meldung auf alle vorhandenen Riickmeldepunkte bewertet
werden und ein Benutzer kann eine App nur ein einziges Mal bewerten.

Fiir die Metrik dieser Arbeit wird der Ansatz von Dini et al. [DMM™13] gewihlt. Will ein Benutzer
eine App bewerten, wird er zumindest zu allen Moglichkeiten aus einem der drei Bereiche befragt, zu
dem er ein Problem melden will. Pro Benutzer gibt es auch nur eine Riickmeldung, sollte der Benutzer
eine neue Problemmeldung senden, werden die Werte der alten Problemmeldung denen der neuen
angepasst.

*http://www.trustgo.com/
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Abbildung 4.5.: Ein Beispiel fiir eine Windows Problemmeldung, bei welcher nach der Erlaubnis des
Benutzers zusitzliche Informationen mitgesendet werden.

Uberlegenswert wire auch eine Problemmeldung, welche vorgefallene Probleme automatisch sammelt
und nachdem der Benutzer es legitimierte an einen Server schickt. Vergleichbar mit der Windows
Problemmeldung (siehe Abbildung 4.5).

Dazu kénnen die Ergebnisse von TaintDroid fiir private Daten oder logcat-Informationen® beziiglich
Abstiirzen einer App mitgeschickt werden. Dadurch lassen sich préazisere Aussagen treffen, als nur
durch die Vermutungen des Benutzers.

Das Problem ist, dass sich jedoch nicht alle vorgeschlagenen Probleme systematisch feststellen lassen.
Es ist fiir die moglichen messbaren Werte auf jeden Fall ein guter Ansatz, der weiter verfolgt werden
sollte. In dieser Arbeit wird er jedoch keine Verwendung finden.

Angriffe auf das System mit unberechtigten Problemmeldungen sollten natiirlich verhindert werden.
Dazu gibt es zwei wichtige Verteidigungsmechanismen. Zum einen sollte immer klar sein, von wem
die Problemmeldung kommt. Dazu empfiehlt sich zum Beispiel die Verkniipfung mit der Problemmel-
dungen mit dem Google-Account (ohne welchen die Person sowieso keine Android Apps verwenden
konnte). Dariiber hinaus schlagen Dini et al. [DMM™13] einen Zeitfaktor als Bremse vor. Werden
massenhaft Problemmeldungen in kurzer Zeit abgegeben, ist davon auszugehen, dass es sich dabei
um kein gewdhnliches Benutzerverhalten, sondern um einen Angriff handelt. Die Effektivitat dieses
Ansatzes bewiesen sie in mehreren Experimenten.

Eine weitere Moglichkeit, um vor falschen Meldungen zu schiitzen, stellt die Uberpriifung dar, ob
eine Problemmeldung iiberhaupt Sinn macht. Guthabensverlust durch von der App versendete SMS
ist nicht moéglich, wenn diese App gar nicht die Permissions besitzt SMS versenden zu kénnen. Mit
diesen Vorkehrungen sind die Problemmeldungen gegen die meisten Angriffe robust.

*siehe: http://developer.android.com/tools/help/logcat.html
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Wie aus dem Nutzerverhalten einer App Schliisse auf deren Funktionalitat gezogen werden kénnen,
wird im nichsten Unterkapitel betrachtet.

4.4. Nutzerverhalten der App

Einen Anhaltspunkt fiir die Qualitdt und Funktionalitat einer App gibt das Nutzerverhalten. Wenn eine
App gut ist und die Funktionalitaten bietet, die sie verspricht, wird ein Benutzer sie auch verwenden,
so der Grundgedanke. Eine App benutzen, heift Vertrauen in sie haben. Daraus lasst sich ein Wert
gewinnen.

Eine sehr grobe Losung bieten Girardello und Michahelles [GM10b] [GM10a]. Sie entwickelten eine
App namens AppAware, welche von Benutzern auf ihrem Smartphone installieren wird. Diese App
iiberwacht, wenn Apps installiert, deinstalliert und upgedatet werden. Entsprechend der letzten Aktion
eines Benutzers bei einer App bekommt diese einen Wert zugewiesen (deinstalliert 0,0; installiert 0,9;
Update 1,0). Aus den Riickmeldungen aller Benutzer fiir eine App wird der Mittelwert berechnet.

Wenn auch simpel, stellt die Uberlegung von Girardello und Michahelles einen guten Ansatz dar. Fir
die Metrik wiirde es sich also anbieten zu messen, wie oft eine App wieder deinstalliert oder geupdatet
wurde und daraus auf die QUalit4t und Funktionalitat der App zu schlieflen. Jedoch weisen Girardello
und Michahelles selber auf die Schwache hin, dass ihre Metrik darauf baut, dass schlechte Apps
auch wirklich deinstalliert werden. Da die meisten Updates von Apps iiber den Play Store komplett
automatisch oder ohne allzu grofies Mitwirken des Benutzers vonstattengehen, ist das Update einer
App auch nicht zwangsweise ein gewichtiger Faktor fiir das Vertrauen in die App. Fiir die Metrik ist
dieser Ansatz weniger zu gebrauchen.

Eine Verfeinerung sollte also in Betracht gezogen werden, in welcher analysiert wird, ob eine App
nach der Installation auch wirklich genutzt wird und wenn ja wie oft und wie viel. Mit dieser
Fragestellung beschiftigt sich wie bereits erwahnt TruBeRepec von Yan et al. [YLNY13]. Sie fithrten eine
groflangelegte Benutzerstudie durch, um herauszufinden, wie das Nutzerverhalten mit dem Vertrauen
in eine App zusammen hangt und stellten mit Hilfe dessen eine komplexe Metrik aufgestellt.

Fiir das Nutzerverhalten einer App fliefen etwa die Anzahl der Nutzungen, die Zeit der Nutzung und
die Nutzungshaufigkeit der jeweiligen App, aber auch aller anderen Apps als Vergleichspunkt ein.
Informationen wie genutzte und vorhandenen Feature einer App spielen ebenfalls eine Rolle. Dieses
Herangehen benétigt eine Vielzahl an Informationen tiber die App und das Verhalten des Nutzers.

Fir diese Arbeit verwenden wir einen simpleren Ansatz als Yan et al. [YLNY13]. Dazu wird in einer
abgewandelten Funktion ihres Ansatzes fiir Nutzungsverhalten (siehe Gleichung (5.21) auf Seite 56) die
relative Nutzung einer App durch einen Benutzer berechnet. Unterschiedliche Benutzer verwenden
ihr Smartphone unterschiedlich oft und lange, deswegen stellt ein absoluter Wert der Nutzung einer
App kein gutes Maf} dar. Es sollte also betrachtet werden, wie oft ein Benutzer eine App im Vergleich
zu anderen Apps verwendet. Dadurch ist es egal, ob ein Benutzer sein Smartphone standig in der
Hand hat oder nur wenige Male am Tag benutzt.

Ein Problem stellt hier dar, dass manche Apps nur eine bestimmte Zeit am Tag verwendet werden,
wie etwa eine Wecker-App, die meistens nur einmal am Abend gestellt und sonst nicht verwendet
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wird, egal wie oft man das Smartphone verwendet. Dadurch ergibt sich fiir einen Viel- und einen
Wenig-Nutzer der gleiche absolute aber ein unterschiedlicher relativer Wert.

Bei der Aufstellung dieser Metrik machen wir die Annahme, dass sich das Verhéltnis der Smartphone-
Nutzer-Typen bei dhnlichen Apps dhnlich verhilt. Diese muss jedoch nicht den Tatsachen entsprechen
und sollte mit einer Studie unterstiitzt oder widerlegt werden. Sollte sie widerlegt werden, wire eine
Losung die Benutzer in verschieden Kategorien einzuteilen und ihren relativen Nutzungswert mit
einem Parameter zu versehen, sollte zwischen den einzelnen Benutzerkategorien eine eindeutige
Differenz bestehen. Dadurch lduft man jedoch wieder Gefahr den Wert zu verfilschen. Aus diesem
Grund geht diese Arbeit dem naiven Ansatz nach.

Um die relative Nutzung in einen aussagekraftigen Wert umzuwandeln wird zunichst der Mittelwert
der relativen Nutzung aller Benutzer, welche die App installiert haben berechnet. An dieser Stelle
kann die Deinstallation einer App mit einbezogen werden. Dazu in Unterkapitel 4.4.1 mehr.

Die relativen Nutzung einer App mit der irgendwelcher Apps zu vergleichen wiirde kein aussa-
gekriftiges Ergebnis liefern. Vergleicht man eine Wetter-App mit einer Spiele-App, wird letztere
im Normalfall eine h6here Nutzung aufweisen. Deswegen sollte eine App mit jenen Apps aus der
selben Kategorie verglichen werden. Dies fithrt zu einem Ranking unter den Apps, wobei der relativ
am meisten genutzten App am meisten vertraut wird und der am wenigsten genutzten App am
wenigsten.

In jeder Kategorie gibt es also eine App geben, der auf Grund ihrer Nutzung zu fast 100% in ihre
Funktionalitat vertraut wird. Dieser Wert wird jedoch durch die Ratings und Problemmeldungen
verrechnet. Dass eine App also zu einem Zeitpunkt der Berechnung scheinbar volles Vertrauen erhalt,
nur weil sie besser als der Rest abschneidet wird wieder relativiert durch andere Faktoren. Wiirden
diese jedoch nicht mit eingerechnet werden, miisste man bei einem Ranking sehr vorsichtig sein. Ist
eine App vertrauenswirdiger als der Rest, bedeutet dies nicht, dass sie vertrauenswiirdig ist.

Im nichsten Unterkapitel wird die Deinstallation und die Nichtnutzung einer App in deren Vertrau-
enswert beziglich der Nutzung einflieen koénnen und ob zwischen diesen eine Unterscheidung
gemacht werden sollte.

4.4.1. Deinstallation und Nichtnutzung der App

Insgesamt wurden zwei Griinde ausgemacht, dass das Vertrauen in eine App auf Grund ihrer Nutzung
gegen Null strebt oder diesen Wert auch erreicht. Dies wére eine Deinstallation der App durch den
Benutzer oder wenn dieser die App lange Zeit nicht mehr verwendet. Die Frage, die sich stellt ist, ob
beide Fille gleich stark gewichtet werden sollen, oder ob sogar innerhalb der Falle Unterscheidungen
gemacht werden sollte.

Fiir eine starkere Gewichtung der Deinstallation spricht, dass dies ein aktives Vorgehen ist, mit
welchem man sich der App entledigt. Es muss Griinde geben, dass die App wieder deinstalliert wurde.
Jedoch sind diese Griinde nicht unbedingt klar. Dass es sich auf fehlende Funktionalitat oder andere
Griinde zurtickfithren lasst, muss nicht der Fall sein. Dass eine App direkt deinstalliert wird und der
Benutzer sie nicht einfach vergisst und nicht mehr nutzt, ist in diesem Fall eine Spekulation.
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Diesem Problem lief3e sich mit einer Nachfrage beikommen. Wenn der Benutzer eine App deinstalliert
kann eine Abfrage stattfinden, warum er dies tut. In Frage kimen Auswahlmoéglichkeiten wie:

App bietet nicht die versprochene/erwartete Funktionalitét.
« App ist schadhaft.

« App missbraucht private Daten.

Der Speicherplatz wurde benétigt.
« Kein bestimmter Grund.
+ Keine Angabe.

Die ersten drei Moglichkeiten kénnten auch detaillierter gehalten werden, vergleichbar mit den Pro-
blemmeldungen aus Unterkapitel 4.3.3 und 4.6.2. Wichtig ist auch, dass dem Benutzer die Moglichkeit
gegeben werden sollte, keine Angabe machen zu kénnen, wenn er nicht will - wobei die Unterschei-
dung, zwischen keine Angabe machen wollen und keinen bestimmten Grund haben, hervorzuheben
ist (letzteres ist immer noch eine Aussage fiir manche).

Wenn ein Benutzer langere Zeit eine App nicht verwendet, konnte ihm auch eine solche Nachfrage
gestellt werden. Die Punkte der schadhaften App und missbrauchten Daten wiirden dann wahrschein-
lich herausfallen, da eine solche App mit hoher Wahrscheinlichkeit sofort deinstalliert wird, wenn
der Benutzer sie entdeckt.

Dieses Herangehen hat jedoch seine Probleme. Die fiir die Metrik vorgeschlagenen Problemmeldungen
sind ein passives Meldesystem. Der Benutzer kann sich entscheiden ein Fehlverhalten der App zu
melden, wenn er dies fiir angemessen hilt. Die Abfrage zur Deinstallation oder bei Nichtnutzung
einer App sind jedoch aktiv und konnen dem Benutzer das Gefiihl geben, dass sie ihm aufgezwungen
werden. Gerade wenn eine App lange nicht mehr genutzt wird, kann eine Nachfrage in diesem Fall
als sehr aufdringlich empfunden werden oder gar als Aufforderung die App mehr zu verwenden
missverstanden werden kann.

Der Standpunkt dieser Arbeit ist es, dass der Benutzer gewillt sein muss, Probleme mit der App zu
melden und er nicht das Gefiihl haben soll, dass er dazu gezwungen wird. Folglich wird keine Abfrage
beziiglich der Griinde fiir Deinstallation oder Nichtnutzung einer App stattfinden. Da sich dann nur
tiber die Griinde spekulieren lasst, werden Deinstallation und Nichtnutzung gleich stark gewichtet,
wenn sie in den Vertrauenswert einflieen.

Nachdem die Nutzung einer App und deren Einfluss auf das Vertrauen in die Funktionalitét einer
App analysiert wurde, werden nun die Erkenntnisse behandelt, die aus den Permissions einer App
gezogen werden kénnen.
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4. Anforderungen und Umsetzungen

Metrik von Skala Einbezogene Werte

Peng et al. | Ranking mit Prozentangabe Permissions der App;. | |
Wert anderer Apps mit denen verglichen wird

Enck et al binire Entscheidun Neunteiliger Regelsatz
’ & (Zwei davon nicht mehr aktuell)

26 Permissi Is kritisch ei tuft); Anfor-
Sarma et al. binire Entscheidung ermissions (als kritisch eingestuft); Anfor

derung kritischer Permissions durch andere Apps

Tabelle 4.2.: Ubersicht iiber die verschiedenen Ansétze fiir Metriken fiir das Risiko durch Permissions

4.5. Permissions

Permissions geben einen Anhaltspunkt, welcher Schaden durch eine App entstehen kann. Es bietet
sich also an, zu betrachten, welche Permissions Gefahrenpotenzial beherbergen oder dazu genutzt
werden koénnen, um die privaten Daten des Benutzers zu entwenden. Eine Liste dieser Permissions,
die aus [SLG™12] {ibernommen und leicht modifiziert ist, findet sich in Anhang A.1.

Wie Chia et al. [CYA12] jedoch feststellten steigt die Anzahl der verlangten Permissions mit der
Funktionalitat einer App. Somit ist eine reine Betrachtung der verlangten Permissions kein gutes Maf3.
Welche Aussage fiir die Metrik jedoch gemacht wird, ist dass eine App, die eine kritische Permission
besitzt, nicht in Vertrauenskategorie K1 fallen kann.

Es wurden bereits einige Versuche unternommen, um das Risiko durch eine App auf Grund ihrer Per-
missions zu bewerten. Enck et al. [EOMO09] stellten zum Beispiel neun Regeln auf, welche Permissions
oder Kombinationen dieser enthielten, die oft von schadhaften Apps verwendet wurden.

Der aktuell am meisten genutzte Ansatz ist es, Permissions zu identifizieren, welche auf alle Apps
oder auf die Apps in einer Kategorie bezogen selten sind. Peng et al. [PGS™12] verwenden Bayes
Modelle, um Apps zu identifizieren, deren Zusammensetzung der verwendeten Permissions selten
ist. Sarma et al. [SLGT12] identifizieren seltene kritische Permissions und Kombinationen seltener
Permissions, um eine App als verdachtig zu markieren.

Fiir die Metrik in dieser Arbeit gehen wir einen dhnlichen, wenn auch simpleren Ansatz. Es bietet
sich an zu betrachten, wie wahrscheinlich die einzelnen kritischen Permissions fiir eine App in ihrer
jeweiligen Kategorie sind und daraus einen Mittelwert zu berechnen.

Ein weiterer Punkt, der ein Gespiir dafiir gibt, ob eine App mehr Permissions verlangt, als sie braucht
ist die Anzahl der durchschnittlichen kritischen Permissions in der Kategorie. Dazu bietet sich die
Metrik fiir das Vertrauen in die Anzahl der Permissions von Kuehnhausen und Frost [KF13][KF13].

Aus dieser Kombination der Wahrscheinlichkeit der kritischen Permissions und der Anzahl der
kritischen Permissions, die eine App verlangt, l4sst sich ein guter Wert dafiir gewinnen, wie es um
ihr Gefahrenpotenzial steht und ob sie mehr Zugriff auf private Daten verlangt, als in ihrer Kategorie
gewdhnlich ist.
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4.6. Kontroll- und Datenflussanalyse

Um das Gefahrenpotenzial zu kategorisieren, wird betrachtet, wie selten die kritischste Permission
einer App in der Kategorie ist. Dafiir miissen Werte fiir die Zuordnung festgelegt werden. Der Ansatz
von Sarma et al. schlagt dafiir vor, von der Installation einer App abzuraten, wenn sie eine Permissions
besitzt, die weniger als 2% der restlichen Apps die Permissions verlangen. Dies wird jedoch tiber alle
Apps im Appshop gesehen. Das Ziel von Sarma et al. ist es auch moglichst wenige Meldungen zu
erzielen. Auflerdem wollen Sarma et al. wie beschrieben nur eine binire Entscheidung, ob eine App
bosartig oder nicht ist.

Durch das Gefahrenpotenzial kann eine Aufteilung auf die drei Kategorien K2, K3 und K4 stattfinden.
Es stehen priméar Zahlen fiir die Verteilung von Permissions iiber alle Apps und nicht jene in einer
speziellen Kategorie zur Verfiigung. Dariiber hinaus kann sich die Wahrscheinlichkeitsverteilung tiber
die Permissions verandern. Fiir diese Arbeit wird die Verteilung: Wahrscheinlichkeit der Permissions
< 5% — K2; 5% < Wahrscheinlichkeit der Permissions < 50% + K3; sonst — K4. Die Aussagekraft
dieser Verteilung sollte mit einer Studie ergriindet werden. Werden keine kritischen Permissions
verlangt, kommt die App in Kategorie K1.

Die Einteilung beziiglich des Umgangs mit privaten Daten findet in anderer Weise statt. Auch wenn
die Permissions, die benétigt werden, um auf Daten zuzugreifen, in das Vertrauen einflieflen, wird die
Kategorie durch die Riickmeldungen bestimmt, die durch die Datenflussanalyse erméoglicht werden.

Als nachstes wird, die angesprochene Datenflussanalyse besprochen, aber auch ein Blick auf die
Kontrollflussanalyse geworfen.

4.6. Kontroll- und Datenflussanalyse

4.6.1. Kontrollfluss

Der Kontrollfluss kann genutzt werden, um die bereits in Kapitel 3 geschilderten Privilege Escalation
Attacks aufzudecken, wobei der primire Ansatzpunkt die Entdeckung von Apps ist, welche diese
Attacken erst ermoglichen. DroidChecker von Chan et al. bietet etwa eine statische Analysmoglichkeit,
um Apps zu finden, die Privilege Escalation Attacks erst méglich machen, indem sie den Zugriff anderer
Apps zulassen, [CHY12].

Eine Moglichkeit wire alle Apps mit DroidChecker zu uiberpriifen und sollte sich bei einer App
Angriffsmoglichkeiten ergeben, miisste das Vertrauen in das Gefahrenpotenzial dieser App sehr
niedrig eingeordnet werden. Der Anteil an Apps mit solchen Liicken fillt jedoch vergleichsweise
gering aus (in ihrem Experiment weniger als 0,2%, was bei der groflen Anzahl an Apps im Play Store
immer noch sehr viele sein konnten).

In diesem Fall muss eine Abwagung gemacht werden, ob und wann eine App tiberpriift wird, ob sie
Angriffspunkte liefert. Da diese Analyse statisch stattfinden kann, konnte sie etwa von einem App-
Marktplatz automatisch ausgefiihrt werden, wenn eine App neu eingestellt wird. Diese Moglichkeit
hangt sehr von den Umsténden ab, weswegen sie hier erwahnt sei, in der Metrik jedoch nicht
detailierter darauf eingegangen wird.
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Ongoing

Select to copy files to/from your computer.
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: Taint:

A\ USB debugging conn . * Phone Number, IMEL ICCID

Data:

Uniquely_code=3549580301 & e
e 303549580301 656
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Abbildung 4.6.: Anzeige der weitergeleiteten privaten Daten die von TaintDroid entdeckt wurden.

4.6.2. Datenfluss

Das grofie Problem in Bezug auf den Missbrauch privater Daten ist, dass der Benutzer diesen oft nicht
bemerkt. Wahrend die Fehlverhalten einer App, die bezliglich Funktionalitit und Gefahrenpotenzial
gemeldet werden konnen, vom Benutzer relativ gut wahrnehmbar sind, bedarf es bei den privaten Da-
ten der Hilfe eines Werkzeugs. Geeignet dafiir ist TaintDroid von Enck et al., [EGCT10] [EGC™'14].

TaintDroidinformiert den Benutzer, wenn eine App auf private Daten zugreift und von diese ge-
sendet werden. Ein Beispiel dafiir liefern die Screenshots aus dem TaintDroid Demo Video* in
Abbildung 4.6.

Aus den moglichen Erkenntnissen, die TaintDroid dem Benutzer liefern kann, werden fiir diese Metrik
folgende verwendet:

« Standort an einen Werbeserver

Telephon Information an Content Server (IMSI, ICC-ID)

Gerate ID an Content Server (IMEI)
« Kalender

» Kontakte

+ SMS-Speicher

*Quelle: http://appanalysis.org/demo/index.html
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4.7. Vertrauen in andere Elemente

in Beeinflusst Vertrauen in
die Applikation den Entwickler

m : Assl
Vertrauen in

den App-Store

Abbildung 4.7.: Das Vertrauen in eine App, einen Entwickler und einen App-Marktplatz beeinflussen
sich gegenseitig.

Die ersten drei Optionen sind Informationen, welche wahrend den Tests von Enck et al. haufig
festgestellte wurden und Informationen tiber den Benutzer liefern. Die anderen drei Optionen sollten
selbsterkldarend sein, warum ihre Weitergabe das Vertrauen in eine App senken sollte. Die Meldung
dieses Missbrauchs privater Daten findet wie in Unterkapitel 4.3.3 statt.

Ein Punkt, den Enck et al. ansprechen ist, dass manche Apps in ihrer EULA deklarieren, dass Daten
wie die IMEI von der App verwendet werden diirfen. Fiir diese Metrik wird die Ansicht verfolgt, dass
nur weil fiir eine App zugegeben wird, dass sie private Daten weitergibt, dadurch nicht das Vertrauen
in sie hoher ist. Aulerdem gilt die Frage: Wie viele Nutzer lesen und verstehen die EULA wirklich?

Nachdem TaintDroid als Werkzeug zur Erkennung des Missbrauchs privater Daten vorgestellt wurde,
werden im nichsten Unterkapitel die Elemente des Entwicklers und des App-Marktplatzes behandelt
und wie sie Einfluss auf das Vertrauen in die App haben konnen.

4.7. Vertrauen in andere Elemente

Das Vertrauen in eine App kann auch von dem Vertrauen in ihren Entwickler und in den App-
Marktplatz beeinflusst, in welchem die App zum Download angeboten wird. Gleiches kann auch in
die andere Richtung und zwischen Marktplatz und Entwickler gelten (siehe Abbildung 4.7). Es lohnt
sich also zu betrachten, welche Faktoren das Vertrauen in einen App-Entwicklern (Unterkapitel 4.7.1)
und einen App-Marktplatz (Unterkapitel 4.7.2) beeinflussen kénnten.

4.7.1. Der Entwickler

Es lassen sich eine Handvoll Anhaltspunkte fiir das Vertrauen in einen Entwickler finden. Der beste ist
natiirlich, seine Apps zu betrachten. Wie hoch ist das Vertrauen in diese Apps, ist bekannte Malware
dabei oder wihlt er fiir seine Apps bewusst tduschende Namen (siehe [CYA12]). Es sollte jedoch
davon ausgegangen werden, dass ein guter App-Marktplatz Entwickler 16scht, welche Malware in
diesen einstellen.
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4. Anforderungen und Umsetzungen

Uberlegenswert wiren auch zu betrachten wie viele Apps der Entwickler in den App-Marktplatz
gestellt hat oder wie viele Downloads seine Apps in der Gesamtheit haben. Jedoch ergibt sich auch dar-
aus kein Ergebnis. Ein Entwickler kann viele Apps, die wenig vertrauenswiirdig sind, veréffentlichen
und generiert dadurch viele Downloads wihrend ein anderer Entwickler nur eine vertrauenswiirdige
App veroffentlicht, diese aber kaum heruntergeladen wird. Zu diesen Ansétzen fehlen Studien und
Analysen, die eine weitere Uberlegung fiir eine Vertrauensmetrik erméglichen.

Bewertungen der Entwickler, zum Beispiel durch den App-Marktplatz oder eine andere Quelle stellen
auch eine Méglichkeit dar. Der Google Play Store® verleiht seine Entwickler beziehungsweise deren
Apps zwei Abzeichen, die Editors Choice und den Top Developer, welche beide von Mitarbeitern des
Play Stores gewihlt werden. Die Editors Choice ist eine Sammlung von Apps, in die Apps mit hoher
Qualitat, guter graphischer Oberflache, Langzeitbeliebtheit und innovativer Benutzung von Android
Features aufgenommen werden. Den Top Developer bekommen Entwickler verliehen, von denen alle
oder die meisten Apps eine gute Qualitat aufweisen und iiber lange Zeit hohe Anerkennung geniefien.
Der Anteil dieser Entwickler sollte jedoch sehr gering ausfallen und so ist dies keine niitzliche Aussage
fir die Allgemeinheit.

Es fallt also schwierig das Vertrauen in einen Entwickler zu berechnen, weswegen es nicht in diese
Metrik einflief3t.

4.7.2. Der App-Marktplatz

Neben den grofien, bekannten App-Marktplitze gibt es auch zahlreiche kleinere App-Marktplitze
von Drittanbietern. Laut einer Symantec Analyse [Usc13] gibt es App-Marktplatze von Drittanbietern,
bei welchen jede zehnte neu hinzugefiigte App Malware enthilt. Teilweise gibt es App-Marktplatze ,
die beinahe ausschlieflich Malware enthalten. Auch wenn dies eher Einzelfille sind und die App-
Marktplatze nach kurzer Zeit wieder offline gehen, gibt es doch viele App-Marktplitze, die eine
hohe hohe Anzahl von Ad- und Malware aufweisen. Die Eigenschaft eines Marktplatzes, fiir seinen
hohen Malware-Anteil bekannt zu sein, wirkt sich negativ auf das Vertrauen der Apps aus, die dort
dargeboten werden.

Ein weiteres Maf} fur das Vertrauen in einen Marktplatz konnten seine Sicherheitsvorkehrungen sein.
Wie weit und gut iberpriift der Shop eingestellte Apps auf Malware, besitzt er einen Kill-Switch, um
nachtréglich als schadhaft festgestellte Apps von den Smartphones zu entfernen, nachdem sie einmal
installiert wurden und die Bedingungen dafiir, dass man Apps in den Store stellen kann.

Dini et al. [DMM™13] unterscheiden in ihrer Metrik fiir das Vertrauen in eine App zwischen ,offiziel-
len® und ,inoffiziellen” Marktplétze, sowie der Moglichkeit, dass kein Shop vorhanden war, man also
die .apk-Datei aus einer anderen Quelle hat. Dieses Maf ist sehr grob und verallgemeinernd.

Insgesamt gibt es einige Faktoren, die fiir die Vertrauenswiirdigkeit eines App- Marktplatzes zurate
gezogen werden konnen. Jedoch gewahren gerade inoffizielle Shops eher keine Auskunft tiber ihre
Sicherheitsmechanismen. FEin Ansatz wire ein Reputationssystem fiir App- Marktpléatze aufzubauen,
in welches auch die Erkenntnisse von Analysen wie jener von Symatec einflieffen. Ein solches System

http://goo.gl/bdZU4e
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4.7. Vertrauen in andere Elemente

liegt jedoch jenseits des Umfangs dieser Arbeit. Es kann keine befriedigender Wert fiir das Vertrauen
in den Marktplatz errechnet werden, wodurch auch von dieser Seite nichts in die Metrik einflieen
kann.

49






5. TriMetrik

In Kapitel 4 wurden Ansitze zu Vertauens-Metriken und Systemen fiir Android Apps untersucht.
Daraus wurden Erkenntnisse fiir eine eigene Metrik getroffen. In diesem Kapitel wird nun die TriMetrik
prasentiert.

Dazu wird in Unterkapitel 5.1 ein Uberblick tiber die Zusammenfithrung des Vertrauens in die
einzelnen Bereiche gegeben, deren Berechnung des Vertrauens in Unterkapitel 5.2 behandelt wird. Im
Folgenden wird betrachtet, wie die Ratings (Unterkapitel 5.3), die Nutzung einer App (Unterkapitel 5.4),
die Permissions, die eine App verlangt (Unterkapitel 5.5) und die Problemmeldungen fiir eine App
(Unterkapitel 5.6) konkret in die Metrik einflielen.

5.1. Ergebnis

Final liefert die Metrik zwei Werte fiir eine Uiberpriifte App app;, den prozentualen Vertrauenswert
(Gleichung 5.2) in die App und die Vertrauenskategorie (Gleichung 5.3), in welche die App fallt.

Der prozentuale Vertrauenswert ergibt sich als Summe der gewichteten Vertrauenswerte fir die
Funktionalitiat der App (F5,p,), das Gefahrenpotenzial der App (G pp,) und den Umgang der App mit
privaten Daten (Dgp,).

Die Gewichtungsfaktoren o, 3 und 7 berechnen sich aus der gewéhlten Gewichtung fiir die drei
Bereiche wie in Gleichung 5.1 gezeigt. Dabei liefert die Funktion Gewichtung(Bereich) Werte
abhéangig von der jeweiligen gew#hlten Wichtigkeit der Bereiche durch den Benutzer (W1 =2; W2 =
1; W3 =0,5; W4 = 0). Fiir den Wert von « ergibt sich damit:

Gewichtung(F)
Gewichtung(F) + Gewichtung(G) + Gewichtung(D)

(5.1) a=

Analog werden § und v, mit jeweils Gewichtung(G) und Gewichtung(D) als Nenner, berechnet.

Solange nicht alle drei Bereiche mit 174 gewichtet wurden, gilt dabei o + 8 + 7 = 1. Wurden
alle drei Bereiche vom Benuzter als Unwichtig festgelegt, liefert die Metrik eine Fehlermeldung, da
keine Berechnung moglich ist. Fiir diese Werte wird die Berechnung der Gewichtungsfaktoren durch
Gleichung 5.1 nicht aufgerufen, weil sonst ein Division-Durch-Null-Fehler auftreten wiirde. Dem
Benutzer muss dann vom Vertrauenssystem kommuniziert werden, dass eine Berechnung keinen
Sinn macht, wenn alle Faktoren keine Rolle spielen.

51



5. TriMetrik

Fiir das Vertrauen in eine App erhélt man also die Gleichung 5.2. Auf das Zustandekommen des
Vertrauens der einzelnen Bereiche wird in den Gleichungen 5.4 fir Vertrauen(Fgpp, ), Gleichung 5.5
fur Vertrauen(Ggpp,) und in Gleichung 5.6 fiir Vertrauen(Dgyy,) eingegangen.

(5.2) Vertrauen(app;) = o - Vertrauen(Fepp,) + B - Vertrauen(Gepp,) + v - Vertrauen(Dgpp,)

Das Ergebnis fiir das Vertrauen in eine App liegt im Intervall [0, 1] und reprasentiert das prozentuale
Vertrauen in die App. Durch die Aufsummierung der drei Bereiche kann ein App noch einen ver-
gleichsweise hohen Vertrauenswert erhalten, selbst wenn sie in einem der Bereiche sehr schlecht
abschneidet. Dies ist aber wie beschrieben gewiinscht, da die Metrik einen Gesamtiiberblick (gemaf3
der Wichtigkeit fiir den Benutzer) iiber alle Qualitidten der App liefern soll.

Damit ein schlechtes Abschneiden in einer der Kategorien nicht unbeachtet bleibt, wurden die
Kategorien eingefiithrt. Hier wurde bestimmt, dass die Vertrauenskategorie der App der schlechtesten
Kategorie eines der drei Bereiche entspricht. Auf die Kategorien sei die Ordnungsrelation ,,<* definiert,
sodass die Kategorien sich nach dem Maf3 des Vertrauens ordnen lassen, welches sie ausdriicken sollen
(K5 < K4 < K3 < K2 < K1). Die Funktion Kat(F,),, liefert die Kategorie, in welche die App im Bereich
Funktionalitat fallt, aufler der Bereich wurde mit W4 gewichtet, in diesem fall wird automatisch K1
zuriickgegeben, da diesere Bereich fiir das Vertrauen in die App nicht in Beachtung gezogen wird
und K1 in diesem Fall das neutrale Element darstellt.

Unter diesen Bedingungen gilt fiir die Gesamtkategorie einer App:

(5.3) Kat(app;) = min(Kat(Fopp,), Kat(Gapp, ), Kat(Dapp,))

Damit ist nun gegeben, wie sich das Gesamtvertrauen und die Gesamtkategorie einer App berechnet.
Im néchsten Unterkapitel wird nun betrachtet, aus welchen Werten sich das Vertrauen in den drei
Bereichen zusammensetzt.

5.2. Bereiche

Um das Vertrauen in die einzelnen drei Bereiche zu erhalten, werden dort wiederum die unterschied-
lichen Faktoren betrachtet, welche sie beeinflussen.

Das Vertrauen in die Funktionalitit einer App berechnet sich aus den Ratings der App (Unterkapitel 5.3,
Gleichung 5.7), der Nutzung der App (Unterkapitel 5.4, Gleichung 5.23) und den Problemmeldungen
beziiglich der Funktionalitit der App (Unterkapitel 5.6, Gleichung 5.36).

(5.4) Vertrauen(Fupp,) = Ratings(app;) - Nutzung(app;) - Problemmeldungeny (app;)
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5.3. Ratings

Fiir das Gefahrenpotenzial und das damit einhergehende Vertrauen in eine App spielen das Riskrating
(Unterkapitel 5.5, Gleichung 5.24) und Problemmeldungen beziiglich des Schadpotenzial (Unterkapitel
5.6, Gleichung 5.37) eine Rolle.

(5.5) Vertrauen(Gapp,) = Riskratingg(app;) - Problemmeldungeng(app;)

Der Umgang mit privaten Daten schlief3lich wird ebenfalls von Riskrating (Unterkapitel 5.5, Glei-
chung 5.24) und dem Problemmeldungen beziiglich privater Daten (Unterkapitel 5.6, Gleichung 5.38)
beeinflusst.

(5.6) Vertrauen(Dqpp,) = Riskratingp(app;) - Problemmeldungenp(app;)

In welche Vertrauenskategorie einer der Bereiche eingeordnet wird, entscheidet sich auch durch diese
Faktoren. Es gilt, wie bei der Gesamtkategorie, dass die App in den einzelnen Bereichen jeweils in die
niedrigste, auf Grund eines Faktors erreichte, Vertrauenskategorie fallt. Wie sich die Faktoren auf die
Vertrauenskategorien auswirken, wird ebenfalls in den einzelnen Unterkapiteln erwéhnt.

5.3. Ratings

Fiir das Rating gilt, dass bei weniger als 10 Ratings der Wert von 0 zuriickgegeben wird, da sich mit
zu wenigen Ratings kein verlasslicher Vertrauenswert berechnen lasst. Bei 10 Ratings oder mehr lasst
sich das Vertrauen aufgrund der Ratings wie folgt berechnen:

(5.7) Ratings(app;) = Ratingskaiiert(app;) - AnzahlRatings(app;) - VerteilungRatings(app;)

Fur die TriMetrik wird die Metrik fiir das Vertrauen auf Grund der Ratings eins zu eins von Kuehn-
hausen und Frost [KF13] iibernommen. Auch wenn der Ansatz von Kuenhausen und Frost [KF13]
sich auf ein Rating mit 5 Sternen bezieht, lasst es sich theoretisch auch fiir andere Skalen verwenden.
Die géngigste Bewertung ist jedoch das 5 Sterne System.

Steht das durchschnittliche Rating fiir die App nicht direkt zur Verfiigung, muss dieses noch von der
Metrik berechnet werden. Sei R; die Anzahl der Ratings der App mit einem Stern, Ry die Anzahl
der Ratings mit zwei Sternen und so weiter bis R, dem bestméglichen Rating. Auflerdem ist n die
Anzahl der insgesamt abgegebenen Ratings. Das durchschnittliche Rating R, einer App ergibt sich
dann als:

_ Zm:(l.r
(5.8) Rapp; = #
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5. TriMetrik

Zunichst missen die Ratings auf unsere Skala von 0% bis 100% also auf das Intervall [0, 1] gebracht
werden. Sei dazu RM die Anzahl der méglichen Werte, die das Rating annehmen kann, dann gilt fiir
das skalierte Rating:

_ Rapp;, — 1

(5.9) Ratingskatiert(appi) = %

Die Verringerung der beiden Werte um eins stammt daher, dass die meisten Ratings mit einem Stern
und nicht mit null Sternen beginnen. Startet bei die urspriingliche Skala der Ratings bei null, werden
beide Werte unmodifiziert gelassen.

Dieser skalierte, aber ansonsten unmodifizierte Wert driickt nun das Vertrauen in die Funktionalitat
auf Grund der Ratings aus, wenn man diesen zur Ginze vertrauen wiirde. Wie von Kuehnhausen
und Frost [KF13] vorgeschlagen werden die Studentsche t-Verteilung und ein Algorithmus als Maf3
zur Verteilung der Ratings angewendet, um herauszufinden, welche Zuversicht man in die Werte des
Ratings haben kann. Kann man den Ratings nicht vertrauen, vertraut man auch der App nicht. Dabei
wird der Ansatz verfolgt lieber kein Vertrauen als falsches Vertrauen zu haben.

Fiir das Vertrauen in die Anzahl der Ratings ergibt sich die folgende Gleichung:

ST(n)
vn—1

(5.10) AnzahlRatings(app;) =1 —

Dabei ist ST(n) der Wert der inversen Distributionsfunktion der Studentschen t-Distribution mit r — 1
Freiheitsgraden und einem beidseitigen Konfidenzintervall von 95%.

(5.11) ST(n) = CDFp, (0,975)

Das Ziel der Metrik ist es herauszufinden, ob die Ratings gegen zwei unterschiedliche Werte tendieren,
womit die Zuversicht in die Aussagekraft der Ratings schwinden wiirde. Dazu werden die Ratings
in die Anzahl der hohen Ratings R4, und niedrigen Ratings R;,,, unterteilt. Steigt die Anzahl der
Ratings, muss hier eventuell feiner differenziert werden. Im Folgenden wird lediglich die Variante mit
fiinf Sternen betrachtet.

(5.12) Rjow = R1 + Ro + R3 Rhpigh = R3 + R4+ Rs

Gibt es die Sonderfalle R;,,, = 0 oder Rj;4, = 0, also nur hohe Bewertungen mit 4 und 5 Sternen oder
nur niedrige Bewertungen mit 1 und 2 Sternen, ergibt sich fiir die gewichtete Mittelwertdifferenz:

Ry - ‘Rappi - 4‘ + R - ’Rappi - 5’

(5.13) wmd(Rappi) = n n
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Falls R;,,, = 0 gilt, ansonsten wenn Rp,;4, = 0 gilt, dann erhalt man:

Ry - ‘Rappi - 1‘ + Ry - ‘Rappi - 2‘

(5.14) wmd(Rappi) = n n

Tritt keiner der Sonderfille ein, werden das durchschnittliche Rating der hohen und niedrigen
Ratings berechnet (Gleichung 5.15+5.16) und die Anzahl der Ratings mit ihnen verrechnet (Glei-
chung 5.18+5.17).

(5.15) Rhigh — w
high
_ Ri+ Ry + R
(5.16) Rygy = L1221t
Rlow
R ow
(5.17) wlow = l

Rhigh + Rlow

Rpign

5.18) whigh = ——————
( ) g Rhigh + Rlow

SchlieBlich wird die gewichtete Mittelwertdifferenz in Anbetracht des gesamten durchschnittlichen
Ratings berechnet:

(5'19) wmd(R) = Wiow - ‘Rappi - Rlow

+ Whigh * ‘Rappi - Rhigh

Dadurch ergibt sich nach Kuehnhausen und Frost [KF13] ein Vertrauen in die Ratings auf Grund der
Verteilung der Ratings:

~ wmd(app1)

(5.20) VerteilungRatings(app;) = 1 5

Mit Hilfe der Ratings ldsst sich die Vertrauens-Kategorie der App beziiglich der Funktionalitat bestim-
men. In ihrem Testsatz erhielten Kuehnhausen und Frost [KF13] eine relativ gleichméfige Verteilung
in das Vertrauen der Apps, mit einer Spitze von 25% bei nicht vorhandenem Vertrauen, was auf zu
wenige Ratings zuriickzufiihren ist.

Fir die Metrik verwenden wir eine gleichméaflige Aufteilung auf die drei Kategorien, wodurch eine
App mit 33% Vertrauen oder weniger in Kategorie K4, mit 34% bis 66% in Kategorie K 3 landet und
von 67% bis 99% in Kategorie K 2 landet. Keine App erreichte die 100%, aber der Vollstandigkeit halber
sei definiert, dass eine solche App in Kategorie K1 landen wiirde.
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5.4. Nutzung

Bei der Berechnung des Vertrauenswertes auf Grund der Nutzung einer App wurde festgelegt, dass
diese App immer in Relation zu anderen Apps betrachtet werden sollte. Dazu miissen zwei Submengen
von Apps betrachtet werden. Zum einen die bereits eingefithrte Menge aller Apps in der selben App
AKategorie> zum anderen die Menge der vom jeweiligen Benutzer; installierten Apps, A; C A.

Zunichst wird berechnet, wie oft ein Benutzer eine App im Vergleich zu anderen Apps nutzt. Diese
relative Nutzung gibt einen besseren Wert, als ein absoluter Wert, da er fiir Personen mit unterschied-
lichen Nutzungszeiten ihres Smartphones besser widerspiegelt. Fiir diese individuelle Nutzung eines
Benutzer; betrachten wir iiber einen Zeitabschnitt, wie oft und wie lange dieser die App genutzt
hat.

Die Anzahl der Nutzungen der app; durch den Benutzer; im Zeitabschnitt ¢ sei dabei AN(; 4pp,) (%)
und die Zeit in welcher die App genutzt wurde im Zeitabschnitt ¢: Z Ny, ;(t). Auf die Gesamtheit
der von Benutzer; installierten Apps bezogen, ist AN 4, (t) deren Nutzung im Zeitabschnitt ¢ und
analog Z N, (t) die Zeit aller genutzten Apps des Benutzers.

Die relative Nutzung der app; des Benutzer; im Zeitabschnitt ¢ wird dann durch Gleichung 5.21
beschrieben, welche eine Abwandlung der Gleichung von Yan et al. [YLNY13] darstellt, wobei die
Nutzungsfrequenz und die festgestellten Features herausfallen:

ANapp, ,j (t) ) Z Napp, j (t)
ANy, (t) Z Ny, (t)

(5-21) NUtzunglndividuel(appia t, ]) =

Aus der individuellen Nutzung aller Benutzer, welche die App installiert haben, lasst sich dann
ein Mittelwert bilden. An dieser Stelle lasst sich die Information iiber die Deinstallation einer App
einbringen. Alle Benutzer, welche die App installiert hatten und wieder deinstallierten fliefen in
die Berechnung des Mittelwertes mit dem Wert 0 ein. In diesem Fall ist das Nichtverwenden einer
App im Abschnitt ¢ gleichbedeutend mit einer Deinstallation der App zu irgend einem beliebigem
Zeitpunkt.

Z NUtzungIndividuel(appi7 l, BenUtzerj)

(5.22) Nutzunggesamt(app;) = A
Kategorie(app;)

Mit der durchschnittlichen Nutzung einer App aller Nutzer lasst sich ein Ranking der Apps erstellen,
wie viel eine App im Vergleich zu anderen Apps in ihrer Kategorie genutzt wird:

(5 23) Nutzung(app’) o HCLPP S AKategom'e | NUtZUﬂgGesamt((pr) < NUtzungGesamt(appi)H
. i) =

|AKategorie|

Hierbei sei anzumerken, dass diese Metrik gewisse Apps benachteiligt. Bei einem Wecker méochte der
Benutzer méglichst schnell die Weckzeit einstellen und kommt so bei einem guten Wecker auf eine
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geringe Nutzungsdauer. Bei einer schlechten Wecker App dauert die Einstellung der Weckzeit eine
langere Zeit. In diesem Falle wiirde eine hohe Nutzung nicht fiir eine gute Funktionalitit, sondern
fiir eine schlechte Usability stehen. Eine Moglichkeit diesem Problem entgegen zu wirken wire es,
die Nutzung in Gleichung 5.4 schwicher zu gewichten, je niedriger der relative Nutzen der App in
Gleichung 5.22 ausfallt.

Da die Nutzung relativ gesehen wird und besagtes Problem besteht, flieit das durch die Nutzung
berechnete Vertrauens lediglich in den Vertrauenswert der Funktionalitit ein, aber beeinflusst nicht
die Vertrauens-Kategorie.

5.5. Permissions und Riskrating

Um das Vertrauen in eine App auf Grund ihrer Permissions zu berechnen, stellen sich zwei Fragen.
Welche Permissions konnen Schaden anrichten? Ist die App nicht vielleicht auf diese Permissions
angewiesen, um ihre Funktionalitdt umzusetzen?

Im Anhang finden sich die Listen fiir kritische Permission beziiglich des Schadpotenzials einer App
(Tabelle A.1 auf Seite 81) und ihres Zugriffs auf Daten des Benutzers (Tabelle A.2 auf Seite 82).
Dadurch definieren sich die Mengen P C P als Menge der kritischen Permissions, die fiir ein
erhohtes Schadpotenzial sorgen. Auflerdem ergibt sich die Menge Pp C P mit kritischen Permissions,
die Zugriff auf die Daten liefern, als Untermengen aller Permissions P, die eine App verlangen kann.

Da die Permissions einer App mit den Permissions dhnlicher Apps verglichen werden sollen, wird
Apat; C A als die Menge aller Apps in der Kategorie kat; definiert, wobei A die Menge aller existie-
renden Apps sei.

Fir unser Riskrating einer App wird nun zum einen betrachtet, wie viele andere Apps aus der
Kategorie ebenfalls die von der App verlangten kritischen Permissions anfordern, und zum anderen,
wie viele kritische Permissions durchschnittlich in der Kategorie verlangt werden. Dadurch ergibt
sich fiir das Riskrating einer App die Gleichung:

(5.24) Riskrating,(app;) = AnzKritPermgy(app;) - WahrschKrit Permy(app;)

Die Berechnung von Riskratingg und Riskratingp ist bis auf den Fakt, dass bei ersterem die Menge
P und bei letzterem Pp verwendet wird, duqivalent. Im Folgenden wird die Berechnung nur fiir
Riskratingg gezeigt, um unnétige Redundanz zu vermeiden. Zu beachten ist, dass sollten keine
kritischen Permissions verlangt werden, automatisch der Vertrauenswert von 100% zuriick geliefert
wird, da keine erkennbare Bedrohung von der App ausgehen kann.

Zunichst wird die Funktion Besitzt(app;, perm,,) festgelegt. Diese ist eine bindre Abfrage, ob die
App app; die Permissions perm,, verlangt:

1, falls die App diese Permissions verlangt

(5.25) Besitzt(app;, permy,) = {
0, sonst
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Mit Hilfe dieser Funktion berechnet sich die Anzahl der kritischen Permissions einer App app; mit
der Gleichung:

(5.26) Pg(app;) = Z Besitzt(app;, permy,)
permm€Pg
Die durchschnittliche Summe der kritischen Permissions pro Kategorie erhalt man mit der Glei-

chung:

Dappic Avar, TG (aPPI)
‘Akatl ’

(5.27) Pgkat, =

Um das Vertrauen in die Anzahl der verwendeten kritischen Permissions zu berechnen, wird die von
Kuehnhausen und Frost [KF13] vorgeschlagene Poission Distribution verwendet (Gleichung 5.28). Da
die Anzahl der verlangten kritischen Permissions eher gering ausfillt (maximal 11 fiir Pg und 12 fiir
Pp), ist die heavy-tailed Poisson Distribution fiir Kuehnhausen und Frost [KF13] am besten geeignet,
um als Maf fiir die Anzahl der kritischen Permissions zu dienen.

Pkat,!  5Pe(app)—FPo rar
5.28) AnzKritPermg(app;) = ——— - e
( ) G( ppl) PG(appi)! G kat;
Neben der Anzahl der kritischen Permission wird nun die Wahrscheinlichkeit dieser Permissions
betrachtet, dass sie von Apps in einer Kategorie angefordert werden. Dazu berechnet sich die relative
Haufigkeit einer Permissions perm,, in der Kategorie kat; nach der Gleichung:

Zappi@k’atl Besitzt(app;, permy,)

(5.29) Haeufig(permm,, kat;) =
’Akatz‘

Die Wahrscheinlichkeit einer App wird dabei aus dem Durchschnitt der Wahrscheinlichkeit der von
ihr angeforderten Permissions berechnet. Dabei erhilt jede App den ,Internet-Bonus®. Die iiber alle
Apps im Marktplatz hinweggesehen am meisten verlangte Permission ist die INTERNET Permission
mit etwa 80%. In der Metrik wird die Wahrscheinlichkeit der kritischen Permissions mit dem Faktor
% verrechnet, sodass eine App, die lediglich die INTERNET Permission verlangt (was heutzutage sehr
normal ist), 100% Vertrauen besitzt!. Auch wenn diese Modifikation auf den ersten Blick zu gutmiitig
erscheint, bewirkt sie doch im niedrigen Bereich, in dem sich die Haufigkeit der meisten Permissions

bewegt, keinen allzu grofien Anstieg des Vertrauens.

'In Kategorie K1 fiillt sie dadurch trotzdem nicht.
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Fiir das Vertrauen in die Wahrscheinlichkeit der kritischen Permissions einer App ergibt sich also die
Gleichung:

(5.30)

Durchschnitt 5

Durchschnitt 3, 4
Pa(apps) 4

Durchschnitt = Z (Besitzt(app;, permy,) - Haeu fig(permy,, kat;))

permm€Pg

WahrschKritPerme(app;) =min((

Uber den Einfluss der kritischen Permissions auf die Vertrauens-Kategorie wurde bereits in Unterka-
pitel 4.5 ausfiihrlich diskutiert.

Ist die minimale Wahrscheinlichkeit einer kritischen Permissions kleiner 5% landet sie in Kategorie
K2, ist sie grofBer 5% aber kleiner 50%, landet sie in Kategorie K3, sonst ist sie in Kategorie K4. Werden
keine kritischen Permissions verlangt, kommt die App in Kategorie K1.

Dies gilt wie angesprochen nur fiir Kategorie(Gypp,) und nicht fiir Kategorie(Dqpp, ).

5.6. Problemmeldungen

Problemmeldungen dienen dazu, dass der Benutzer gezielte Riickmeldung iiber die Probleme mit
einer App geben kann. Dini et al. [DMM™ 13] schlagen eher eine Riickmeldung iiber die App als eine
Problemmeldung vor, wodurch mit positiven Riickmeldungen das Vertrauen in eine App gesteigert
werden kann. Auch wenn die iibernommene Funktion fiir den Riickmeldewert eine positive Riickmel-
dung ermoglicht, indem gemeldet wird, dass es keine Probleme gibt, wird doch davon ausgegangen,
dass ein Benutzer eher geneigt ist eine negative Riickmeldung zu geben.

Aus diesem Grund ist der initiale Wert beztiglich der Riickmeldungen volles Vertrauen (also einen Wert
von 1, beziehungsweise einem Meldewert, von 4 fiir die Funktionalitat und das Gefahrenpotenzial
und 5 fiir die privaten Daten — vgl. Gleichungen 5.36 bis 5.38), da iiber die Problemmeldungen uns
kein Grund geliefert wurde, der App nicht zu vertrauen. Durch die Multiplikation mit dem jeweiligen
Riskrating besitzt der Problemmeldungswert dadurch keinerlei Auswirkung auf das Gesamtvertrauen
in die einzelnen Bereiche.

Dariiber hinaus wird die Riickmeldefunktion der von Dini et al. [DMM™13] verwendete Metrik leicht
abgeandert. Sie verrechnen alle moglichen Griinde fiir ein Fehlverhalten miteinander und geben
dadurch eine Gesamtiibersicht tiber die App. Fir TriMetrik findet eine Aufteilung in die drei Bereiche
statt, um Problemmeldungen den einzelnen Bereichen zuordnen zu kénnen. Tabelle 5.1 bietet dazu
eine Ubersicht der méglichen Riickmeldungen und ihrer Werte.

Diese Liste wird in dieser Zusammensetzung fiir die TriMetrik verwendet, lasst sich aber eventuell
noch um weitere Meldungen erweitern. Genauso sind die Werte tiberlegt gew#hlt, doch sie konnen
nicht den Anspruch erheben die Meinung der Mehrheit zu reprasentieren. Dini et al. argumentieren,
dass sie ihre Meldemoglichkeiten nach Problemen gewahlt haben, welche bekannte Anzeichen von
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Malware sind. Eine andere Herangehensweise, welche die subjektive Ansicht des Benutzers besser
modellieren wiirde, wire es zu ergriinden, welche Probleme den Benutzer stéren und wie schwer
sie sein Vertrauen in eine App verringern wiirden. Dazu miisste eine empirische Benutzerstudie
durchgefiithrt werden, die jenseits des Rahmen dieser Arbeit liegt.

Der Benutzer kann dabei zu einem der drei Bereiche eine Riickmeldung machen, ob und wie stark
oder mit welcher Gewissheit er ein Fehlverhalten der App wahrgenommen hat. Daraus ergeben sich
die Gleichungen 5.31 fiir das Vertrauen auf Grund einer Riickmeldung beziiglich der Funktionalitt,
Gleichung 5.32 fiir eine Riickmeldung beziiglich des Gefahrenpotenzials und schlie8lich Gleichung 5.33
fiur TaindDroid-gestiitzte Problemmeldung beziiglich dem Umgang mit privaten Daten.

(5.31) RF(app;, k) = max(0,(4 — RFy — RFy» — RF3))
(5.32) RG(app;, k) = max(0,(4 — RG1 — RGy — RG3 — RGY))

(5.33) RD(appi, k) = max(0, (5 — RDy — RDy — RD3 — RDy — RDy3))

Aus den einzelnen Riickmeldungen muss wiederum die Gesamtriickmeldung berechnet werden. Diese
Berechnung findet fiir alle drei Bereiche analog statt, hier sei die Berechnung fiir das Vertrauen
beziiglich der Funktionalitat gegeben:

(5.34) RSF(appi, k) = (1 —0(k)) - RSF (appi, k — 1) + (k) - RF (app;, k)

d(k) dient dabei als Faktor, nach wie vielen Problemmeldungen ein Vertrauenswert mit dem tiberge-
benen Wert dieser Meldungen iibereinstimmen soll. Dini et al. [DMM*13] setzen dafiir die Anzahl der
Benutzer an, welche den Vertrauenswert fiir die App von MAETROID erfragten. Da, je nach Umset-
zung, kein solcher Wert zur Verfiigung steht, muss ein anderer Weg gefunden werden. Moglichkeiten
fir die Anzahl der benétgiten Pritblemmeldungen wire zum Beispiel die Zahl der Nutzer, die ein
Rating fiir die App abgegeben haben oder vielleicht auch nur ein Zehntel dieser. Dieser Wert l4sst
sich ohne die Informatione, wie die Metrik als System umgesetzt wird, schwer bestimmten.

Fir 0(k) gilt die Gleichung:

T 1
(5.35) d(k) = T (1-— Kt)

T berechnet sich dabei aus der Differenz zwischen RSF(app;, k) und dem initialen Meldewert
(4 im Fall der Funktionalitit). At ist der zeitliche Unterschied zwischen diesem und der letzten
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Problemmeldung. Je weiter zwei Problemmeldungen zeitlich bei einander liegen, desto schwicher
wird der Einfluss auf den Gesamtmeldewert.

Abschlieflend muss der Meldewert noch auf das Intervall [0,1] skaliert werden:

RSF(app;, k)

(5.36) Problemmeldungenp(app;) = 1

RSG(app;, k)

(5.37) Problemmeldungenc(app;) = 1

RSD(app;, k)

(5.38) Problemmeldungenp(app;) = 5

Fir die Kategorien findet beziiglich der Funktionalitdt und der Problemmeldungen ein direktes
Mapping zwischen dem Vertrauenswert und der Vertrauenskategorie statt. Liegt RSF oder RSG fiir
eine App zwischen 0 und 1, fillt die App in dem jeweiligen Bereich in die Vertrauenskategorie K5,
liegt der Wert zwischen 1 und 2 fallt die App in K4, zwischen 2 und 3 fallt die App in K 3 und liegt sie
zwischen 3 und 4 fallt die App in K4. Wurden keine Problemmeldungen abgegeben oder nur solche,
die zuriickgeben, dass keine Probleme vorliegen, fallt die App in Kategorie K'5.

Die Kategorie beziiglich des Umgangs mit privaten Daten hédngt mit dem Inhalt der Problemmeldungen
zusammen (RDq — K2; RDy — K3; RD3 — K4; RD3 — Kb5; RD3 — Kb5; RD3 — K5).

Nachdem in diesem Kapitel die Metrik aufgestellt wurde, werden in Kapitel 6 Konzepte vorgestellt,
wie diese Metrik sich umsetzen lasst.
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Problemmeldung ‘ Riickmeldungen
Funktionalitit
RF: Abstirze Keine (0) Wenige (1) Viele (2)

RF5: Usability
RF35:Bugs

Gut (0)  Eingeschrankt (1) Schlecht (2)
Keine (0)  Selten/Wenige (1) Oft/Viele (2)

Gefahrenpotenzial

RG1: Erhohter Batterieverbrauch
RGo: Versteckte Installation oder

Keinen (0) Leicht erh6ht (1)  Deutlich erhoht (2)

Deinstallation von Apps Keine (0) Vielleicht (1) Festgestellt (2)
foiz;:;;;rzsxiz};lt(;il;:iz;n aufgrund Keine (0) Vielleicht (1) Festgestellt (3)
RG4:Guthabensverlust (durch SMS) Keiner (0) Vielleicht (1) Festgestellt (4)
Umgang mit privaten Daten

RD;: GPS/Standort an Werbeserver Nein (0) Festgestellt (2)
RD3y: Telephon Information an Nein (0) Festgestellt (2)
Content Server (IMSI, ICC-ID)

RDs3: Gerate ID an Content Server (IMEI) | Nein (0) Festgestellt (2)
RDy: Adressbuch Nein (0) Festgestellt (5)
RDs5: SMS-Speicher Nein (0) Festgestellt (5)
RDg: Kalender Nein (0) Festgestellt (5)

Tabelle 5.1.: Ubersicht tiber die moglichen Problemmeldungen und ihre Werte fiir die Funktion.
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In Kapitel 5 wurde die TriMetrik vorgestellt, um den Vertrauenswert in eine App zu berechnen. In
diesem Kapitel werden mit TriTrust nun mogliche Umsetzungen der Metrik vorgestellt. Dazu werden
zundchst in Unterkapitel 6.1 der Ist-Zustand betrachten. AnschlieBend wird in Unterkapitel 6.2
diskutiert an welchen Stellen sich die Metrik implementieren lasst und es werden drei verschiedene
Konzepte vorgestellt. Abschlieflend wird in Unterkapitel 6.3 iberlegt, wie sich das System um Privacy-
Komponenten erweitern lasst und wie sich diese auf den Vertrauens-Wert auswirken.

6.1. Ist-Zustand

Abbildung 6.1 zeigt den aktuell Ist-Zustand. Apps werden von einem Entwickler geschrieben und
in den App-Marktplatz gestellt. Alternativ kann das .apk-File auch an anderer Stelle zur Verfiigung
gestellt werden. Ein Benutzer kann dann iiber den App-Marktplatz oder die andere Quelle die App
herunterladen. Uber die App-Marktplitze erhilt er Feedback zur App via Ratings und Reviews. Diese
Bewertung findet durch andere Benutzer statt.

Der Benutzer hat dabei im System mit vier Agenten zu tun, denen er mehr oder weniger vertrauen
kann. Dies wiren andere Benutzer, der App-Marktplatz oder eine andere Quelle von der Apps bezogen
werden konnen, die Entwickler von Apps und natiirlich die Apps selber. Siehe dazu Abbildung 6.1.

Benutzer Entwickler

@ vertraut? “
vertraut? [ ﬂﬁb

vertraut? & bewertet entwickelt
benutzt
vertraut? R
Smartphone g

gibt Feedback Uber App via Rating und Reviews

App-Marktplatz

wird gestellt in

bezieht Apps von

Abbildung 6.1.: Der Ist-Zustand der Interaktion und des Vertrauens ohne Erweiterungen der Systeme.
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Andere Benutzer bewertet Apps durch Ratings und Reviews. Dies kann in App-Marktplétzen direkt
passieren oder aber auch in inoffiziellen Blogs und Foren!. Dabei ist die Frage, ob man den Bewertungen
der anderen Benutzer vertrauen kann. Man kann zwar ihre Ratings und Reviews meistens einsehen,
doch Anhaltspunkte, wie diese einzuschitzen sind, gibt es wenige.

Die Quellen von Apps - in den meisten Fallen App-Marktpldtzen - kénnen auch das Vertrauen
von Benutzern genief3en. Offizielle App-Marktplétze wie der Google Play Store, der App Store von
Amazone oder der Samsung-eigene Marktplatz genieflen eher das Vertrauen, dass sie schéadliche Apps
ausfiltert. Einem Drittanbieter-Marktplatz konnte dabei eher Misstrauen entgegengebracht werden.
Genaue Informationen tiber einen Store sind dabei schwer zu bekommen und solange er auf keine
Reporte wie jenen von Uscilowski [Usc13] Zugriff hat, ist es schwer sich einen Eindruck zu machen.

Des weiteren kann der Benutzer Vertrauen in den Entwickler haben, weil man ihn beispielsweise
personlich kennt oder bereits Apps von ihm verwendet, mit denen man zufrieden ist, beziehungsweise
denen man vertraut. Groflen Entwicklern gegeniiber kann man durch Geriichte und Berichte Vertrauen
entgegenbringen oder nicht. Bei einem Entwickler, mit dem man noch keine Erfahrungen hat und der
nicht sehr bekannt ist, kann Vertrauen nur schwer aufgebaut werden.

Als Letztes kann der Benutzer natiirlich Vertrauen in die Apps selber haben. Dieses kann durch
die Ratings und Reviews, Berichte oder eine Betrachtung der Permissions entstehen. Wie diese zu
bewerten sind, kann gerade weniger informierten Benutzern schwer fallen.

In Unterkapitel 6.2 wird ergriindet, welches Framework aufgebaut werden kann, um die TriMetrik
umzusetzen. Dazu werden mehrere Ansitze ergriindet, wie sich TriTrust umsetzen lasst.

6.2. Mogliche Konzepte

Als Ansatz fir die Implementierung stehen uns drei Moglichkeiten offen. Die erste wire eine Modifika-
tion des Betriebssystem des Smartphones oder eine App, die auf diesem lauft (M1, siehe Abbildung 6.2).
Alternativ l4sst sich ein Service implementieren (M2, siche Abbildung 6.3), der auf einem Server lauft.
Auflerdem kommt ein Plugln fiir einen App-Marktplatz in Frage (M3, siehe Abbildung 6.4).

In den Unterkapiteln 6.2.1 bis 6.2.3 werden die einzelnen Konzepte beschrieben, sowie ihre Vor- und
Nachteile diskutiert. Eine grof3e Rolle spielt dabei, wie die Informationen bezogen werden kénnen, die
fiir die Metrik gebraucht werden. Eine Ubersicht dazu liefert Tabelle 6.1. Dabei wird unterschieden,
ob die Werte direkt vorhanden sind oder sie von einer anderen Quelle bezogen werden miissen.

6.2.1. M1 - Erweiterung des Systems

Eine Moglichkeit die vorgeschlagene Metrik zu implementieren stellt eine Implementierung direkt
auf dem dar. Wann immer der Benutzer sich bei der Installation einer App nicht sicher ist, kann er
diese dann zunichst von TriTrust priifen lassen.

'Etwa: http://www.sebastian-pertsch.de/1911/die-besten-android-apps.html
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fordert Vertrauenswert an
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erfragt Informationen
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Abbildung 6.2.: M1 - Umsetzung als Erweiterung des Systems

fordert Vertrauenswert an bezieht Werte von
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liefert Vertrauenswert

Abbildung 6.3.: M2 - Umsetzung als Service.
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Abbildung 6.4.: M3 - Umsetzung als Erweiterung eines App-Marktplatzes.
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Modul ¢ Reputation Permissions Nutzung Informations-
Rating  Feedback Gen'ut?te Vergleich mit fluss
Permissions anderen Apps
M1 indirekt  indirekt direkt indirekt direkt direkt
M2 indirekt direkt direkt indirekt indirekt indirekt
M3 (in)direkt  direkt direkt direkt (in)direkt indirekt

Tabelle 6.1.: Ubersicht welches Modul auf welche Faktoren fiir die Metrik direkt oder indirekt
zugreifen kénnen.

“Verwende Modulbezeichnungen aus Abschnitt 6.2

Der Vorteil ist, dass wenn das System direkt auf dem Smartphone sitzt, Informationen wie die
Nutzung von Apps direkt gemessen werden konnen. Wenn die, fiir die Zukunft geplante Analyse der
Erkenntnisse von TaintDroid direkt in die Metrik einfliet, konnte TaintDroid direkt in das System?
integriert werden.

Der offensichtliche Nachteil ist jedoch, dass beinahe alle Daten von externen Quellen bezogen werden
miussen. Fir die Problemmeldungen wurde bereits festgelegt, dass ein eigenes System mit Server
geschaffen werden muss. Dieser Server muss dann jedoch um andere Werte wie die Nutzung aller
Benutzer, bereits errechnete Vertrauens-Werte oder die Informationen iiber die genutzten Permissions
der Apps erweitert werden. Damit wird ein System benétigt, welches dem Modul M2 schon sehr
ahnlich ist. Informationen iiber das Rating oder die Permissions der anderen Apps miissen von externen
Quellen bezogen werden. Die Moglichkeit TriTrust direkt auf dem Smartphone zu implementieren ist
also keine ideal Losung.

6.2.2. M2 — Service

Ein Service in Form einer Website oder einer Online-Applikation wire eine weitere Alternative.
Wenn ein Benutzer sich bei einer App unsicher ist, kann er online nachsehen, wie es um ihren
Vertrauenswert steht.

Hierbei stehen zwei Moglichkeiten zur Verfiigung, wann eine App von TriTrust bewertet wird.
Entweder wird eine App bewertet, wenn das erste Mal fiir sie ein Vertrauenswert angefordert wird
oder von einem oder mehreren App-Marktpldtzen werden neue Apps immer direkt bewertet, wenn
sie zur Verfiigung gestellt werden. Gegen die Berechnung des Vertrauenswertes beim ersten Zugriff
spricht, dass dieser erste Benutzer eventuell eine Zeit auf sein Ergebnis warten muss. Der klare
Nachteil alle Apps zu erfassen ist ein grofies Aufkommen an unnétigen Daten. Die grofle Menge an
Apps im Play Store sorgt dafiir, dass bei vielen Apps eine hohe Wahrscheinlichkeit besteht, dass sich
niemand fiir den Vertrauenswert dieser Apps interessiert.

®Hierfiir muss nach aktuellem Stand dann jedoch das Betriebssystem veréndert werden, da TaintDroid dies benétigt. Die
Losung als App féllt folglich heraus.
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Fir die Umsetzung von TriTrust als Service spricht, dass, wie im vorherigen Unterkapitel erwahnt,
einige Informationen sowieso global zwischengespeichert werden miissen und fiir die Problemmel-
dungen in jedem Fall ein eigenes System benétigt wird. Auflerdem ermoglicht dies einen leichten
Zugriff fiir jede Person auf die Informationen.

Auch bei einem Service bleibt das Problem, dass Informationen iiber das Rating von externen Quellen
bezogen werden muss. Auflerdem bendétigt es eine Moglichkeit, um an Informationen iiber das
Nutzerverhalten der Apps zu gelangen. Diese Informationen lassen sich durch eine App auf dem
System gewinnen. Genauso miisste auf den Smartphones selber TaintDroid installiert werden.

Der Service bringt also Vorteile mit sich, doch sie hat auch ihre Nachteile, weshalb sie auch nicht die
perfekte Losung darstellt.

6.2.3. M3 - Erweiterung des App-Marktplatzes

Als letzte Moglichkeit bietet sich noch die Erweiterung eines App-Marktplatzes an. Dem Benutzer
kann zu jeder App neben den iiblichen Informationen zusatzlich der Vertrauenswert angezeigt werden.
Wie bei M2 kann alternativ dariiber nachgedacht werden, dass dieser Wert erst berechnet wird, wenn
er erstmals angefordert wurde.

Der Vorteil der App-Marktplatz-Erweiterung ist, dass einige Informationen wie ein Rating und
die verlangten Permissions bereits zur Verfiigung stehen. Der Google Play Store zumindest misst
auch das Nutzerverhalten der von ihm bezogenen Apps. Dariiber hinaus steht im Normalfall eine
Hardware-Infrastruktur (Server etc.) bereit, die genutzt werden kann.

Doch auch dieser Ansatz hat Nachteile. Wenn der Marktplatz kein geeignetes Benutzersystem aufweist
und nur wenige Ratings zur Verfiigung stehen, sinkt hier der Verlass in die Korrektheit des Ratings.
Wenn dann nicht wie beim Play Store Informationen iiber die Nutzung gesammelt werden, ergibt
sich hier das selbe Problem wie beim Service. TaintDroid muss natiirlich auch in diesem Fall vom
Benutzer installiert werden.

Dartiiber hinaus werden bei diesem Ansatz wahrscheinlich nur die Apps aus diesem Marktplatz
bewertet. Es sollte als eher unwahrscheinlich betrachtet werden, dass ein Marktplatz Bewertungen fiir
die Apps eines Konkurrenten durchfithren will. Dadurch schrankt sich fiir den Benutzer die Menge
der Apps ein.

Die Erweiterung des App-Marktplatzes stellt die aussichtsreichste Moglichkeit dar, doch auch sie ist
auf Grund der genannten Nachteile nicht die perfekte Losung.

Eine Kombination aus einer lokalen Komponente auf dem Smartphone, welche die Nutzung von
Apps misst und TaintDroid mit sich bringt und entweder einem eigenstédndigen Service oder einer
Erweiterung fiir einen App-Marktplatz stellte die Losung fiir TriTrust dar.

Alternativ besitzen aber auch App-Marktplitze wie der Google Play Store eine Moglichkeit die
Nutzung einer App zu messen. Wenn Benutzer keine zusitzliche Software auf ihrem Smartphone
installieren wollen, wiirde in diesem Fall M3 auch alleine arbeiten konnen. Gerade zur Einfithrung
und zu ersten Test bietet sich diese Moglichkeit an, da sie den wenigsten Aufwand fiir den Benutzer
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Abbildung 6.5.: Mit PMP und AppGuard lassen sich die Resources beziehungsweise die Permissions
einer App einschranken..

bedeutet. Auch aus diesem Grund wurde diese Variante fiir den Prototypen im nichsten Kapitel
gewahlt.

Bevor die Implementierung des Prototypen vorgestellt wird, wird zunachst im folgenden Unterkapitel
abschliefflend tiberlegt, wie Privacy-Systeme das Vertrauen in eine App beeinflussen kénnen.

6.3. Kooperation mit Privacy-Systemen

In Kapitel 3 wurden bereits einige Privacy-Systeme aufgefiihrt. Werden diese auf dem Smartphone
installiert, kann das Vertrauen in eine App beziiglich des Gefahrenpotenzials oder des Umgangs mit
privaten Daten indirekt steigern, indem sie etwa die Permissions der App einschrinken.

Ein Beispiel hierfiir wiren die bereits vorgestellte PMP oder AppGuard (siehe Abbildung 6.5). Vor
allem der Umgang mit privaten Daten lasst sich dadurch stark verbessern, wenn dem Benutzer
kommuniziert wird, welche Daten weitergesendet werden. Entzieht er der App die dafiir benétigten
Rechte, steigert sich indirekt das Vertrauen in die App, da sie keine Bedrohung mehr fiir die Daten
darstellt.

Die TriMetrik tiberpriift beztiglich des Riskratings kritische Permissions und die meisten Problemmel-
dungen lassen sich ebenfalls auf entsprechende Permissions mappen. Dadurch kann dem Privacy-
System eine Empfehlung geliefert werden, welche Permissions verboten werden sollten. Diesen
Vorschlag muss der Benutzer dann nur noch bestétigen.
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6.3. Kooperation mit Privacy-Systemen

Auf die Funktionalitat einer App kann mit diesen Systemen kein Einfluss genommen werden. Es ist
eher moglich, dass sich diese durch die Einschrankung der Permissions verschlechtert. Nattirlich
muss auch klar sein, dass das tatsichliche Vertrauen in die App an sich dadurch auch nicht steigt.

Das eigentliche Ziel dieser Arbeit sollte es ja sein einen Ansatz jenseits verschirfter und Privacy-
Mafinahmen zu finden.

In diesem Kapitel wurden die méglichen Konzepte fiir TriTrust, die Umsetzung der TriMetrik vorgestellt
und ihre Vor- und Nachteile diskutiert. Auflerdem wurde ein Zusammenspiel zwischen einem Ver-
trauenssystem und Privacy-Systemen diskutiert. Im nichsten Kapitel 7 wird nun die Implementierung
eines Prototypen des Konzepts M3 behandelt.
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7. Implementierung

Fiir die Implementierung eines Prototypen von TriTrust wurde eine html5 Web Applikation gew&hlt,
welche als Erweiterung fiir einen online App-Marktplatz dienen kann. Dazu wird in Unterkapitel 7.1
beschrieben, wie die Erweiterung im App-Marktplatz eingesetzt werden kann und welche Schnittstel-
len zwischen der Erweiterung und dem Marktplatz bestehen. Unterkapitel 7.2 gibt tiefere Einsicht in
den Aufbau des Prototypen.

7.1. Ansatz und Schnittstellen

Die Erweiterung eines App-Marktplatzes in Form einer Web Applikation bietet einen guten An-
satzpunkt. Dank html5 ist der Prototyp plattformunabhingig einsetzbar und kann leicht von allen
Online-App-Marktplatzen verwendet werden. Dabei bietet es sich an, etwa wie in Abbildung 7.1
gezeigt, den Vertrauenswert neben anderen Informationen, wie den Ratings, anzuzeigen. Fiir weitere
Details muss der Benutzer dann auf die Anzeige klicken und wird weitergeleitet.

Fiir die Berechnung des Vertrauenswertes und der Kategorien wurde die Metrik mit Hilfe von Javascript
implementiert. Das dafiir benétigte Input wie die Ratings, die Permissions und (wenn vorhanden) die
Nutzung werden an die Skripte ibergeben und der Vertrauenswert fiir die drei Bereiche berechnet
und kann dann auf den Servern des App-Marktplatzes gespeichert werden.

Die Eingabe der Gewichtung fiir die drei Bereiche und das Absenden von Problemmeldungen finden
bei dem Prototypen iiber die Web Applikation statt, konnten aber auch an anderer Stelle im App-
Marktplatz eingebaut werden.

Im néchsten Unterkapitel werden die Interaktionsmoglichkeiten des Benutzers mit dem Prototypen
beschrieben.

[f] zurwunschliste hinzufugen

Diese App ist mit allen Ihren Geraten kempatibel

hhkkE (2 \lerirauen 86%)  Z+1 +3076681 Auf Boogle smpfehlen

Abbildung 7.1.: Méglichkeit das Rating im Google Play Store anzuzeigen.

71



7. Implementierung

Vertrauen Wichtigkeit Meldung

GESAMTVERTRAUEN IN DIE APP

63%
FUNKTIONALITAT

80%
DETAILS

GEFAHRENPOTENZIAL

55%
DETAILS

ZURUCK

Abbildung 7.2.: Die Hauptanzeige gibt eine Ubersicht des gesamten Vertrauenswertes und der ein-
zelnen drei Bereiche.

7.2. Features

Der Hauptbildschirm der Hauptansicht (siehe Abbildung 7.2) bietet eine Ubersicht des Vertrauens-
wertes sowie der Kategorie der App und auch der einzelnen Bereiche. Dort kann iiber die Tabs
der Hauptansicht die Gewichtung fiir die Vertrauensberechnung festgelegt und Problemmeldungen
beziiglich der App abgesendet werden.

Uber die Detail-Buttons gelangt man in ein ausfiithrlichere Begriindung, wie der Vertrauenswert
zustande kam. Ein Beispiel fiir das Riskrating einer App mit Begriindung findet sich in Abbildung 7.3.

Die Studie von Yan et al. [YLNY13] zeigt, dass wenn fiir eine App ein Vertrauenswert angezeigt wird,
oft auch Interesse besteht, wie dieser zustande kam. Dabei konnen beim Gefahrenpotenzial und dem
Umgang mit privaten Daten konkrete Hinweise beziiglich der Permissions und der Problemmeldungen
gegeben werden, wihrend die Funktionalitat (abgesehen von den Problemmeldungen) eher nur
Spekulationen zulésst, wenn es um Ranking und Nutzung geht.

Die Anzahl der Bildschirme ist iberschaubar und die Navigation sollte dem Benutzer leicht fallen.
Dadurch ist eine schnelle aber doch detaillierte Information des Benutzers iiber den Vertrauenswert
moglich.

Im nichsten Kapitel findet eine Bewertung der TriMetrik statt, ob die gesetzten Ziele dieser Arbeit
erfiillt wurden und wo es noch offene Punkte gibt.
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7.2. Features
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ZURUCK

Abbildung 7.3.: Zu den einzelnen Bereichen gibt es ausfiihrliche Informationen, wie der Vertrauens-
wert zustande kam.

73






8. Bewertung

Das Ziel dieser Arbeit war es eine Vertrauens-Metrik fiir Apps aufzustellen. In diesem Kapitel soll nun
betrachtet werden, wie weit die Metrik die Anforderungen erfiillt, die sich an die Eigenschaften von
Vertrauen, welche in Kapitel 2.1.1 beschrieben wurden, stellen. Dies geschieht in Unterkapitel 8.1. Au-
Berdem findet in Unterkapitel 8.2 ein Vergleich mit der aufgestellten Definition2.3.2 fiir das Vertrauen
in eine App statt, ob auch diese umgesetzt wurde.

8.1. Erflillung der Eigenschaften

Zehn Eigenschaften fiir Vertrauen wurden in Unterkapitel 2.1.1 aufgestellt. Im Folgenden wird nun
betrachtet, wie weit die TriMetrik diese erfiillt.

(1) Vertrauen ist gerichtet: Der Benutzer vertraut einer App, die er benutzen will, sich aber nicht
sicher ist. Die Richtung des Vertrauens ist klar in der TriMetrik.

(2) Vertrauen ist nicht symmetrisch: Die Riickrichtung, dass eine App dem Benutzer vertraut ist
in der TriMetrik nicht vorgesehen, also kann keine Symmetrie bestehen.

(3) Vertrauen kann transitiv sein: Im Falle der Ratings und der Problemmeldungen vertraut der
Benutzer den Einschatzungen anderer Benutzer. Wie weit dieses transitive Vertrauen gerechtfertigt
ist, wird dabei in der TriMetrik mit berechnet.

(4) Vertrauen ist subjektiv: Das Vertrauen in die App ist subjektiv in Hinsicht auf die Ratings und
die meisten Problemmeldungen, die beziiglich der App abgegeben werden. Hinzu kommen in der
TriMetrik aber auch Analysewerte von den Permissions und der Flussanalyse.

(5) Vertrauen ist kontextabhingig: Jeder Benutzer kann andere Vorstellungen haben, welcher der
drei Bereiche der TriMetrik fiir ihn wichtig ist. Durch die Gewichtung kann er darauf Einfluss
nehmen und den Wert so in Richtung seiner Vorstellungen anpassen.

(6) Vertrauen ist messbar: Die TriMetrik berechnet einen Vertrauenswert und Vertrauenskategorien
fiir eine App aus messbaren Eigenschaften wie Werte der Ratings, Anzahl der Permissions etc.

(7) Vertrauen ist abhingig von der Vergangenheit: Vergangene Erfahrungen mit der App kénnen
von Benutzern iiber die Problemmeldung oder das Rating in den Vertrauenswert der TriMetrik
einflieflen.

(8) Vertrauen ist dynamisch: Durch neue Ratings oder erhaltene Problemmeldungen kann der Ver-
trauenswert einer App den Erfahrungen der Benutzer mit der App von der TriMetrik entsprechend
angepasst werden und dndert sich damit dynamisch.
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(9) Vertrauen kann eine zusammengesetzte Eigenschaft sein: Das Vertrauen in die App setzt
sich in der TriMetrik aus drei Bereichen zusammen, welche wiederum von unterschiedlichen
Faktoren bestimmt werden.

(10) Unwissen verlangt Vertrauen: Der Hauptgedanke hinter der TriMetrik ist es, einem Benutzer
eine Empfehlung geben zu konnen, ob er eine App installieren soll oder nicht. Da er die App
davor noch nicht verwendet hat, hat er keine Ahnung wie sich diese verhalten wird und so dient
ihm der Vertrauenswert als Hilfsmittel zur Entscheidungsfindung.

Alle aufgestellten Eigenschaften von Vertrauen werden also von der TriMetrik abgedeckt oder sind
durch die Umstande gegeben. Die TriMetrik entspricht also soweit den Anforderungen.

8.2. Erfullung der Definition

Neben den Eigenschaften fiir Vertrauen wurde in Kapitel 2 auch eine Definition fiir das Vertrauen in
eine App aufgestellt. Ob die TriMetrik mit den Anforderungen der Definition iibereinstimmt soll nun
in diesem Unterkapitel betrachtet werden.

Zur Erinnerung sei hier noch einmal die Definition gegeben: ,Einer App wird vertraut, wenn sie
die versprochenen Funktionalititen bietet, private Daten nicht gegen den Wunsch des Benutzers
weitergibt und moglichst geringes Potenzial besitzt, um Schaden anzurichten.”

Ob eine App die versprochene Funktionalitat bietet, erfihrt der Benutzer aus der Analyse der TriMetrik
und des Vertrauenswertes beziehungsweise der Vertrauenskategorie der Funktionalitit der App.

Uber den Umgang mit privaten Daten erhélt der Benutzer ebenfalls Riickmeldung von der TriMetrik.
Zusétzlich wurde in Kapitel 6 diskutiert, wie sich durch die Kooperation mit einem Privacy-System,
wie beispielsweise PMP, die Weitergabe der Daten einschrinken ldsst und der App dann insofern
vertraut werden kann, dass es ihr nicht mehr moglich ist diese Daten weiterzusenden.

Das Potenzial einer App Schaden anzurichten wird ebenfalls von der TriMetrik berechnet und dem
Benutzer eine Warnung tiber ungewo6hnliche Permissions oder gemeldete Fehlverhalten der App gibt.
Kritische Permissions konnen dabei wiederum von einem Privacy-System eingeschrankt werden,
um das Vertrauen zu steuern. Jedoch muss auch von Seite des Betriebssystems ein gewisser Grad an
Sicherheit garantiert werden.

Die TriMetrik erfiillt also auch die Anforderungen, welche der Definition entnommen wurden.

76



9. Zusammenfassung und Ausblick

Zunachst wurden in dieser Arbeit Definitionen von Vertrauen betrachtet, um seine Eigenschaften zu
ergrinden. Mit Hilfe dieser wurde eine eigene Definition fiir das Vertrauen in eine App aufgestellt,
welche den allgemeinen Eigenschaften von Vertrauen, wie auch den speziellen Anforderungen,
die sich in Bezug auf eine App stellen, entspricht. Dabei wurden die drei Bereiche Funktionalitit,
Gefahrenpotenzial und Umgang mit privaten Daten als fiir das Vertrauen in eine App elementar
erkannt.

Nachdem eine Ubersicht iiber verwandte Arbeiten geliefert wurde, wurden anschlieflend bestehende
Vertrauenssysteme tiefgehend betrachtet und zusammen mit Analysesystemen beziiglich der Permis-
sions von Apps und dem Kontroll- sowie Datenfluss auf ihre Brauchbarkeit fiir eine eigene Metrik
untersucht. Um das Vertrauen in eine App fiir den Benutzer brauchbar darzustellen, wird auf eine
Kombination aus prozentualer Skala und Kategorien gebaut. Fiir die Berechnung des Vertrauenswertes
wurden verschieden Faktoren wie Ratings, Permissions und Problemmeldungen den drei Bereichen
zugeordnet.

Mit der TriMetrik wurde dann eine Metrik aufgestellt, um diesen Vertrauenswert berechnen zu konnen.
Dazu wurden unterschiedliche Funktionen von den vorgestellten Metriken entliehen, aber auch eigene
Funktionen aus den gewonnenen Erkenntnissen aufgestellt.

Die drei Bereiche Funktionalitit, Gefahrenpotenzial und Zugriff auf private Daten werden allesamt
gesondert betrachtet und fiir jeden separat der Vertrauenswert und die Vertrauenskategorie berechnet.
Diese Aufteilung hebt die TriMetrik von allen in dieser Arbeit untersuchten Ansdtzen ab.

Fir die drei Bereiche wurden Faktoren erortert, die genutzt werden kénnen um das Vertrauen in
diese zu ergriinden. Dabei wurden Vertrauensmetriken entliehen, welche an anderer Stelle bereits
Verwendung fanden und deren Effektivitit bestitigt wurde.

An manchen Punkten wurden die Metriken angepasst und da grofle Studien den Rahmen dieser
Arbeit sprengen, kann nur gemutmaflt werden, ob die Effektivitit erhalten bleibt. Gerade in Bezug auf
das Riskrating und die Nutzung einer App ist der eigene Ansatz eine deutlich einfachere Version im
Vergleich zu anderen Metriken und sollte sich dieser als untauglich erweisen ist dariiber nachzudenken,
eine komplexere Metrik zu verwenden.

Fir das Rating einer App und die Problemmeldungen werden die hauptsichlich subjektiven Wahr-
nehmungen anderer Benutzer als Mafy genommen. Dabei kénnen auch die bekannten Probleme
von Reputationssystemen auftreten. Die Metrik baut darauf auf eine hohe Anzahl von Ratings und
Problemmeldungen zu bekommen, wie sie etwa die grofle Benutzerzahl des Google Play Store bietet,
wodurch ein Angreifer eine sehr grofie Zahl an falschen Bewertungen abgeben muss, um ins Gewicht
zu fallen. Auflerdem werden Problemmeldungen mit einem Zeitfaktor versehen, sodass viele Bewer-
tungen in kurzer Zeit, wobei es sich um ein typisches Angriffsschema handelt, kaum einen Einfluss
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auf den Vertrauenswert besitzen. Diese Mafinahmen dienen um offensichtliche Angriffe abzuwehren.
Es liegt jenseits der Moglichkeiten dieser Arbeit subtiler Angriffe festzustellen.

Mogliche Konzepte zur Umsetzung der Metrik wurden mit TriTrust prasentiert. Dabei wurde tiber die
Vor- und Nachteile der Umsetzung als Erweiterung des OS auf dem Smartphone, als Middleware oder
als Erweiterung eines App-Marktplatzes diskutiert. Eine Kombination aus einer lokalen Komponente
und einer globalen Komponente in Form der Middleware oder dem App-Marktplatz wurde als ideal
betrachtet.

Ein Prototyp fiir die Erweiterung eines App-Marktplatzes wurde dann in Form einer Web App
vorgestellt.

Abschlieflend fand eine Bewertung der Metrik statt, ob sie sie den aufgestellten Anforderungen
und Definitionen entspricht. Das Hauptziel, eine Metrik, welche die drei Bereiche abdeckt und dem
Benutzer eine brauchbare Riickmeldung gibt wurde erfullt. Beziiglich einiger Funktionen fiir die
Berechnung der Metrik muss jedoch noch Untersucht werden, wie zuverlassig und korrekt die
Ergebnisse sind.

Ausblick

Auch wenn die TriMetrik an einigen Stellen auf andere Metriken zuriickgreift, deren Aussagekraft
bereits getestet wurde, wurden fiir einige Faktoren neue Berechnungen vorgeschlagen. Wie bereits
genannt wurden etwa fiir die Nutzung oder das Riskrating neue Funktionen aufgestellt und deren
Aussagekraft muss durch ausfithrliche Studien gestiitzt werden, die den Rahmen einer Bachelorarbeit
sprengen.

Informationen, die dabei herausgefunden werden sollten, wiren:

» Wie sieht die Wahrscheinlichkeit von kritischen Permissions in den Kategorien aus und wie
kann man damit das Vertrauen auf Grund ungewdhnlich seltener Permissions berechnen?

« Ergibt sich durch die Nutzung einer Permission ein nachvollziehbarer Vertrauenswert und
sollte die Nutzung bei bestimmten Kategorien eine geringere oder gar keine Rolle spielen?

« Mit wie vielen Problemmeldungen fiir eine App ist nach einer akzeptablen Zeit zu rechnen,
sodass sich der Vertrauenswert durch Problemmeldungen einpendeln kann?

« Spiegelt die Gewichtung der gemeldeten Fehlverhalten einer Problemmeldung die Vorstellungen
der breiten Nutzermasse wieder?

Mit Hilfe von empirischen Studien liefle sich die Effektivitit der App beweisen, beziehungsweise
weiter verfeinern, um eine genauere Aussage treffen zu kénnen.

Eine Beeinflussung des Vertrauens in eine App durch den Entwickler dieser oder den App-Marktplatz,
auf welchem sie angeboten wird, konnte weiter untersucht werden, nachdem es in dieser Arbeit nur
angesprochen wurde.
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Auch wenn Verdnderungen der Permissions von Android eher selten sind, konnen diese doch von
Zeit zu Zeit auftreten, wie an dem veralteten Regelsatz von Kirin zu sehen war. Eine Anpassung der
kritischen Listen an geénderte Permissions sollte durchgefithrt werden, um die Metrik aktuell zu
halten.

Ebenfalls eine stetige Weiterentwicklung findet bei TaintDroid statt und so sollte diese beobachtet
werden. Uber die direkte Einbindung in das System wurde bereits diskutiert und durch diese automa-
tische Analyse wire die Abhangigkeit von Problemmeldungen der Benutzer kleiner. Andererseits
konnte der Benutzer sich auch tiberwacht fithlen. Eine Benutzerstudie zur Bereitschaft ein solches
System auf seinem Smartphone zu installieren, aber auch allgemein TaintDroid zu nutzen, kénnte fiir
Klarheit sorgen.

Eine weitere Moglichkeit fiir die Zukunft stellt die Erweiterung fiir das PMP-System dar. In diesem
fallen die Permissions heraus und werden wie angesprochen durch Resources ersetzt. Da sich der
Satz der Resources standig dynamisch erweitert, muss iiber eine Moglichkeit nachgedacht werden,
wie diese sich in kritische Kategorien einordnen lieflen und ein Vergleich gezogen werden kann.
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A. Anhang

A.1. Kritische Permissions

Dies ist eine Ubersicht tiber die kritischen Permissions, welche verhindern, dass eine Applikation
in den Bereichen Gefahrenpotenzial und Umgang mit privaten Daten in die Kategorie K1 fallen
kann, respektive einen Vertrauenswert von 100% in diesen Bereichen erreicht. Die Permissions
und ihre Bedeutung wurden der Website android.com! entnommen, Stand 01. Dezember 2014 fiir
Android 4.4.

CALL_PHONE?

INTERNET?
MOUNT_UNMOUNT_FILESYSTEMS
SEND_SMS*

WAKE_LOCK

WRITE_CALENDAR
WRITE_CONTACTS
WRITE_HISTORY_BOOKMARKS®
WRITE_SMS
WRITE_EXTERNAL_STORAGE
NFC

GET_ACCOUNTS

BLUETOOTH
BLUETOOTH_ADMIN

make a phone call w/o user’s confirmation

open network sockets

mount / unmount file sys for removable storage.
send SMS messages

Allows using PowerManager WakeLocks to keep
processor from sleeping or screen from dimming
write the user’s calendar data.

write the user’s contacts data.

write the user’s browsing history and bookmarks.
write SMS messages.

write to external storage

perform I/O operations over NFC

access the list of accounts in the Accounts Service
connect to paired bluetooth devices

discover and pair bluetooth devices

Tabelle A.1.: Ubersicht der kritischen Permissions, die eine Bedrohung fiir die Sicherheit des Smart-
phones darstellen kénnen.

“Diese Permissions konnen den Benutzer Geld kosten.
’Diese Permission wird von vielen Schadhaften aber kaum bis keinen gewdhnlichen Apps verlangt, [SLGT12].

'http://developer.android.com/reference/android/Manifest.permission.html
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ACCESS_COARSE_LOCATION access to coarse (e.g., Cell_ID, WiFi) location

ACCESS_FINE_LOCATION access to fine (e.g., GPS) location
PROCESS_OUTGOING_CALLS monitor, modify, or abort outgoing calls.

READ CALENDAR read the user’s calendar data.

READ_ CONTACTS read the user’s contacts data.
READ_HISTORY_BOOKMARKS“ read the user’s browsing history and bookmarks.
READ_PHONE_STATE read only access to phone state.

READ_SMS read SMS messages.

RECEIVE_MMS monitor, record, or process MMS msgs.
RECEIVE_SMS monitor, record, or process SMS msgs.
RECORD_AUDIO record audio.

RECEIVE_WAP_PUSH monitor incoming WAP messages.

READ_LOGS read low_level log msgs.

READ_CALL_LOG Allows an application to read the user’s call log.
READ_VOICEMAIL Allows an application to read voicemails in the system.

Tabelle A.2.: Ubersicht der kritischen Permissions, die eine Bedrohung fiir privaten Daten des Be-
nutzers auf dem Smartphone darstellen kénnen.

“Diese Permission wird von vielen Schadhaften aber kaum bis keinen gewohnlichen Apps verlangt, [SLGT12]
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