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Kurzfassung

In der heutigen Gesellschaft kommt es aufgrund des medizinischen Fortschritts zu einer immer
héheren Lebenserwartung. Mit dem steigenden Alter erhoht sich auch das Sturzrisiko wahrend
des Laufens. Die Abteilung der geriatrischen Rehabilitation des Robert-Bosch-Krankenhauses
erforschen Sturzmechanismen, um die Sturzhiufigkeit bei dlteren Personen zu reduzieren.
Im Rahmen dieser Studie wurden Blick- und Gelenk-Transformationen aufgezeichnet. Ziel
dieser Arbeit ist es, fiir die aufgezeichneten Motion-Capturing- und Eye-Tracking-Daten einen
visuellen Ansatz zur Analyse der Daten zu implementieren.

Fir die visuelle Analyse miissen Zusammenhénge innerhalb der aufgenommenen Daten
grafisch dargestellt werden. Bei dem aufgezeichneten Datensatz handelt es sich um multidi-
mensionale Daten, somit eignen sich vor allem multivariate Analysemethoden. Jedoch ist die
Aussagekraft dieser grafischen Darstellungen beschriankt, da die Schwingung des zyklischen
Laufprozesses wichtige Informationen tiberdeckt.

Mithilfe des Trend-Saison-Modells kann der Laufzyklus von den aufgezeichneten Daten ge-
trennt und der Datensatz ohne die Schwingung analysiert werden.
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1 Einleitung

Diese Bachelorarbeit befasst sich mit der visuellen Analyse von zeitabhdngigen Motion-
Capturing- und Eye-Tracking Daten. Als grundlegender Beispieldatensatz dient ein medizini-
scher Versuch zur Untersuchung von Probanden mit einer erhéhten Anfalligkeit fiir Stiirze
wiahrend des Laufvorgangs.

Motion-Capture und Eye-Tracking sind zwei Aufnahmemoglichkeiten von menschlichen Bewe-
gungen. Diese Aufzeichnungen finden in vielen Gebieten grofle Verwendung. Das Aufzeichnen
der menschlichen Korperbewegung, bzw. Motion-Capturing, ist vor allem aus dem Bereich der
anthropomorphen Computeranimation bekannt. Die aufgezeichneten Bewegungen werden
auf dreidimensionale Modelle tibertragen, um sie somit realistischer zu animieren.

Das Eye-Tracking zeichnet die Bewegung der Augen auf und kann somit Aufschluss iiber
die anvisierten Punkte liefern. Eines der bekanntesten Anwendungsgebiete ist die Analyse
in der Werbepsychologie. Mittels Auswertung der markantesten visuellen Eindriicke werden
Entwiirfe analysiert und auf bestimmte Zielgruppen wirtschaftlich optimiert.

Beide Verfahren werden auch im medizinischen Bereich in der Analyse von Bewegungsablau-
fen verwendet. Bei der Erforschung von Bewegungsstorungen konnen somit Zusammenhénge
zwischen Ursachen und Stérungen gefunden werden. Jedoch ist die Auswertung der Bewe-
gungsdaten aufgrund von Schwingungen des Laufprozesses und der Anzahl an Dimensionen
nicht mit herkdmmlichen Methoden darzustellen.

1.1 Aufgabenstellung

Im Rahmen einer medizinischen Untersuchung von Stiirzen im Alter hat das Robert-Bosch-
Krankenhaus das Verhalten von Versuchsteilnehmer verschiedenen Alters mithilfe von Motion-
Capturing und Eye-Tracking aufgezeichnet, um Reaktionsverhalten und Sturzursachen zu
erforschen. Ziel dieser Arbeit ist es einen visuellen und interaktiven Analyseansatz fiir diese
Art von Daten zu entwickeln und somit Beziige innerhalb eines Personendatensatzes und
Zusammenhdnge zwischen mehreren Teilnehmer grafisch darzustellen.

Basierend auf der Zeitreihenanalyse sollen im ersten Schritt unter Zuhilfenahme der Fourier-
transformation die schwingenden Zeitreihen in den Frequenzraum iiberfithrt werden. Anschlie-
Bend soll anhand von Brushing and Linking die Zeitreihe ohne der schwingenden Komponente
zuriick in den Ortsraum transformiert werden. Im zweiten Schritt soll ein Verfahren entwickelt
werden, dass die Zeitreihen fiir einen Vergleich aligniert. Anhand des Versuchsverlaufs werden



1 Einleitung
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Abbildung 1.1: Zeitplan als Gantt-Diagramm

somit verschiedene Daten einer Versuchsperson und Daten verschiedener Personen zeitlich
ausgerichtet. Im letzten Schritt wird der bereinigte Datensatz grafisch analysiert. Zuerst werden
Unterschiede zwischen Versuchsabschnitten und Signalen einer einzelnen Person mithilfe
von Continuous-Time-Scatterplots und Continuous-Time-Parallel-Coordinates-Plots analysiert.
Anschlief3end sollen mehrere Versuchsteilnehmer mithilfe von additivem Blending grafisch
dargestellt werden.

1.2 Zeitplan

Die vorliegende Arbeit ist anhand eines dynamischen Zeitplans erstellt worden. Das grund-
legende Konzept basiert auf drei elementaren Zeitabschnitten. Im ersten Schritt werden die
Grundlagen gesichtet. Im weiteren Schritt die Software entworfen und im letzten Schritt wer-
den die Erkenntnisse schriftlich ausgearbeitet. In der Abbildung 1.1 ist zu sehen, dass sich die
drei Zeitabschnitte folgenderweise unterteilen.

Erster Zeitabschnitt: Einarbeitungsphase

In diesem Abschnitt beginnt die Recherche. In erster Linie werden anhand der gegebenen
Literaturen verwandte Themen erforscht und weiterfithrende Quellen gesichtet. Parallel dazu
entsteht eine grobe Struktur des Programms und erste Datentypen werden entworfen. Ein
Beispieldatensatz liefert dabei einen ersten Eindruck vom Aufbau des Datensatzes. Im Mittel-
punkt dieser Phase steht ein Treffen mit Wissenschaftlern aus dem Bereich der geriatrischen
Rehabilitation. Bei diesem Treffen werden, in Zusammenarbeit mit den Wissenschaftlern,
Anforderungen an die entstehende Software erhoben.
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1.2 Zeitplan

Zweiter Zeitabschnitt: Programmierung

Dieser Abschnitt befasst sich mit dem Entwurf und der Implementierung der Analysesoftware
und ist in vier Blocke unterteilt. Im ersten Block wird das Hauptfenster und somit der Kern der
Software entworfen. Ausgehend aus diesem Hauptfenster werden alle weiteren Operationen,
wie das Offnen der Nebenfenster, gesteuert. Der zweite Block setzt sich mir der visuellen
Darstellung im Ortsraum auseinander. Die zentrale Problematik in diesem Block ist die Im-
plementierung der OpenGL-Umgebung. Der dritte Block befasst sich mit der Darstellung
und Filterung im Frequenzraum. Im letzten Block werden die Daten mittels multivariaten
Analysemethoden grafisch dargestellt.

Dritter Zeitabschnitt: Schriftliche Ausarbeitung

Dieser Zeitabschnitt dient der textuellen Erfassung der Ergebnisse. Ein bewahrtes Verfahren
ist die Erstellung des Textes in der Makro Ebene. In dieser Ebene wird nur die grobe Struktur
erstellt und noch keine ausformulierten Satze gebildet. Ist die Struktur soweit ausgereift,
dass keine grofleren Veranderungen durchgefithrt werden, kann der Text nach und nach
ausformuliert und verfeinert werden. Die letzte Ebene ist die Mikro Ebene und dient der
Verbesserung der sprachlichen Fehler.
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2 Grundlagen

In diesem Kapitel werden alle relevanten Grundlagen beschrieben. Die medizinischen Grund-
lagen dienen dem Verstdndnis der aufgezeichneten Datensitze. Zusatzlich werden die Aufnah-
meverfahren des Datensatzes, sowie die mathematischen Grundlagen erklart.

2.1 Medizinische Grundlagen

Mit zunehmenden Alter treten Gangunsicherheiten oder sogar Stiirze haufiger auf. Sturz-
ursachen konnen mit einer genaueren Analyse von Sturzmechanismen vermieden werden.
Essenziell fiir einen sicheren Gang ist die Koordination zwischen der Unterdriickung des vesti-
bulookuldren Reflexes und dem Gleichgewicht. Vor allem bei Alteren und Personen mit neurode-
generativen Erkrankungen, wie dem Parkinson-Syndrom und der progressiven supranuklearen
Blickparese, ist diese Koordination nicht mehr vollkommen funktionsfahig.[SMK+15]

2.1.1 Vestibulookularer Reflex

Der Vestibulookuldrer Reflex ist die neuronale Verkniipfung zwischen dem Gleichgewichts-
organ (Organon vestibulare) und der Augenbewegung (Okulomotorik). Diese Verkniipfung
ermoglicht es bei einer Kopfbewegung ein Objekt zu fokussieren. Die vom Gleichgewichtssinn
erkannte Drehbewegung wird entgegengesetzt der Drehrichtung mit einer unwillkiirlichen
Sakkade ausgeglichen. Eine Augenbewegung wird als Sakkade bezeichnet, wenn der Fixations-
punkt des Auges eine schnelle Positionsdnderung durchfithrt und die Netzhaut dabei keine
Informationen an das Gehirn weiterleitet. Unwillkiirlich in diesem Zusammenhang bedeutet,
dass die Bewegung nicht bewusst gesteuert werden kann.

Neben der Sakkade gibt es noch die Fixation, dabei steht der Fixationspunkt stabil auf einem
Objekt und die von der Netzhaut aufgenommene Umgebung wird an das Gehirn weitergeleitet.
Je nach Komplexitét des visuellen Reizes unterscheidet sich das Muster von Fixationen und
Sakkaden. Bewegt sich zusatzlich noch der Kopf, wahrend ein neues Objekt fokussiert wird,
muss der Vestibulookuldrer Reflex unterdriickt werden. Vor allem beim Laufen ist der Kopf in
stindiger Bewegung und das Auge muss immer wieder neue Objekte fokussieren.

Ist die Suppression des vestibulookularen Reflexes beeintrachtigt, wandert das Bild auf der
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2 Grundlagen

Netzhaut trotz einer Fixation. Eine Beeintrachtigung der Suppression kann durch Alkoholkon-
sum [Sch13] und neurodegenerativen Krankheiten, wie dem Parkinson Syndrom [HG79] und
der Progressive supranukleére Blickparese [DGL87] auftreten.

2.1.2 Parkinson Syndrom

Das Parkinson-Syndrom ist eine Erkrankung bei der Nervenzellen, die fiir die Dopaminpro-
duktion zustdandig sind, absterben. Durch den Mangel an Dopamin wird die Funktion der
Basalganglien beeintrachtigt und somit der Prozess der motorischen Handlungsmuster ge-
stort. Systematische Symptome dieser Krankheit sind: Verlangsamung der geistigen Funktion,
Bewegungsarmut, Muskelstarre, Muskelzittern sowie die Stérung des unwillkiirlichen Nerven-
systems.

Eine mit dem Parkinson-Syndrom verwandte Krankheit ist die progressive supranukleare Blick-
parese. Aus diesem Grund wird diese Krankheit mit anderen parkinsondhnlichen Krankheiten
als Parkinson-Plus beschrieben. [mP F84]

2.1.3 Progressive supranukleare Blickparese

Die progressive supranukleédre Blickparese (Abk. PSP, engl. progressive supranuclear palsy)
ist wie das Parkinson-Syndrom auch eine degenerative Hirnerkrankung. Diese Erkrankung
betrifft vor allem die Basalganglinien und beeintréchtigt somit automatisierte Bewegungs-
ablaufe. Beeinflusst werden die motorischen Fahigkeiten des Sehens, des Sprechens und des
Laufens. [SRO14]

2.2 Eye-Tracking

Das Eye-Tracking ist eine Technik zur Erfassung der Augenbewegung und somit die Nachver-
folgung der zuriickgelegten Strecke des Fixationspunktes. Der Fixationspunkt ist der Punkt
des schirfsten Sehens, dort kreuzen sich die Blicklinien beider Augen und der Punkt wird auf
der Stelle der Netzhaut mit der hochsten Auflosung wahrgenommen. Mit der Bestimmung der
Geschwindigkeit konnen die aufgezeichneten Daten in Sakkaden und Fixationen unterteilt
werden.

Insgesamt gibt es zwei wesentlich unterschiedliche Techniken zur Aufzeichnung von Augenbe-
wegungen [Duc07]. Die Elektrookulografie verwendet vier Elektroden, die um das Auge herum
platziert werden. Auf der Netzhaut befindet sich ein elektronisches Ruhepotenzial. Sobald
sich das Auge bewegt, entfernt sich das Ruhepotential von einem Sensor und dreht sich in
Richtung des gegeniiberliegenden Sensors. Die Bewegung eines elektrischen Ruhepotenti-
als verursacht einen messbaren Spannungsunterschied zwischen den beiden Sensoren. Die
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2.3 Motion-Capturing

heutzutage haufiger verwendete Technik ist das videobasierte Eye-Tracking. Eine Lichtquelle
strahlt in Richtung des Auges und die Reflexion wird mit einer Kamera aufgezeichnet. Damit
der Benutzer nicht zu sehr vom Licht irritiert wird, wird eine Lichtquelle mit einem nicht
sichtbaren Spektrum verwendet.

2.3 Motion-Capturing

Das Motion-Capturing ist ein Aufnahme Prozess zur Bewegungsverfolgung von Objekten oder
Personen. Die Bewegungen werden so aufgezeichnet, dass sie von einem Computer analysiert
und weiterverwendet werden konnen. Es gibt zwei grundverschiedene Aufnahmeméglich-
keiten. Die erste Moglichkeit basiert auf Sensoren, die sich am bewegenden Objekt befinden.
Zum Beispiel werden Beschleunigungssensoren oder Gyrometer zur Bestimmung der Bewe-
gungsrichtung oder der Lagednderung im Raum verwendet. Die zweite Aufnahmemdglichkeit
basiert auf der optischen Aufzeichnung des bewegten Objektes und bietet zwei verschiedene
Verfahren an. Das erste Verfahren verwendet die Silhouette der aufzunehmenden Person und
errechnet anhand eines virtuellen Modells die Position der einzelnen Gelenke.

Das zweite Verfahren verwendet Reflektoren, die am bewegten Objekt angebracht werden und
Licht aus dem nicht sichtbaren Spektrum reflektieren. Mithilfe von mehreren Kameras kann
die Reflexion aufgenommen und die Position mittels Triangulation bestimmt werden.

2.4 Fourier-Transformation

Die Fourier Transformation tiberfiihrt ein Signal aus dem Ortsraum in den Frequenzraum. Dazu
wird angenommen, dass sich jede zeitabhingige stetige Funktion f(¢) aus mehreren Kosinus
Funktionen mit unterschiedlicher Amplitude A,,, Frequenz w,, und Phase ¢,, zusammensetzen
lasst:

f(t) = f: A, cos (wpt + ¢y,)

n=0

Bei zeitdiskreten Daten a; mit ¢ = (1,2, ..., N) konnen die diskreten Fourierkoeffizienten dy,
mit der Frequenz k = (0,2, ..., N — 1) wie folgt berechnet werden:

N-1 o
&k _ Z a;j * 6—27rz(jk:/N)
Jj=0
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3 Analyse der Versuchsdaten

Als Grundlage fiir die Analyse von Zeitabhingigen Motion-Capture- und Eye-Tracking-Daten
dient ein Datensatz vom Robert-Bosch-Krankenhaus, mit diesem Datensatz werden unter
anderem Sturzursachen von PSP-Patienten untersucht.

3.1 Versuchsaufbau

Um die Auswirkung der visuellen Reize auf das Laufverhalten zu messen, muss der Versuchs-
aufbau folgende Bestandteile beinhalten: einen visuellen und motorischen Stimulus sowie
eine Aufzeichnung der Reaktionen auf die jeweiligen Stimuli. Der visuelle Stimulus wird von
Leuchtdioden (LED) gegeben, wie in Abbildung 3.1 skizziert. Die Entfernung zum Probanden
betragt 120 cm und die Hohe entspricht der jeweiligen Augenhohe. Auf der LED-Leiste sind
sieben Leuchtdioden horizontal montiert, sodass der Proband mit einer Kopfdrehung von 30°,
45° und 60° nach links oder rechts die LEDs frontal betrachten kann. Die siebte LED befindet
sich mit einer 0°-Auslenkung direkt vor dem Probanden.

Ein programmierbarer Mikrocontroller steuert die LEDs nach einem festgelegten Programm.
Es leuchtet immer nur eine LED fiir 500 ms. Die Reihenfolge, sowie das Intervall zwischen
zwei leuchtenden LEDs ist zufallig, jedoch bei jedem Probanden gleich.

Der motorische Stimulus wird iiber ein Laufband gegeben. Die Lange betragt 200 cm und die
Breite 75 cm. Die Probanden werden vor dem Versuch mit dem Laufband vertraut gemacht.
Fiir jeden Probanden werden zwei Geschwindigkeiten festgelegt, ein angenehmes Geh- und
ein schnelles Lauftempo.

Die Aufzeichnungen der Reaktionen werden mithilfe von Motion-Capture und Eye-Tracking
aufgenommen. Das dreidimensionale Motion-Capturing System besteht aus sechs Kameras
und 15 Marker. Bei den Kameras handelt es sich um T10-Modelle der Firma Vicon, mit einer
Auflésung von einem Megapixel und einer Bildaufnahmefrequenz von 200 Bildern pro Sekun-
de. Die Marker bestehen aus kugelférmigen Reflektoren, die das Infrarotlicht der Kameras
reflektieren. Die genauen 15 Platzierungen sind auf der Abbildung 3.2 zu sehen. Die Kopf- (1-3)
und die Oberkorperposition (4-6) werden jeweils mit drei Markern bestimmt. Die Hande (7-10)
und die Fufle (11-14) jeweils mit zwei. Der rechte Fuf} besitzt noch einen zusatzlichen Marker
(15), der die Drehung um die Sagittalachse aufzeichnet.
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3 Analyse der Versuchsdaten

Vicon cameras

Safety harness

> LED presentation

Vicon reflexive markers on body

treadmill

Abbildung 3.1: Auf der Abbildung ist der Versuchsaufbau zu sehen. Die Person ist gegen
Stiirze gesichert und steht auf dem Laufband. Des Weiteren sind die Motion-
Capturing-Marker zu erkennen sowie die LED-Leiste fiir den optischen Sti-
mulus. [SMK+15]

Fir die Aufzeichnung der Augenbewegung wird ein Head-mounted Eye-Tracker der Firma
EyeSeeTec verwendet. Das EyeSeeCam-Modell besitzt eine Genauigkeit bis zu 0.1° und eine
Prazision von £0.5°. Aufgezeichnet wird nur das linke Auge mit einer Wiederholungsrate von
220 Hz.

Da vor allem Stiirze mit diesem Versuch provoziert werden, wird jeder Proband mit einem
Sicherheitsgurt an der Decke befestigt.

Wihrend des Versuches wurde die Suppression des vestibulookuldren Reflexes ausgeldst, indem
der Proband gleichzeitig mit dem Auge und dem Kopf immer wieder neue LEDs fokussieren
musste.
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3.2 Aufgezeichnete Daten

2 |
- ::_/;:/1;“\._“1
0/3 — 3
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Abbildung 3.2: Von links nach rechts: Riicken-, Vorder- und Seitenansicht. 1. Stirn, 2. Scha-
deldecke, 3. Hinterkopf, 4. Halswirbel C5, 5. Brustbein, 6. Lendenwirbel L5, 7.
Radius links, 8. Ulnar links, 9. Radius rechts, 10. Ulnar rechts, 11. Fuf} links, 12.
Zeh links, 13. Fuf} rechts, 14. Zeh rechts, 15. Referenz Punkt rechts. [Nan11]

3.2 Aufgezeichnete Daten

Der Datensatz besteht aus zwei kranken und zwei gesunden Versuchsgruppen. Die zwei
kranken Versuchsgruppen bestehen aus PSP- und Parkinson-Patienten, die zwei gesunden
Vergleichsgruppen bestehen aus jungen und alten Versuchspersonen. In der Parkinson und
der PSP Gruppe gab es jeweils 15 Probanden. Die Gruppe der alten Versuchspersonen umfasst
19 und die der jungen 11 Personen. Jede Person durchlief den Versuch zwei Mal.

Die Aufgenommenen Motion-Capturing-Daten bestehen aus den X-, Y- und Z-Koordinaten
der 15 Marker, sowie der mit dem Eye-Tracker und der LED-Leiste synchronisierten Zeit.
Die Eye-Tracking-Daten bestehen aus jeweils dem horizontalen und vertikalen Winkel, der
Augen- und Kopfposition. Zusétzlich ist noch der Durchmesser der Pupille sowie die Kopf-
drehgeschwindigkeit gegeben. Alle Daten sind zeitabhangige Folgen und somit Zeitreihen. Ein
Datensatz enthalt insgesamt 45 Motion-Capture, 7 Eye-Tracking und 1 LED Zeitreihe.
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3 Analyse der Versuchsdaten

3.3 Arbeitsthesen

In Zusammenarbeit mit der Abteilung der geriatrischen Rehabilitation des Robert-Bosch-
Krankenhauses wurden folgende Arbeitsthesen aufgestellt.

Darstellung von Zusammenhéangen zwischen den aufgenommenen Daten.

Die Zusammenhénge von den unterschiedlichen Daten sollen fiir eine Analyse grafisch dar-
gestellt werden. So ist fiir die Wissenschaftler des Robert-Bosch-Krankenhauses der Zusam-
menhang zwischen den Bewegungsabweichungen der Hiift- und Kopfbewegung interessant.
Die Hiftbewegung dient beim Laufvorgang vor allem dem Erhalt der Balance. Kommt es zu
einer Storung im Gleichgewichtssinn, verzogert sich die Ausgleichsbewegung oder fallt sogar
aus. Der verschobene Schwerpunkt muss mit einer stirkeren Bewegung korrigiert werden. Ist
die Korrektur physisch nicht mehr ausfithrbar, kommt es zu einem Sturz. Damit eine Dysba-
lance von dem normalen Laufvorgang zu unterscheiden ist, miissen diese Ereignisse visuell
voneinander getrennt werden.

Vergleich von Versuchsgruppen.

Die Versuchsgruppen unterscheiden sich in ihren sensorischen, kognitiven und motorischen
Fahigkeiten. Anhand dieser Fahigkeiten sollten die Personen untereinander viele Gemeinsam-
keiten haben und sich von den anderen Gruppen unterscheiden. Die visuelle Darstellung einer
ganzen Gruppe soll diese Fahigkeiten repréasentieren, um sie dann mit den anderen Gruppen
zu vergleichen.
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4 Softwareentwurf

In diesem Kapitel werden die Moglichkeiten zur verbesserten Visualisierung der Daten skiz-
ziert und ein theoretischer Entwurf festgelegt. Dieser allgemeine Entwurf besteht aus vier
elementaren Schritten: die Schwingungsdekomposition, die Alignierung der einzelnen Signale,
die visuelle Darstellung eines Individuums sowie der visuelle Vergleich mehrerer Individuen.
Die praktische Realisierung wird in Kapitel 5 beschrieben.

4.1 Anforderungen

Die grundlegenden Eigenschaften der entworfenen Software werden in diesem Abschnitt als
Anforderungen formuliert. Dabei wird zwischen funktionalen und nichtfunktionalen Anforde-
rungen unterschieden.

Basierend auf der Aufgabenstellung und den Arbeitsthesen legen die funktionalen Anforde-
rungen fest, fiir welche Aufgaben die Software ausgelegt wird.

Einlesen der Daten: Die Software soll Dateien einlesen, die Datensatze von Motion-Capturing
und Eye-Tracking beinhalten.

Selektion: Die medizinische Studie beinhaltet 120 Versuche mit jeweils 53 Zeitreihen. Die
Motion-Tracking-Daten konnen noch als Vektor im dreidimensionalen Raum betrachtet wer-
den. Mithilfe der Projektion kdnnen somit noch zusatzlich die Geschwindigkeit oder auch
Beschleunigung eines Markers auf einer beliebigen Ebene, beliebigen Achse oder im Raum
berechnet werden.

Mit der Selektion sollen mehrere Zeitreihen systematisch aus den verschiedenen Datensétzen
fir die spatere Bearbeitung ausgewahlt werden. Das Auswahlverfahren soll fiir zwei ver-
schiedene Arten von Benutzer ausgelegt sein. Als Erstes fiir den Benutzer der genau weif3,
welche Zeitreihen er auswéhlen mochte. Als Zweites fiir den Benutzer der den Datensatz auf
bestimmte Theorien untersucht, jedoch nicht genau weif3, welche Zeitreihen relevant sind.

Schwingungsfilterung: Der schwingende Anteil soll zur besseren Analyse aus den selek-
tierten Zeitreihen entfernt werden. Fir eine vollkommene Benutzerkontrolle der genauen
Filterung ist ein interaktiver Ansatz notwendig.

Visuelle Darstellung: Die selektierten und gefilterten Zeitreihen sollen visuell miteinander
verglichen werden. Dabei sollte es moglich sein unterschiedliche Zeitreihen eines Probanden,
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4 Softwareentwurf

gleiche Zeitreihen von verschiedenen Probanden sowie ganze Versuchsgruppen zu verglei-
chen.

Nichtfunktionale Anforderungen:

Ubersichtlichkeit: Der Benutzer soll nicht suchen miissen, um sein bewusstes Ziel zu erreichen.
Verstdndlichkeit: Fir Benutzer sollen Vorgehensweisen einer festen Logik folgen, um somit
eine leichte Erlernbarkeit zu gewéhrleisten.

Laufzeiteffizienz: Die Berechnungen im Hintergrund sollen in Echtzeit ablaufen.

4.2 Konzept

Aus den Datensitzen sollen Zeitreihen selektiert, gefiltert und visuell dargestellt werden.
Um die Auswirkung der interaktiven Filterung nachzuverfolgen, werden die verschiedenen
Ansichten parallel angezeigt. Eine Anderung in der einen Ansicht wirkt sich auf die anderen
Ansichten aus. Dieses Konzept wird als Brushing and Linking bezeichnet. [BR99] Jede Ansicht
wird in einem eigenen Fenster angezeigt, damit auch bei einem Multi-Monitor Betrieb die
zusétzliche Arbeitsflache effizient verwendet werden kann.

Das Hauptfenster, skizziert in Abbildung 4.1, dient dem Laden der Datenséatze, der Auswahl der
Zeitreihen und dem Erstellen der Ansichtsfenster. Das Design ist intuitiv nach der lateinischen
Schriftrichtung nachempfunden. Somit verlauft das Design primar waagrecht von links nach
rechts und sekundar von oben nach unten. In erster Linie sieht der Benutzer in der Vorschau,
welchen Datensatz er ausgewahlt hat. In der zweiten Zeile beginnt die Selektion. In der ersten
Spalte konnen Datensétze importiert und bearbeitet sowie fiir die Selektion markiert werden.
In der zweiten Spalte kann der Typ der Zeitreihe bestimmt werden. Wird die Auswahl besta-
tigt, werden die selektierten Zeitreihen in der dritten Spalte angezeigt. Will zum Beispiel ein
Benutzer von Versuchsgruppe A die Z-Koordinate des linken Fuf3es selektieren, so wihlt er in
der ersten Spalte alle Datensatze von Versuchsgruppe A aus. In der zweiten Spalte wahlt er
den Marker und die benétigte Koordinate aus und bestatigt die Selektion. In der dritten Spalte
erscheinen somit die gewiinschten Zeitreihen kombiniert aus beiden Spalten.

Fiir die Auswahl des Datentyps in der mittleren Spalte ist eine Liste ungeeignet da, mit der
Geschwindigkeit und Beschleunigung der Marker, iiber 100 Moglichkeiten zur Auswahl stehen.
Damit die Auswahl den Anforderungen entsprechend tibersichtlich und verstandlich wird,
kommen folgende Oberflachen Designs infrage. Abbildung 4.2 skizziert die drei verschiedenen
Konzepte.

Das erste Konzept beruht auf einer kategorischen Hierarchie. Eine ausklappbare Baumstruktur
dient als Darstellung. Fiir eine benutzerfreundliche Ubersicht ist die Strukturtiefe ausschlagge-
bend. Ist die Tiefe der Struktur zu klein, enthalten die Kategorien zu viele Elemente und der
Benutzer wird mit einer zu grof3en Liste iiberfordert. Ist hingegen die Strukturtiefe zu grof3,
erhoht sich die Anzahl an Kategorien und somit die Ausfithrungszeit der Selektion. Optimal
sind nicht mehr als 7 £ 2 Elemente in einer Kategorie. Diese Anzahl entspricht der millerschen
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Abbildung 4.1: Mockup des Hauptfensters

Zahl und somit dem Maximum an Informationseinheiten, die im Kurzzeitgedachtnis parallel
zur Verfiigung stehen.

Ein Nachteil dieser Auswahlmethode ist, dass bei einer Auswahl von mehreren Elementen,
diese sich im Worst Case in verschiedenen Oberkategorien befinden und somit die ausgeklappte
Baumstruktur zu viel Platz einnimmt.

Eine weitere Auswahlmethode wire die Kategorie-Hierarchie mithilfe von Dropdown-Meniis
darzustellen. Die Oberkategorie wird als Dropdown-Menii angezeigt. Ist eine Kategorie ge-
wahlt worden, wird das néchste Dropdown-Menii mit den moglichen Unterkategorien aktiviert.
Dies wird so oft wiederholt, bis die Zeitreihe eindeutig definiert ist. Der grof3e Vorteil dieser
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Abbildung 4.2: Verschiedene Konzepte fiir eine Auswahl des Datentyps. Von links nach rechts:
Baumansicht, Auswahlbox, Tabelle.

Auswahlmethode ist, dass der Benutzer nur Einsicht auf die moglichen Kategorien hat und
somit die Ubersicht gewéahrleistet ist. Der Nachteil hingegen ist, dass bei einer unbestimmten
Suche, nicht alle Kategorien parallel durchsucht werden konnen. Bei einer bestimmten Suche
hingegen werden Fehler in der Auswahl, mit einer zeitineffizienten Korrektur bestraft. Werden
zum Beispiel Fehler erst im letzten Dropdown-Menii festgestellt, so muss im Worst Case die
Auswahl im ersten Dropdown-Menii wieder begonnen werden. Der grofite Nachteil dieser
Auswahlmaoglichkeit ist, dass die parallele Auswahl von mehreren Zeitreihen nicht méglich ist.
Die letzte Auswahlmethode basiert auf einer Matrix aus Optionen. Horizontal sind die Signale
aufgelistet und vertikal die moglichen Optionen. Fiir einen Marker kann man die Achse aus-
wihlen und ob die Position, Geschwindigkeit oder Beschleunigung errechnet werden soll. Bei
den Eye-Tracking-Daten stehen Winkel, Geschwindigkeit, Beschleunigung, sowie die Winkel-
richtung zur Auswahl. Ein Nachteil dieser Auswahlmethode ist der grofe Platzverbrauch.

Die Wahl fiel letztlich auf einen Kompromiss aus einem Dropdown-Menii und der Optionsma-
trix. Die Grof3e der Matrix wird mithilfe der Vorauswahl einer Kategorie verringert. Zeitreihen
innerhalb verschiedener Kategorien konnen jedoch nicht parallel ausgewahlt werden. Ge-
schwindigkeit, Beschleunigung und Position werden am seltensten miteinander verglichen
und eignen sich somit fiir ein Dropdown-Menti.

Die Schwingungsfilterung sowie die visuelle Darstellung der Daten werden vom Hauptfenster
aus in separaten Nebenfenstern geoffnet. Diese Nebenfenster werden moglichst identisch
gestaltet, um die Erlernbarkeit zu vereinfachen. Wie in Abbildung 4.3 zu erkennen, steht die
Ansicht im Mittelpunkt und die Beschriftung am Rand, um das visuelle Bild nicht zu storen.
Werkzeuge zum Bearbeiten oder andere Bedienelemente werden links und unterhalb der
Ansicht angebracht.
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Abbildung 4.3: Mockup des Nebenfensters
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4.3 Schwingungsdekomposition

Die Schwingungsdekomposition dient der Filterung des schwingenden Anteils aus einer 4qui-
distanten Zeitreihe. Die Abbildung 4.4 zeigt im obersten Abschnitt die links rechts Auslenkung
einer Hiifte wahrend des Laufvorgangs. Zu erkennen ist eine regelméflige Schwingung mit ei-
ner Wellenldnge von ungefahr 1,4 s, die unregelmafig steigt und fallt. Die Schwingung entsteht
durch die zyklischen Wiederholungen von Bewegungen im Laufvorgang. Anhand des additiven
Trend-Saison Modells lasst sich die Schwingung als einzelne Komponente betrachten.

Hierfiir wird angenommen, dass die Zeitreihenwerte Y,, in drei Komponenten zerlegt werden
konnen.

YLJ:Tv+SU+RU

Im zweiten Abschnitt der Abbildung 4.4 ist die Trendkomponente 7;, abgebildet. Sie gibt die
allgemeine Grundrichtung an. Die Saisonkomponente .S, gibt den periodischen Prozess an
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Abbildung 4.4: Seasonal-Trend Dekomposition der X-Koordinate eines Steiflbeinmarkers.
Von oben nach unten: Signal, Trend, Schwingung, Residuum.
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4.3 Schwingungsdekomposition

und ist im dritten Abschnitt dargestellt. Der additive Rest entspricht der Residualkomponente
R,.

4.3.1 Lokale Regression

Eine Moglichkeit um ein Signal in seine Komponenten zu zerlegen, ist die Methode von Ro-
bert B. Cleveland basierend auf dem Verfahren der lokal gewichteten Regression. Die lokal
gewichtete Regression, kurz Loess, ist ein von Robert B. Cleveland entwickeltes Glattungsver-
fahren. [CCJ90] Fiir die Zeitreihe & = (¢, x1, ..., z,,) wird die gegléttete Folge ¢ folgenderweise
berechnet.

Fiir jeden Wert x; werden Gewichte fiir die ¢ nachsten Nachbarn berechnet. Je weiter ein Wert
von z; entfernt ist, desto kleiner ist das Gewicht.

Sei \;(z) die groBite Distanz zwischen = und den ¢ nachsten Nachbarn von x; und W (u) die
trikubische Gewichtungsfunktion.

W(u) = (1—u?)? falls0<u<1
n 0 , sonst

Die Gewichte g;(z) fiir die ¢ nachsten Nachbarn von z; werden folgenderweise berechnet:

() = |z —
(2] W( Ai() )

Fiir die lokale Regression vom Grad d gilt:

d
(@) = ele) + 3 Bules - o)

Dabei handelt es sich um eine ganzrationale Funktion mit den Regressionskoeffizienten 3 und
dem additiven Fehlerterm e(x). Fiir die geglattete Folge gilt §; = y(x;) = (. Fur die Schatzung
von (3 muss der Fehler (¢())? der Regression anhand der Gewichte g; minimiert werden. Dies
ergibt folgendes Minimierungsproblem.

min )Z (gz(a:) * e(x)Q)

(Boy-+sBk

Mit der Losung des Minimierungsproblems kann das Loess-Verfahren mit den Parameter ¢
und d angewendet werden.
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Die Trend-, Saison- und Restkomponente wird anhand eines iterativen Algorithmus mit einer
inneren und dufleren Schleife berechnet.

Die innere Schleife durchlauft vier Schritte.

Im ersten Schritt wird eine temporire Saisonkomponente berechnet. Dazu wird die gegebene
Zeitreihe in die jeweiligen Saisons aufgeteilt. Zum Beispiel Daten, die stiindlich aufgezeichnet
wurden, werden in Untergruppen mit der Grof3e 24 geteilt. Somit entspricht ein Tag einer
Saison. Jede Untergruppe wird mit der Loess geglattet. Der Parameter ¢ wird vom Benutzer
gewdhlt und der Grad d der Regression ist gleich 1.

Im zweiten Schritt wird aus der temporéren Saisonkomponente eine temporére Trendkompo-
nente errechnet. Dazu werden die Untergruppen aus dem ersten Schritt zusammengesetzt und
mittels Loess und dem gleitenden Durchschnitt geglattet.

Im dritten Schritt wird die endgiiltige Saisonkomponente berechnet, indem von der temporéren
Saisonkomponente die im zweiten Schritt errechnete Trendkomponente abgezogen wird.

Im vierten Schritt wird die endgiiltige Trendkomponente errechnet. Hierzu wird zuerst von
der originalen Zeitreihe die Saisonkomponente abgezogen und danach die Restkomponente
mithilfe der Loess gefiltert.

Die Iteration kann wiederholt werden, indem im ersten Schritt die temporare Saisonkompo-
nente aus der endgiiltigen Saisonkomponente aus Schritt drei berechnet wird. Je mehr Iteration
desto besser sind die Trend- und Saisonkomponenten getrennt. In der Regel reichen zwei
Iterationen aus.

Die auflere Schleife dient der Schatzung der Qualitdt der gegebenen Werte. Diese werden
anhand der Extreme der Restkomponente 7 = (rg, 71, ..., 7,,) folgenderweise gewichtet:

|74l
i =B
P 6 + median(|r|)
rer
mit

_2)\2 <
B(u):{ (1 Ou) Jfalls0 <u < 1
, sonst

Die Gewichte g; werden in den Schritten eins und vier zu den Gewichten der Loess Berechnung
dazu multipliziert. Nach R. B. Cleveland liegt der ideale Wert fiir den Grad der Loess bei 1
und fiir ein gutes Ergebnis sind minimal drei Iterationen der auleren Schleife notwendig. Der
einzige Parameter, der von den gegebenen Daten abhéngt, ist die Anzahl der Samples in einer
Saison.
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4.3 Schwingungsdekomposition

4.3.2 Fourier Analyse

Eine weitere Methode zur Trend-Saison Trennung, ist die Analyse der Frequenzen mithilfe der
Fouriertransformation.

Die zu filternden Zeitreihen werden in den Frequenzraum transformiert. Die Frequenzen,
die den Lauffrequenzen entsprechen, werden entfernt. AnschlieBend werden die Zeitreihen
zurick in den Ortsraum tiberfiithrt. Das Problem dieses Verfahrens ist, dass die berechneten
Frequenzen so dargestellt werden, dass die Lauffrequenzen von den anderen zu unterscheiden
sind.

4.3.3 Periodogramm

Gesucht ist die Energiedichte fiir die Schatzung der Frequenzaktivitit in den Zeitreihen. Dazu
Betrachten wir die Energie I eines Signals z(t).

W= /: (1) |2dt

Fiir die Analyse einer einzelnen Frequenz wird nach dem Satz von Parseval folgende Gleichung
aufgestellt.

[ tora= [ [ e sal

Daraus ergibt sich die geschatzte Energiedichte fiir die Frequenz f.

0o ) 2
Wao($) = | [ e ta(t)ds

Fir eine Zeitreihe wird somit die diskrete Fouriertransformation verwendet und zu jeder
Frequenz der quadrierte Betrag angezeigt.[Bar50]

Die Darstellung gibt eine approximierte spektrale Energiedichte der Zeitreihe an. Das Problem
dieser Darstellung ist, dass bei einer Unregelmafigkeit der Lauffrequenz-Amplitude andere
Frequenzen groflere Energiedichten erhalten. Steht zum Beispiel ein Proband am Anfang der
Aufzeichnung und bewegt sich erst spater regelmaf3ig, konnen die Lauffrequenzen nicht mehr
anhand der Energiedichte von den anderen Frequenzen unterschieden werden.

Eine Losung fiir dieses Problem ist die Betrachtung von einzelnen Zeitabschnitten. Dementspre-
chend wird die Zeitreihe x in einzelne Zeitfenster x,, unterteilt. Sei die Fenstergrofle M und
die Anzahl der Fenster R, so ist die Fenster-Zeitreihe z,, folgenderweise definiert:

Tm(n) = x(mM + n)

29



4 Softwareentwurf

R i Blackman-Harris window Fourier transform
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Abbildung 4.5: Die linke Seite (a) zeigt den Leck-Effekt. [WDW11] Die obere Zeile skizziert
eine Sinusfunktion im Orts- und Frequenzraum. Die zweite Zeile zeigt die
gleiche Funktion in einem begrenzten Beobachtungszeitraum. Die rechte Seite
(b) skizziert die Blackman-Harris-Fensterfunktion im Orts- und Frequenz-
raum. [Niel3]

mitn=0,1,.. M —-1,m=0,1,.... R

Mit den Fourierkoeffizienten a; aus dem Zeitfenstern z,, wird die Energiedichte fiir die
Frequenzen k folgenderweise berechnet:

L.
Wi (k) = 7l

Die Fenster werden dann gemittelt:

W) = 5 3 Wi, (1

m=0

Bei dieser Darstellung kommt es zu zwei weiteren Problemen. Das erste Problem ist der Leck-
Effekt. Dieser Effekt tritt auf, wenn die Fourier-Analyse nur von einer zeitlich begrenzten
Folge durchgefiihrt wird. Abbildung 4.5a zeigt die Fourier-Transformation eines unendlich
langem Signal und einem begrenzten. Obwohl sich das Signal nicht dndert, beeinflusst der
Beobachtungszeitraum das Frequenzspektrum. Der Leck-Effekt kann mit einer Fensterfunktion
minimiert werden. Die Fensterfunktion g(n) gewichtet die Datenpunkte x(n). Somit ergibt
sich das neue Zeitfenster x,,(n).

Tm(n) =gn)xx(mM+ (n)),n=0,1,...M —1,m=0,1,.... R

mit zum Beispiel der Blackman-Harris-Funktion (Abbildung 4.5b):

7m1>—0,01168cos< Omn )

- - M—1

2mn 4
g(n) = 0,35875—0, 48829 cos (M 1) +0, 14128 cos (M
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Die Datenpunkte am Rand werden mit kleinen Werten gewichtet und fliefen somit weniger in
die Fourieranalyse mit ein.[Coh95]

Das zweite Problem ist die Varianz der gesuchten Frequenz. Bei der Berechnung des Durch-
schnitts jeder einzelnen Frequenz werden die Lauffrequenzen nur dann alle miteinander addiert,
wenn die Laufgeschwindigkeit konstant ist. Die Losung fiir dieses Problem ist es die Zeitfenster
separat anzuzeigen.

4.3.4 Spektrogramm

Ein Periodogramm ordnet jeder Frequenz nur eine einzige Energiedichte zu. Bei einem Spek-
trogramm hingegen wird jedes Zeitfenster einzeln betrachtet. Dazu wird eine Matrix (w;;) mit
der Energiedichte W, (k), dem gewichteten Zeitfenster x,, und der Frequenz k aufgestellt.

W, (0) W, (0) War(0)
W) WL Wy (1)
WM —1) W, (M—1) .. W (M—1)

Jeder Wert dieser Matrix wird in der grafischen Darstellung anhand einer Farbskala dargestellt.
Die Lauffrequenz wird sich somit von den anderen Frequenzen farblich abheben und kann ma-
nuell markiert werden. Die Fourierkoeffizienten der markierten Energiedichten werden gleich
null gesetzt. Die gefilterte Zeitreihe ergibt sich dann aus der inversen Fouriertransformation.

Im Vergleich zu den anderen Methoden muss weder die Anzahl der Datenpunkte innerhalb
einer Saison bekannt sein, noch wirkt sich die variierende Lauffrequenz auf die Qualitat der
Darstellung aus. Somit fallt die Wahl fiir die Schwingungsdekomposition auf die Fourier
Analyse mit der Spektrogrammdarstellung.

4.4 Vergleich von Zeitreihen

Ein Versuch enthilt mehrere Zeitreihen und ist somit ein hochdimensionaler Datensatz. Um
mehrere Dimensionen bzw. Zeitreihen gemeinsam zu analysieren, werden multivariate Analy-
severfahren verwendet.

Am besten fiir zeitdiskrete Daten eignen sich Scatterplot-Matrizen (SPLOM) und parallele
Koordinaten (PCP).
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(a) Scatterplot Matrix (b) Normaler und Continious Scatterplot

Abbildung 4.6: Die linke Seite (a) zeigt eine Scatterplott-Matrix der Iris Datenbank [Nic16],
die rechte (b) einen normalen und einen continious Scatterplot. [GHWG14]

4.4.1 Scatterplot-Matrix

Eine Scatterplot-Matrix ist die Darstellung von mehreren Streudiagrammen in einer Matrix. Jede
Zelle der Matrix représentiert ein Streudiagramm aus zwei Zeitreihen. Dabei wird jede Zeile
und jede Spalte genau einer Zeitreihe zugeordnet. Abbildung 4.6a zeigt eine Scatterplot-Matrix
des Iris Datensatzes. [And35] Jede Dimension entspricht einer Eigenschaft der Schwertlilien
und jede Farbe einer anderen Schwertlilien Art.

Fir die Analyse von Raum-Zeit-Daten eignet sich vor allem die zeitkontinuierliche Variante
von Grottel et al. Der Scatterplot wird nicht mehr diskret als Punktwolke, sondern stetig
angezeigt. Diese Variante wird als CSPLOM (continous Scatterplot Matrix) bezeichnet. Der
grofite Vorteil dieser Darstellung ist, dass wie auf Abbildung 4.6b zu sehen, die Information
zwischen zwei Punkten nicht verloren geht.

4.4.2 Parallele Koordinaten

Die parallelen Koordinaten (engl. parallel coordinates plots, kurz PCP) sind eine Darstellung
bei der die Achsen zweier Dimensionen garallel gegeniiber stehen. Ein Datenpaar wird als
Linie repréasentiert, die vom Wert auf der linken Achse zum Wert der rechten Achse gezogen
wird. Auch hier gibt es von Grottel et al. eine zeitkontinuierliche Variante. Der Vergleich der
diskreten und der stetigen (CPCP) Version, ist auf Abbildung 4.7a zu sehen.

Fiir jede weitere Dimension wird eine neue Achse dran gehangt, wie in Abbildung 4.7b zu
sehen ist. Problem dieser Darstellung ist, dass nur jeweils zwei Dimensionen miteinander
verglichen werden und nicht alle moglichen Kombinationen, wie bei der Scatterplot-Matrix.
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4.5 Vergleich von Personengruppen

(a) Vergleich: Normaler und Continious (b) CPCP mehrerer Dimensionen
PCP

Abbildung 4.7: Die linke Seite (a) zeigt den vergleich von stetigen und zeitkontinuirlichen
parallelen Koordinaten. Die rechte Seite (b) skizziert einen CSPLOM aus zehn
Dimensionen. [GHWG14]

4.5 Vergleich von Personengruppen

Die Darstellung einer Personengruppe kann ebenfalls mit einer Scatterplot-Matrix realisiert
werden. Dazu miissen die Zeitreihen aligniert werden. Verhalten sich zwei Personen gleich,
liegen die Datenpunkte entlang einer Diagonale. Mit dieser Variante konnen Ausreifer einer
Personengruppe identifiziert werden.

Fiir den Vergleich zweier Personengruppen ist diese Darstellung jedoch nicht geeignet. Eine
bessere Methode ist es fiir jede Person eine eigene Scatterplot-Matrix zu erstellen und alle
Matrizen einer Versuchsgruppe tibereinanderzulegen. Mithilfe des additiven Blendings kénnen
somit Haufungen dargestellt werden. Eine Haufung zeigt an, wie sich der Grofiteil einer Gruppe
verhalt. Eine Scatterplot-Matrix reprasentiert dann eine Versuchsgruppe und kann mit einer
anderen verglichen werden.
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5 Implementierung

5.1 Entwicklungsumgebung

Die Wahl der Entwicklungsumgebung wurde nach dem Kriterium der Plattformunabhéngigkeit
getroffen. Als Grafik-API dient OpenGL mit C++ als Programmiersprache. Fiir die Fouriertrans-
formation wird die FFTW Bibliothek verwendet. Die GUI wird mittels Qt 5.5 realisiert. Fiir die
Darstellung der CSPLOM wurden Ausschnitte aus dem Quellcode von hdtraj [Gro15], einem
Plugin fiir MegaMol™!, verwendet. In diesem Kapitel wird zuerst ein Uberblick der Software
gezeigt und anschlielend im Detail erklart.

5.2 Uberblick

Die Datensitze werden zuerst ins Hauptfenster geladen. Im nachsten Schritt werden die
Zeitreihen selektiert und anschlieBend in den Nebenfenstern betrachtet und gefiltert.

MainWindow

Der Bedienungsablauf ist in Abbildung 5.1 skizziert. Beginnend oben links werden zuerst die
Versuchsdaten geoffnet und somit ins Hauptfenster geladen. Der aktuell geladene Datensatz
lasst sich in einer Vorschau betrachten. Ein Schieberegler dient der Veranderung des Zeitpunk-
tes. Somit kann ein erster Eindruck des Datensatzes erfolgen.

Fur die Selektion der Zeitreihen aus einem oder mehren Datensatze, wird zuerst der Daten-
satz in der Liste unten links markiert. Im zweiten Schritt werden in der mittleren Spalte die
bendtigten Signale ausgewahlt. In einem Dropdown-Menii kann zwischen der Position, der
Geschwindigkeit oder der Beschleunigung gewahlt werden. Die Wahl der Koordinaten und
ob das iibergeordnete Signal als Ausgangspunkt verwendet wird, wird mit den Checkboxen
eingestellt. Die Auswahl der Koordinaten kann kombiniert werden, um entweder die reine
Koordinate oder den Vektor in einer Ebene bzw. dem Raum zu erhalten. Mit der Bestitigung
des Buttons werden die Zeitreihen selektiert und rechts in die Zeitreihen-Listen hinzugefiigt.
Von hier aus kénnen Zeitreihen gruppiert werden. Eine Gruppierung wird im CSPLOM mit
additivem Blending dargestellt. Die in der Zeitreihenliste ausgew&hlten Elemente konnen

'http://megamol.org
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5 Implementierung

M MovementAnalyser

Datei...

Offnen...

Beenden

SPHT5_G2 Position hd v MName Color
SPHT76_G1 i
SPHT6G2 Name XY I P () EP: Hinterkopf; OT: SPH76_G1; XYZ: ...

SteiBbein/L3 0ooo BP: SteiBbein/L5; DT: SPHT6_G1: XYZ..

Hals/C5 oood

Brustbein/Schlisselbein Ooo0oono

Hinterkopf 0o |

Schadeldecke oonod v« 2

hinzufligen un-/ group make FFT Plot make CSPlokt

Abbildung 5.1: Auf dem Screenshot ist das implementierte Hauptfenster abgebildet. Die
blauen Pfeile skizzieren den Workflow innerhalb dieses Fensters.

entweder mit dem Button make FFT Plot oder make CSPLOM in den jeweiligen Nebenfenstern
betrachtet werden.

Nebenfenster

Es gibt drei Nebenfenster. Das Erste ist das Ortsraumfenster. Hier werden die Daten der
Zeitreihenliste linear interpoliert auf der Daten-Zeit Ebene angezeigt. Die Bewegung des zu
betrachteten Fensters wird mittels Drag-and-Drop gesteuert. Das Hereinzoomen funktioniert
mithilfe des Mausrades, halt man dabei die Umschalt- oder die Steuerungstaste gedriickt, wird
entweder die X- oder die Y-Achse gestaucht bzw. gestreckt. Das ein- und ausblenden von
Zeitreihen wird im Hauptfenster in der Zeitreihenliste unter der V-Spalte gesteuert. In der
Color-Spalte kann die Farbe gedndert werden.
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5.3 Datensatzvorschau
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Abbildung 5.2: Alle drei Nebenfenster des Brushing and Linking Verfahrens.

Das zweite Fenster ist das Frequenzraumfenster. In der linken Leiste konnen die Werkzeuge
ausgewahlt und die Ansicht verandert werden. Die Bewegungsteuerung ist mit der aus dem
Ortsraumfenster identisch.

Das dritte Fenster ist das CSPLOM-Fenster. Es wird geoffnet, indem zwei oder mehrere Zeitrei-
hen ausgewahlt werden und mit dem Button die Wahl bestétigt wird. In der untersten Leiste
kann die Ansicht verandert werden.

5.3 Datensatzvorschau

Fiir die Vorschau der Datensatze wurde eine schlichte Anzeige der Marker gewahlt, die mittels
Linien verbunden sind. Die Steuerung der Kamera funktioniert nach dem ArcBall-Prinzip.
Dabei wird um das Objekt eine imaginare Kugel gelegt. Die Kamera befindet sich immer auf
der Oberflache der Kugel. Bei einer Rechts-Links-Bewegung der Maus wird die Kamera um
die senkrechte Achse bewegt. Bei einer Auf- und Abwéartsbewegung dreht sich die Kamera
um die horizontale Achse. Ein dreidimensionales Achsenkreuz dient zur Orientierung. Die
Achsenfarben sind fiir Benutzer mit einer Farbenfehlsichtigkeit verbessert.[BHO01]

5.4 Frequenzfenster

Die Ansicht des Frequenzraumes besitzt drei Arten an Werkzeugen. Das erste Werkzeug ist
die Bewegungssteuerung. Das zweite Werkzeug ist der Pinsel, zum Markieren der Frequenzen,
die gefiltert werden. Das letzte Werkzeug ist der Radierer, der bereits erstellte Markierungen
entfernt. Die letzten beiden Werkzeuge gibt es in zweifacher Ausfithrung. Einmal in der runden
Form, mit einer Abschwiachung der Intensitit nach auffen, um harte Kanten in der Markierung
zu vermeiden. Die zweite Ausfithrung ist die Rechteckige, um grofle Flachen gleichmafig zu
markieren. Neben den Werkzeugen kann noch die Ansicht verdndert werden.
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5 Implementierung

0 (Minimum) (Maximum) 1

Abbildung 5.3: Alle drei Farbverlaufe. Die obersten zwei sind sequenziell und der untere ist
divergierend

Fensterfunktion: Es stehen vier Fensterfunktionen zur Auswahl mit unterschiedlichen
Haupt- und Nebenkeulen. Die Hauptkeule einer Fensterfunktion ist das lokale Maximum im
Frequenzraum. Die Nebenkeulen sind die kleineren lokalen Maxima neben der Hauptkeule.
Je schmaler die Hauptkeule und kleiner die Nebenkeulen, desto besser ist die Fensterfunk-
tion. Das Rechteck-Fenster gewichtet alle Werte gleich und entspricht der Fouriertransfor-
mation ohne Fensterfunktion. Die Hauptkeule bei dieser Fensterfunktion ist sehr breit. Das
Bartlett-Fenster entspricht der Dreiecksfunktion und gewichtet die duflersten Datenpunkte
mit g(z = 0V 2 = M — 1) = 0 und den mittleren Wert mit g(z = *-1) = 1. Im Vergleich
zum Rechteckfenster sind die Nebenkeulen nur halb so grof3. Das Blackman-Harris-Fenster
hat zwar eine breite Hauptkeule, jedoch noch kleinere Nebenkeulen. Das Flat-Top-Fenster hat
ebenfalls eine breite Hauptkeule, liefert jedoch eine sehr genaue Amplitude.[Smi97]

Die visuellen Unterschiede der verschiedenen Fensterfunktionen werden im Kapitel 6.1 disku-
tiert.

Transferfunktion: Die berechnete Energiedichte kann je nach Wahl, entweder auf einer
logarithmischen oder einer linearen Farbskala dargestellt werden. Zusétzlich kann die En-
ergiedichte entweder nach dem lokalen Maximum des Zeitfensters oder nach dem globalen
Maximum aller Zeitfenster normiert werden. Fir die Farbwahl stehen zwei sequenzielle und
ein divergierender Farbverlauf zur Verfiigung. Auf der Abbildung 5.3 sind die unterschied-
lichen Farbverldufe dargestellt. Die sequenziellen Farbverlaufe stellen die Werte mit einer
hell-dunkel Skala dar. Der divergierende Farbverlauf verwendet drei verschiedene Farben, um
einen grofieren Kontrast zwischen den niedrigen und den hohen Werten zu gewéhrleisten.

5.4.1 Erstellen der frequenzbereinigten Zeitreihe

Bei der Erstellung der frequenzbereinigten Zeitreihe laufen zwei Berechnungen durch. Zuerst
werden die komplexen Fourierkoeffizienten berechnet. Hierfiir muss ein komplexes Array
erstellt werden. Dieses Array hat eine Grofie von (% + 1) * R mit der Fenstergrofie M und
der Anzahl der Fenster R. Aufgrund der Transformierung von reellen zu komplexen Zahlen
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5.4 Frequenzfenster

halbiert sich die Gré3e des Arrays und wird um eins erweitert, da der erste Fourierkoeffizient
immer einen imagindren Anteil von null hat.

Als Niachstes wird ein FFTW-Plan erstellt. Dieser Plan enthilt alle notigen Algorithmen, die
auf die Grofle des Fensters optimiert sind, sowie die Pointer auf das Input- und Output Array.
Als Input-Pointer wird die Speicheradresse des ersten Elements der zu filternden Zeitreihe
angegeben. Beim Output-Pointer die Speicheradresse des ersten Elements des komplexen
Arrays.

Fir jedes Fenster wird jetzt der FFTW-Plan ausgefiithrt und somit die Fourierkoeffizienten
berechnet. Nach jeder Berechnung miissen noch die Pointer aktualisiert werden, dazu wandert
der Input Pointer um n und der Output Pointer um 7 + 1 Elemente weiter.

Die zweite Berechnung erzeugt eine einfarbige Textur, die die Intensitiat der Frequenzen fiir
jeden Zeitbereich enthélt. Die Verwendung der bereits berechneten Fourierkoeffizienten ist
von der Zeitkomplexitat her schlechter als die Neuberechnung. Aufgrund der Umkehrung des
Faltungssatzes:[But09]

L F(f) « F(g)

F(f-9) =5
Die Multiplikation zweier Funktionen entspricht der Faltung im Frequenzraum. Die Berech-
nung einer diskreten Faltung mit n Samples ist schlechter als O(n?), die Berechnung der
Fouriertransformation liegt hingegen in O(n log(n)).

Dementsprechend werden, wie in der Berechnung der Fourierkoeffizienten, die gleichen schrit-
te abgearbeitet. Jedoch werden vor der Fouriertransformation die Daten mit den Gewichten der
Fensterfunktion multipliziert. Aus den komplexen Fourierkoeffizienten wird die Energiedichte
berechnet und dann wahlweise logarithmisch skaliert, gleichzeitig werden von jedem Fenster
die Maxima notiert. Zum Schluss werden die werte normiert, dabei entweder mit den jeweiligen
Maxima oder mit dem gesamt Maximum. Die Transferfunktion wird im Fragmentshader mit
einer zweiten Textur gelost. Die erste Textur enthalt die Energiedichten der Frequenzen und
die zweite Textur ist eindimensional und enthalt die ausgewahlte Transferfunktion. Im Frag-
mentshader wird aus der ersten Textur die Energiedichte ausgelesen und als Texturkoordinate
fur die zweite Textur verwendet. Zu beachten ist, dass die eindimesionale Textur einen linear
und die Fouriertextur einen nearest Minification- und Magnification-Filter hat.

5.4.2 Manipulieren der Frequenzen

Sobald mit dem Pinsel oder dem Radierer die Frequenzen bearbeitet werden, miissen zwei
Berechnungen durchgefithrt werden. Als Erstes muss die Zeitreihe aktualisiert werden. Die
berechneten Fourierkoeffizienten werden mit den Gewichten aus der Pinsel-Markierung multi-
pliziert und anschlieflen mit der inversen Fouriertransformation in den Ortsraum iiberfiihrt.
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5 Implementierung

Nur die Zeitfenster, die durch den Pinsel verandert wurden, miissen beachtet werden.

Als zweite Berechnung wird die Frequenztextur aktualisiert, um die Veranderung der Zeit-
reihe auch im Frequenzraum anzuzeigen. Zum Schluss wird noch ein Signal an die anderen
Nebenfenster gesendet, damit Darstellungen ebenfalls aktualisiert werden.
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6 Ergebnisse und Auswertung

In diesem Kapitel werden die Datensatze mittels der entwickelten Software analysiert und
die Ergebnisse kritisch untersucht. Anschlieffend wird tiberpriift, inwiefern die erhobenen
Anforderungen erfiillt wurden.

6.1 Darstellung des Frequenzraumes

Der Schwerpunkt dieser Arbeit ist die Darstellung einer Zeitreihe im Frequenzraum. Die Wahl
der Fenstergrofie sowie der Fensterfunktion spielt dabei eine erhebliche Rolle. Die Fenstergrofie
beeinflusst die Auflésung der Frequenzen und der Zeitabschnitte. Ein ideales Ergebnis wird
mit einer Grofie zwischen zwei und sechs Sekunden erzielt. Bei einer Schrittfrequenz zwischen
einem und drei Hertz liegen somit mindestens zwei Perioden im Bereich des Fensters. Liegt
nur eine Periode im Bereich des Zeitfensters, wird die Energiedichte der Lauffrequenz durch
den Leck-Effekt tiberdeckt oder durch die Fensterfunktion unterdriickt. Fiir eine Fenstergrofie
iiber neun Schrittfolgen ist die menschliche Schrittfrequenz nicht konstant genug.

Die Wahl der Fensterfunktion optimiert die Darstellung. Je besser die Nebenfrequenzen des
Leck-Effekts unterdriickt werden, desto schlechter wird die Frequenzauflosung. Abbildung 6.1
zeigt die Frequenzspektren mit der Rechteck-, Bartlett-, Flat-Top- und Blackman-Harris-
Fensterfunktion. Das Rechteck-Fenster verdeutlicht, wie sich der Leck-Effekt auf die Spek-
tralanalyse auswirkt. Die Lauffrequenzen sind nur als schwache rote Linien wahrzunehmen
und Zeitabschnitte, die keine vielfache Periodendauer der Hauptfrequenz sind, bilden grof3e
Nebenfrequenzen. Diese Nebenfrequenzen sind als gelbe Balken in den Abbildungen 6.1a und
6.1b zu erkennen. Das Bartlett-Fenster halbiert die Nebenfrequenzen und gleicht somit die
Zeitfenster an. Das Flat-Top Fenster filtert alle storenden Nebenfrequenzen, jedoch sind die
Lauftfrequenzen wegen der schlechten Frequenzauflosung nicht mehr klar voneinander zu
trennen. Ein idealer Ausgleich zwischen beiden Vorteilen liefert das Blackman-Harris-Fenster.
Der Leck-Effekt am Anfang und am Ende entsteht, weil der Proband nicht lauft und somit
keine gleichméaflige Schwingung vorhanden ist.
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6 Ergebnisse und Auswertung
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Abbildung 6.1: Spektrogramm der Steifbein X-Koordinate mit vier verschiedenen Fenster-
funktionen. Die Fenstergrofie betréagt 8s.
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6.1 Darstellung des Frequenzraumes
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Abbildung 6.2: Spektrogramm der Steiflbein X-Koordinate mit einer Fenstergrofie von 8s.
Links: logarithmische und divergierende Farbskala. Mitte: lineare Schwarz
Weif3 Farbskala. Rechts: Sequenzielle Blauton Farbskala. Die Markierung S
zeigt die saisonale- und T die Trend-Komponente.
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Abbildung 6.3: Zwei CSPLOM von der Fu3 Z-Koordinate und der Steifbein X-Koordinate.
Auf der linken Seite sind die Signale ungefiltert auf der rechten Seite ist das
Steiflbein-Signal ohne Trendkomponente.
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6 Ergebnisse und Auswertung

6.2 Saison- und Trend-Bereinigung

Die Saison-Komponente (Lauffrequenz) und die Trend-Komponente sind als horizontale Balken
im Spektrogramm zu erkennen. Die Abbildung 6.2 zeigt die Saison- und Trend-Komponente.
Das Loschen der Frequenzen unterhalb der Hautfrequenz entspricht einer Trendbereinigung.
Der Unterschied zwischen einer trendbereinigten und einer normalen Zeitreihe ist auf der
Abbildung 6.3 zu erkennen. Die X-Koordinate des Steifbeins enthalt die Schwingung der
Laufbewegung sowie die Position des Probanden. Lauft der Proband nicht dauerhaft auf einer
Linie, sonder variiert nach links und rechts, ergibt die Untersuchung des Schwingverhaltens
keine eindeutigen Ergebnisse. Die Bereinigung der Trend-Komponente entfernt die Varianz der
Laufposition. Die gefilterte Abbildung zeigt eindeutig das Verhaltnis zwischen Fufhohe und
der horizontalen Position des Steiflbeins. Zusatzlich sind sogar zwei Ausreifler zu erkennen,
die zuvor in der Darstellung untergegangen sind. Die Ausreifier deuten entweder auf einen
Messfehler oder einen Ausfallschritt hin.

Das Entfernen der Hauptfrequenzen entspricht einer Saisonbereinigung. Auf der Abbildung 6.4
wird die Kopfdrehung im Verhéltnis zur Laufposition untersucht. In der linken Spalte der Ab-
bildung ist nur zu erkennen, dass der Kopf hauptsachlich nach vorne schaut und das Steiflbein
horizontal schwingt. Bei der gefilterten Variante in der rechten Spalte ist zu erkennen, dass
ein gesunder Proband 6.4a nur kleine Veranderungen der Laufposition bei einer Kopfdrehung
unternimmt. Im Vergleich dazu sind bei einem Parkinson Probanden grof3ere Ausgleichsbewe-
gungen zu erkennen.

6.3 Analyse von Versuchsgruppen

Die Darstellung einer ganzen Versuchsgruppe wird mittels additivem Blending der Scatterplots
erreicht. Die Abbildung 6.5 zeigt den Vergleich zwischen einem einzelnen Probanden und
seiner Versuchsgruppe sowie den Unterschied von gesunden und an PSP erkrankten Probanden.
Das Verhiltnis zwischen dem Kopf und dem Augenwinkel zeigt in dieser Abbildung die
vestibulookulédre Reflex Suppression und den motorischen Ablauf einer Fokussierung mit dem
Kopf. Alle Linien, die auf der Diagonalen von oben links nach unten rechts liegen, sind auf den
vestibulookuldren Reflex zuriickzufithren. Wahrend der Kopf sich nach rechts bewegt, gleicht
dies das Auge mit der entgegengesetzten Bewegung aus. Die zur Diagonalen parallel liegenden
Linien verdeutlichen die Aktivitat des vestibulookuldren Reflexes wahrend der Fokussierung
einer LED. Der rote Mittelpunkt entspricht der natiirlichen Kopfhaltung.

Die Darstellung der ganzen Versuchsgruppe zeigt wie préazise und schnell die Fokussierung
bei gesunden Probanden im Vergleich zu den kranken ist.
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6.4 Bezug zu den Thesen
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Abbildung 6.4: Vier CSPLOM von der Steiflbein X-Koordinate und dem Kopf Horizontalwin-
kel. In der rechten Spalte ist das Steiflbein Signal ohne Saisonkomponente

dargestellt.

6.4 Bezug zu den Thesen

Fir die Darstellung der Zusammenhiange der aufgezeichneten Daten ist der Vergleich von
einzelnen Zeitreihen und ganzen Versuchsgruppen von grof3er Bedeutung. Im Rahmen dieser
Arbeit wurde der Vergleich mittels Scatterplot-Matrizen realisiert. Eines der Hauptprobleme
ist die Schwingung der Laufbewegung und die daraus resultierende Saison-Komponente in
den Zeitreihen. Die interaktive Trennung der Saison- von der Trend-Komponente verbessert
die Darstellung und ermoglicht eine prazisere Analyse. Die Darstellung einer ganzen Versuchs-
gruppe ist ebenfalls mit einer Scatterplot-Matrix realisiert. Eins der Probleme der Darstellung
ist, dass es sich um verschiedene Personen handelt und diese sich nicht in ihren Bewegungsab-
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Abbildung 6.5: Vier CSPLOM von dem Horizontalwinkel des Kopfes und dem Augenwinkel.
In der linken Spalte sind einzelne Probanden dargestellt. In der rechten Spalte

jeweils eine ganze Versuchsgruppe.
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6.4 Bezug zu den Thesen

laufen gleichen. Die Alignierung der Personen anhand der LED-Ereignisse 16st das Problem
nur teilweise, da das Schritttempo jeder Person zu sehr variiert. Eine Moglichkeit diese Vari-
anz auszugleichen, bietet die Filterung der Saison-Komponente. Jedoch ist dieses interaktive
Verfahren nur mit einem erheblichen Aufwand verbunden und fiir das erstellen einer Statistik
ungeeignet. Eine Optimierung mithilfe von automatisierten Methoden ware anhand von einer
heuristischen Auswahl der Hauptfrequenzen oder einem effizienteren Markierungsverfahren
moglich.
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7 Fazit

Im Rahmen dieser Arbeit wurde ein neues Konzept zur visuellen Analyse von zeitabhin-
gigen Motion-Capturing- und Eye-Tracking-Daten vorgestellt. Das Konzept erlaubt neben
der Fourier-Analyse-basierten Schwingungsdekomposition von Zeitreihen auch die grafi-
sche Darstellung von multi-dimensionalen Raum-Zeit-Daten in einer zeitkontinuierlichen
Scatterplot-Matrix.

Die Implementierung des Prototypen ermdglicht anschlielend die Untersuchung eines medi-
zinischen Datensatzes, der zur Erforschung von Sturzursachen im hoheren Alter aufgestellt
wurde. Die Trend- und die Saisonbereinigung fiihrten letztlich zur Verbesserung der grafischen
Darstellung.

Ausblick

Die Weiterentwicklung, der im Rahmen dieser Arbeit erstellten Software, ist in mehreren
Aspekten moglich.

Eine Erweiterungsmoglichkeit ware die Automatisierung der Schwingungsdekomposition.
Die Automatisierung wiirde ein erhebliches Zeitersparnis bei der Analyse von grofieren Da-
tensédtzen bringen. Ein moglicher Ansatz wire, eine Kantenerkennung im Spektrogramms zu
erstellen, die die Lauffrequenzen automatisch an ihrer Struktur erkennt.

Ebenfalls eine mogliche Erweiterung wire es die zeitkontinuierlichen Scatterplot-Matrizen der
ganzen Versuchsgruppe visuell zu verbessern. Fiir eine bessere Darstellung konnten Haufungen
mithilfe von Contour-Boxplots umrandet werden. Die Analyse wiirde dann qualitativ bessere
Aussagen zulassen.
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