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Kurzfassung

Heutzutage ist Software ein wichtiger Bestandteil von Systemen, haufig auch bei sicherheits-
kritischen Systemen. Ein sicherheitskritisches System kann Gefahren fiir Sachwerte, Menschen
und Umwelt verursachen, was wiederum in einem Schaden oder Verlust jener Werte resultieren
kann. Daher ist die Gefahrenanalyse einer der wichtigsten Schritte bei der Entwicklung sicher-
heitskritischer Systeme. Fiir die Analyse der Betriebssicherheit existiert mit XSTAMPP bereits
ein Werkzeug, welches die Gefahrenanalyse auf Basis des STPA-Ansatzes unterstiitzen soll.
Jedoch existiert noch keines fiir STPA-Sec, mit welchem, als Abwandlung des STPA-Ansatzes,
die Verwundbarkeiten durch Angriffe boswilliger Angreifer eines sicherheitskritischen Systems
analysiert werden. Daher wird in dieser Arbeit ein Tool entwickelt, welches die Gefahrenana-
lyse der Angriffssicherheit von Systemen ermdglicht, um diese Liicke zu schliefen.
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1 Einleitung

1.1 Motivation

Heutige Systeme werden immer komplexer. Dies ist vor allem der kontinuierlich steigenden
Rechenkraft moderner Computer geschuldet. Unterstiitzt wird diese Entwicklung durch immer
besser werdende Entwurfswerkzeuge und die Moglichkeit dadurch raffiniertere und an die
jeweilige Situation angepasste Losungen fiir neue Problemstellungen zu finden. Dadurch wird
es ermoglicht mehr Software in den Systemen zu verbauen, um die prazisere und einfachere
Steuerung sowie Uberwachung von Systemen sicherzustellen. Dies kann insbesondere in sicher-
heitskritischen Systemen jedoch zu Problemen fithren, denn es wird schwieriger den Uberblick
tiber diese Systeme zu behalten und es entstehen mehr Schwachstellen, welche zu Gefahren
fir Sachwerte, Umwelt und Menschen fithren. Durch die groflere Vernetzung aller Systeme
entsteht auch die Gefahr, dass boswillige Angreifer iiber die Softwareschwachstellen die Be-
triebssicherheit der Systeme gefdhrden kann. Wenn man zum Beispiel die Entwicklung von
Automobilen betrachtet, wird dies verdeutlicht. Automobile bestehen schon lange nicht mehr
nur aus mechanischen Bauteilen, sondern sind komplexe, aus vielen miteinander verbundenen
Einzelteilen bestehende, Systeme, bei welchen das Zusammenwirken haufig durch Software
gesteuert wird. Durch das Aufkommen autonom fahrender Automobile kommt die Frage nach
der Angriffssicherheit auf, da diese Automobile keine in sich geschlossenen Systeme darstellen,
sondern mit der Umwelt kommunizieren miissen und somit viele angreifbare Schnittstellen zur
Auflenwelt besitzen. Wenn nun ein boswilliger Angreifer Zugriff auf das Automobil erlangt,
kann schnell eine Gefahr fiir das Leben von Menschen entstehen. Daher ist es wichtig, dass
man moglichst alle Schwachstellen von Systemen erkennt und entsprechende Sicherheits-
vorkehrungen trifft. Dabei sollen nicht nur die Schwachstellen einzelner Komponenten eines
Systems erkannt werden, sondern auch Schwachstellen, die in den Schnittstellen der einzelnen
Teile entstehen. Die momentan verbreiteten Methoden sind dazu nicht in der Lage, jedoch
gibt es einen neuen Ansatz namens STPA for Security (STPA-Sec), der auf System-Theoretic
Process Analysis (STPA) basiert und genau diese Schwiache anderer Methoden beseitigt. Daher
ist das Ziel dieser Bachelorarbeit ein Plugin fiir eine Methode zu entwickeln, die in der Lage
ist, Schwachstellen von Systemen entdecken, die von Angreifern ausgenutzt werden kénnen,
um Gefahren durch das System zu erschaffen.
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1 Einleitung

1.2 Problembeschreibung und Ziel

Zur Analyse von Gefahren in sicherheitskritischen Systemen wurde Systems-Theoretic Acci-
dent Model and Processes (STAMP) von Nancy Leveson entwickelt. STAMP besteht aus zwei
Teilen: Der Unfallanalyse Causal Analysis based on STAMP (CAST) und der Gefahrenana-
lyse STPA. Dieser Ansatz lief3 sich jedoch bisher nur fiir die Analyse der Betriebssicherheit
verwenden. Daher wurde von William Young und Nancy Leveson eine Abwandlung dieses
Ansatzes vorgeschlagen, die STPA dahingehend abandert, dass man nicht mehr die Gefahren
in der Betriebssicherheit eines Systems analysiert, sondern die Angriffssicherheit eines Sys-
tems. Diese Angriffssicherheitsanalyse wird daher STPA-Sec genannt. Fiir dieses STPA-Sec
besteht noch kein Programm, welches die Analyse unterstiitzt. Teil dieser Bachelorarbeit ist es,
solch eines zu entwickeln. Dabei wird ein Plugin fiir das bereits existierende Programm An
eXtensible STAMP Platform As Tool Support for Safety Engineering (XSTAMPP) entwickelt,
welches bereits die normale STPA-Analyse, sowie eine CAST-Analyse unterstiitzt. Aufgrund
der Ahnlichkeit von STPA und STPA-Sec wird das bereits existierende A-STPA-Plugin als
Grundlage genommen und so abgeandert, dass es die Anforderungen fiir die STPA-Sec-Analyse
erfiilllt. Dadurch entsteht das neue Plugin STPA-Sec, welches die Moglichkeit bietet, eine Ge-
fahrenanalyse fiir die Angriffssicherheit sicherheitskritischer Systeme durchzufithren. Dies
alles wird in der Eclipse Rich Client Platform (RCP) gemacht, da XSTAMPP diese verwendet.
Dann wird das Plugin noch anhand eines ausfiihrlichen Beispiels im Bereich des Autonomen
Fahrens getestet.

1.3 Aufbau der Ausarbeitung

Die Arbeit ist in folgender Weise gegliedert:

Kapitel 2 — Grundlagen: In diesem Kapitel werden die Grundlagen dieser Arbeit beschrieben.
Dazu gehoren die verwendeten Begrifflichkeiten, der momentane Stand der Security
Analyse, sowie Erklarungen zur STAMP-Methode.

Kapitel 3 — Vergleich zwischen STPA for Security und anderen Methoden: In Kapitel
3 werden aktuelle Security Analysen vorgestellt und darauf aufbauend ein Vergleich der
STPA-Sec-Methode mit anderen aktuellen Methoden der Security-Analyse durchgefiihrt.

Kapitel 4 — STPA-Sec Plugin: Hier werden die existierenden Werkzeuge auf technischer
Ebene analysiert, sowie die Entwicklung des neuen STPA-Sec-Plugins beschrieben.

Kapitel 5 — Anwendung von STPA-Sec auf autonomes Fahren: Mit Hilfe des entwickel-
ten Plugins wird eine Analyse an einem System zum autonomen Fahren durchgefiihrt.

Kapitel 6 — Verwendung des STPA-Sec Plugins: Dieses Kapitel zeigt auf, wie man das
entwickelte Plugin verwenden kann.
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1.3 Aufbau der Ausarbeitung

Kapitel 7 — Zusammenfassung und Ausblick Zum Schluss werden die Ergebnisse der Ar-
beit zusammengefasst und Ankniipfungspunkte vorgestellt.
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2 Grundlagen

2.1 Begrifflichkeiten

Im Englischen gibt es zwei Begriffe um iiber Sicherheit in Systemen zu sprechen: Safety und
Security. Safety ist der Schutz der Umwelt vor dem System, also das Verhindern von Gefahren
die durch Ausfall oder Fehlfunktion durch das System entstehen. Security hingegen ist der
Schutz des Systems vor der Umwelt, also die Abwehr von Angreifern gegen das System [YL13].
Da die Begriffe Safety und Security auch in der deutschsprachigen Informatik weit verbrei-
tet sind, werden sie im Folgenden auch verwendet. Der Begriff Sicherheit wird verwendet,
wenn keine Unterscheidung zwischen Safety und Security gemacht wird. Weiterhin muss
der Begriff Security im Kontext der Informatik genauer definiert werden, da sich die Bedeu-
tung von Security in den verschiedenen Bereichen der Wissenschaft deutlich unterscheidet.
Grundsatzlich werden der Security folgende Haupteigenschaften zugerechnet: Verfiigbarkeit,
Vertraulichkeit und Integritit. Diese sind im klassischen CIA-Modell festgelegt, wobei CIA fiir
"Confidentiality" (Vertraulichkeit), "Integrity" (Integritat) und "Availability" (Verfiigbarkeit)
steht. Verfugbarkeit bezeichnet das Verhindern von Systemausfillen. Vertraulichkeit zielt auf
das Verhindern unautorisierten Zugriffs auf Daten eines Systems ab und Integritat bedeutet
das Verhindern des unbemerkten Anderns von Daten [Eck].

2.2 Security Analyse

Security war schon immer eine wichtige Eigenschaft von Systemen. Jedoch waren diese
security-kritischen Systeme auf wenige Anwendungsbereiche beschrankt. Security ist be-
sonders in der Kommunikation wichtig, um zu verhindern, dass Nachrichten abgefangen
oder kompromittiert werden konnen. Gerade im Militdr und bei Geheimdiensten konnte eine
abgefangene Nachricht iiber Strategien oder Taktiken iiber Leben und Tod von Menschen
entscheiden. Im alltaglichen Leben war Security jedoch weniger von Belang, da es wenige
Kommunikationsmdglichkeiten gab und der Schaden durch diese begrenzt war. Ende des 20.
und Anfang des 21. Jahrhunderts begann jedoch die rasante Entwicklung in den Bereichen der
Computertechnik. Immer bessere, schnellere und kleinere Hardware wurde produziert. Ange-
trieben von dieser Entwicklung machte auch die Entwicklung von Software grofe Fortschritte.
In Systemen wurde grof3flichig Computertechnik verbaut, dadurch wurden sie komplexer,
uniibersichtlicher und damit auch gefahrlicher [LB07]. Dies wird besonders deutlich wenn man
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2 Grundlagen

die Entwicklung im Bereich der Energieerzeugung betrachtet. Frithere Dampfmaschinen waren
relativ simple Konstrukte und leicht iiberschaubar. Bei einem Unfall waren auch die Folgen
meist auf die nahe Umgebung beschrankt. Wenn man jedoch heutige Atomkraftwerke, die
ohne Computersteuerung kaum vorstellbar wiaren, betrachtet, so hétte ein Unfall wesentlich
weitreichendere Folgen. Es wire nicht nur die nahe Umgebung fiir eine kurze Dauer beein-
trachtigt, die Folgen konnten sich auf ganze Lander und iiber mehrere Jahrhunderte auswirken.
Solch ein Unfall kann in einem Atomkraftwerk nicht nur durch die Fehlfunktion physischer
Elemente entstehen, sondern auch durch softwarebezogene Fehlnutzung und durch boswillige
Angriffe auf die Softwareinfrastruktur. Es ist nicht schwer sich vorzustellen, dass Security
damit zu einer wichtigen Eigenschaft bei der Entwicklung solcher Systeme wurde.

Auch wurden die Gerate benutzerfreundlicher und fanden einen Weg in den privaten Bereich.
Durch die Entwicklung des Internets und die zunehmende Vernetzung aller Geréte entstanden
jedoch neue Gefahren, wie Cyberkriminalitat. Damit wurde auch im privaten Bereich das
Bediirfnis nach Security geweckt. Und diese Entwicklung ist rasant. Bestes Beispiel sind
Systeme wie autonome Fahrzeuge, die langsam auf den Markt dringen, da sie sich durch
eine hohe Vernetzung mit ihrer Umwelt und der starken Verwendung von Softwaresystemen
auszeichnen. Eine Fehlfunktion in solchen Fahrzeugen, versehentlich oder hervorgerufen
durch einen boswilligen Angreifer, kann schlimme Folgen haben [LB07].

2.2.1 Grundlagen der Security Analyse

Security als wissenschaftlicher Ansatz in der Informatik ist noch relativ neu. Daher kommen
viele Personen, die an Security-Forschung arbeiten, aus anderen Disziplinen und bringen das
Wissen und die Ansétze aus ihren urspringlichen Bereichen mit. So stammt beispielsweise
vieles aus der Terminologie und den Modellen aus dem militdrischen Bereich. Man spricht
beispielsweise von Verlusten und erstellt und verwendet Taktiken [YL13]. Das ist nicht ver-
wunderlich, da man sich in beiden Fillen in einem Verhiltnis von Angriff durch und Abwehr
gegen einen Angreifer befindet. Ein weiterer Bereich der Security sehr beeinflusst, ist die
Betriebswirtschaft. Der Schutz von Informationen und die Verfiigbarkeit von Dienstleistungen
iiber das Internet sind fiir Unternehmen wichtiger als je zuvor. Jeder erfolgreiche Angriff
auf das Unternehmen oder seine Produkte hat den Verlust von Vermogenswerten zur Folge.
Unternehmen haben also ein besonderes Interesse daran, ihre Systeme angriffssicher zu ma-
chen. Jedoch haben sie auch nur begrenzte Mittel zur Verfiigung und miissen Abwéigungen
zwischen Gefahren und den Kosten zur Sicherung vor Gefahren machen. Aus diesem Grund
basieren viele Security-Analyse-Methoden auf Risikomanagement. Im Risikomanagement wird
die grundlegende Unterscheidung zwischen qualitativen und quantitativen Methoden gemacht
[TM12].
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2.2 Security Analyse

2.2.2 Qualitative und quantitative Analysen

Qualitative Methoden verwenden nicht-numerische Werte, um Risiken zu beschreiben. Man
geht dabei davon aus, dass Risiken und ihre Auswirkungen von Natur aus eine gewisse Unge-
nauigkeit haben und beschreibt diese daher in subjektiveren und vageren Werten. Der Vorteil
dieser Methoden ist, dass sie kostengiinstiger und weniger zeitintensiv sind, da die Werte
annidherungsweise angegeben werden kénnen. Ein weiterer Vorteil ist, dass Verbesserungen
schneller identifiziert werden konnen. Der grofie Nachteil ist natiirlich, dass sie subjektive
Resultate hervorbringen und die Resultate wiederum Spielraum fiir Interpretation lassen.
Quantitative Methoden verwenden numerische Werte, um Risiken zu beschreiben. Den In-
formationen, beispielsweise den Wahrscheinlichkeiten eines Risikos oder den Kosten eines
Verlustes, werden Werte zugeordnet, welche gemessen werden kénnen. Die Messungen werden
mittels mathematischen Modellen ausgewertet. Vorteil dieser Methoden ist, dass man konkrete,
objektive Werte als Ergebnis bekommt, die miteinander verglichen werden kénnen und auf
deren Grundlage man Entscheidungen treffen kann. Nachteil ist jedoch, dass solche Methoden
schnell komplex werden konnen und es insbesondere im Bereich der Informationssicherheit
schwieriger ist, konkrete und korrekte Werte zu finden, die die Wirklichkeit widerspiegeln.
Auflerdem konnen konkrete Werte zu einer zu groflen Zuversicht auf die Korrektheit der
Analyse fithren und zu Nachlassigkeit fithren [Elk06]. Auch wenn man qualitative und quanti-
tative Methoden gemeinsam verwenden kann, ist es schwierig die verschiedenen Prinzipien
und Bewertungskriterien miteinander zu vermischen, um ein aussagekraftiges Ergebnis zu
bekommen [TJYN11].

2.2.3 Risikomanagement

Risikomanagement ist aktuell einer der wichtigsten Ansitze in der Security Analyse. Risi-
komanagement ist ein Konzept, welches bereits schon ldnger in vielen anderen Bereichen
angewendet wird. Die Risikomodelle in den Bereichen sind daher sehr gut ausgearbeitet und
umfassen viele Szenarien [Whel1]. Aber auch in der Security konnten die Prinzipien in einigen
Modellen sinnvoll umgesetzt werden. Beim Risikomanagement geht es darum, Risiken zu
identifizieren, einzuschédtzen und Wege zu finden, wie sie abgewehrt werden kénnen. Die
wesentlichen Schritte sind in den allgemein akzeptierten Modellen wie National Institute of
Standards and Technology Special Publication 800-30 (NIST SP 800-30) oder Operationally Criti-
cal Threat, Asset,and Vulnerability Evaluation (OCTAVE), die in Kapitel 3 nochmal besprochen
werden, gleich. Es werden Risiken und Werte, die Ereignisse, welche Bedrohungen gegen die
Werte darstellen, sowie die Verwundbarkeiten und bestehenden Kontrollen im System identifi-
ziert. Das Identifizieren dieser Dinge findet durch Sicherheitsexperten, Analysewerkzeuge und
bereits vorhandene Daten statt. Da sich die grundlegenden Bedingungen, wie Technologien
oder Gesetze, in diesem Bereich schnell dndern, ist dies ein schwieriges Unterfangen und
bedarf hochster Expertise. Auch sind solche Einschatzungen hochst subjektiv und haufig gibt
es keine vorhandenen Daten, die eine faktische Einschatzung deutlich erschweren. Danach
werden die Wahrscheinlichkeiten eingeschéatzt, mit welcher die Risiken eintreten. In diesem
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2 Grundlagen

Schritt werden hauptsichlich vorhandene Daten {iber bereits in anderen Féllen realisierte
Risiken herangezogen. Auch hier gibt es das Problem, dass fiir manche Risiken keine Daten
vorhanden sind, was wiederum bedeutet, dass das Einschitzen der Wahrscheinlichkeiten nur
auf dem subjektiven Empfinden basieren. Und selbst wenn Daten vorhanden sind, heif3t das
nicht, dass die Daten statistisch repréasentativ sind. Des Weiteren miissen die Auswirkungen,
die eingetretene Risiken haben, definiert werden. Hier werden haufig die Auswirkungen auf
die Verfiigbarkeit, die Vertraulichkeit und die Integritat betrachtet. Um Auswirkungen sinnvoll
einschétzen zu konnen, miissen die Zusammenhange zwischen Ereignissen und Bedingungen
bekannt sein. In den modernen komplexen Systemen sind die Zusammenhénge jedoch schwer
festzustellen, insbesondere Abhangigkeiten zwischen mehreren Teilen und Auswirkungen auf
verschiedene Teile des Systems sind haufig nicht bekannt. Normalerweise werden auch bereits
vorhandene Sicherheitsvorkehrungen in der Feststellung der Auswirkungen beriicksichtigt.
Diese werden bestimmten Gefahren oder Verwundbarkeiten zugeordnet, was jedoch zur Folge
hat, dass Nebenwirkungen anderer Gefahren auf diese Sicherheitsvorkehrungen nicht erkannt
werden. Auch wird in dieser Analyse nicht beriicksichtigt, ob diese Sicherheitsvorkehrungen
auch so verwendet werden, wie es geplant war. In einigen Methoden werden noch als ein
Schritt Vorschldage zum Umgang mit den Risiken erzeugt. Das Ziel ist es immer Risiken auf
ein akzeptables Niveau herunterzubringen. Dabei werden die vorhergehenden Ergebnisse zu
Rate gezogen, sowie die Kosten, die die Reduzierung der Risiken mit sich bringen wiirden. Es
gibt verschiedene Wege mit Risiken umzugehen. So kann man die Wahrscheinlichkeit oder
die Auswirkungen eines Risikos reduzieren. Im Bereich der Informationssicherheit wére dies
beispielsweise ein Patch, der eine bekannte Schwachstelle in einem Programm schlief3t. Dies
ist die meistgewahlte Methode. Ein weiterer Weg ist es, Risiken an andere Parteien abzugeben.
Hier werden beispielsweise Versicherungen abgeschlossen. Man kann Risiken auch einfach
akzeptieren. Dies wird besonders dann gewahlt, wenn die Risiken nicht besonders hoch sind
oder die Abschwachung des Risikos besonders kostenintensiv ist. Letztlich kann man die
Risiken auch vermeiden, indem man die Verwundbarkeit aus dem System entfernt. Wenn
beispielsweise eine der Seiten auf einer Webseite eine bestimmte Verwundbarkeit aufzeigt,
kann man diese entfernen und die verlorene Funktion durch einen anderen Mechanismus
ersetzen [Elk06]. Insgesamt kann man das Risikomanagement als sehr subjektive Methode der
Security Analyse bezeichnen, da sie stark von der Erfahrung und Ausbildung der ausfithrenden
Personen abhéngt. Auch wird deutlich, dass Risikomanagement haufig einen sehr stringenten
kausalen Ablauf der Risiken annimmt. Das Eintreten eines Risikos ist das Geschehen eines
Ereignisses, was sich auf eine Verwundbarkeit auswirkt und durch eine Sicherheitsvorkehrung
reduziert werden kann. Dass es viel komplexere Zusammenhénge geben kann, wird nicht
beriicksichtigt. Daher ist es sinnvoll sich Gedanken dariiber zu machen, ob man nicht andere
Modelle findet, die nicht die Schwachen der bisherigen Methoden haben [TJYN11].
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2.3 STAMP

STAMP steht fiir Systems-Theoretic Accident Model and Processes und wurde von Prof. Nancy
Leveson am Massachusetts Institute of Technology entwickelt. STAMP ist ein Ansatz der vom
alten ereignisbasierten Ansatz abweicht und sich der Systemtheorie bedient. STAMP basiert
auf Prozessen und Kontrolle. Das STAMP-Modell geht von der Betrachtungsweise aus, dass
Unfalle nicht durch bestimmte Ereignisse entstehen, sondern durch mangelnde Kontrolle der
vorhandenen Prozesse. Durch Kontrolle der Systemkomponenten kann sichergestellt werden,
dass Prozesse sicher bleiben. Da man von Fehlerketten weg und hin zur Kontrolle geht, werden
auch Fehler entdeckt, die nicht durch die Fehlfunktion einzelner Komponenten entstehen,
sondern durch die Zusammenarbeit und Interaktion mehrerer Komponenten. Deswegen werden
im STAMP-Modell auch Risiken entdeckt, die durch klassische ereignisbasierte Ansatze nicht
entdeckt werden. Zuséatzlich werden durch STAMP jedoch auch die Risiken aufgedeckt, die
durch die Fehlfunktion von Komponenten entstehen [YL13]. Auflerdem bedeutet dies, dass das
Verhindern von Unfillen nicht mehr durch das Verhindern von Ausfillen erreicht wird, sondern
durch den Entwurf und das Implementieren von Kontrollstrukturen, die die notwendigen
Sicherheitsauflagen erfiillen. Dahingehend gibt es drei Prinzipien, auf welchen STAMP basiert:
Sicherheitsauflagen, hierarchische Sicherheits-Kontrollstrukturen und Prozess-Modelle, die in
den néchsten Kapiteln genauer erklart werden. STAMP besteht aus zwei Komponenten, STPA
und CAST. CAST steht fiir Causal Accident Analysis und beschreibt die Analyse von bereits
geschehenen Unfallen. CAST wird angewendet, um die Griinde und Umstédnde von Unfillen
zu analysieren, um so zukiinftige Unfille verhindern zu konnen. STPA hingegen steht fiir
System-Theoretic Process Analysis. Es handelt sich hierbei um eine Gefahrenanalyse, um die
Gefahren eines Systems moglichst frithzeitig aufdecken und somit Gegenmafinahmen treffen
zu konnen. Auf diese beiden Teile wird spater nochmals genauer eingegangen [Lev11].

2.3.1 Sicherheitsauflagen

Sicherheitsauflagen sind Begrenzungen, die gelten miissen, um Sicherheit gewahrleisten zu
konnen. Sie werden frithzeitig im Entwicklungsprozess formuliert. Die Verletzung einer Si-
cherheitsauflage kann Unfille oder Ausfalle zur Folge haben. Diese Auflagen kénnen dabei
verschiedene Formen annehmen: es kann sich um physikalische Auflagen handeln, beispiels-
weise um eine Sicherung, welche bei Gefahr den Stromkreislauf in einem Stromnetz unterbricht.
Es konnen jedoch auch soziale oder organisatorische Auflagen sein, die das Zusammenwirken
zwischen Menschen und zwischen Menschen und Maschinen regeln. Dabei kann es sich sowohl
um Gesetze handeln, die von auflen an ein Unternehmen herangetragen werden, als auch Richt-
linien oder Befehle, die innerhalb des Unternehmens festgelegt werden. Sicherheitsauflagen
haben auflerdem einen Geltungsbereich. Es konnen Auflagen aufgestellt werden, welche fiir
das gesamte System iiber die volle Lange der Systemaktivitit gelten, sie konnen jedoch auch
nur fiir kleine Teilbereiche eines Systems fiir eine begrenzte Zeit gelten. Sicherheitsauflagen
gelten, sobald der kontrollierte Prozess beginnt. Eine Schwierigkeit im Entwicklungsprozess
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ist es, die richtigen Sicherheitsauflagen zu finden und adaquate Kontrollen dafiir zu finden. In
friheren, weniger komplexen, Systemen waren Auflagen haufig bereits durch technologische
Grenzen gegeben. Die Entwicklung modernerer Technologien und besserer Materialien haben
diese Grenzen jedoch so weit verschoben, dass Grenzen durch die Entwickler festgelegt wer-
den miissen und Kontrollen dafiir gefunden werden miissen. So haben frither haufig passive
Kontrollen ausgereicht, die die Sicherheit allein durch ihre Anwesenheit gewéhrleisten sollen.
Durch die technologische Entwicklung werden aber aktive Kontrollen immer haufiger. Aktive
Kontrollen durchlaufen eine Kette an Aktionen. Zunéchst muss eine aktive Kontrolle ein
gefahrliches Ereignis entdecken, dann muss sie Messungen durchfiithren, ob die kritischen
Variablen nicht iiberschritten werden, daraufhin miissen die Messungen interpretiert wer-
den und letztlich eine passende Reaktion auf das Ergebnis durchgefiihrt werden. Dies ist ein
deutlich ldngerer und anfalligerer Prozess als bei einer passiven Kontrolle und, im Gegensatz
zur passiven Kontrolle, unterliegt er auch einer zeitlichen Einschrankung. Haufig werden
aktive Kontrollen durch softwaregesteuerte Kontrollsysteme gesteuert. Dadurch, dass passive
Kontrollen den Prozess automatisch in einen sicheren Zustand bringen, werden sie in manchen
Bereichen, die besonders sicherheitskritisch sind, bevorzugt. Diese besonders starke Sicherheit
wird jedoch auf Kosten der Flexibilitat erkauft. Aktive Kontrollen kénnen eine effektivere
Reaktion finden oder auch tiber weitere Strecken bedient werden. Grundsatzlich werden Sicher-
heitsauflagen zunachst auf Systemebene festgelegt. Diese Auflagen konnen in weitere, kleinere,
Sicherheitsauflagen unterteilt werden, die fiir Teile des Systems gelten. Dieser Vorgang wird
wiederholt, bis das festgelegte Level an Sicherheit gewéahrleistet ist oder bis die Auflagen nicht
weiter aufgeteilt werden konnen. Wenn die Sicherheitsauflagen gefunden sind, konnen die
notwendigen Kontrollen entworfen werden [Lev11].

2.3.2 Hierarchische Kontroll-Sicherheitsstrukturen

Die hierarchische Kontroll-Sicherheitsstruktur ist in STAMP ein abstraktes Modell des System-
designs. In Abbildung 2.1 ist ein Beispiel solch einer Struktur zu sehen. Es ist hierbei ein Abbild
der funktionalen Struktur und nicht zwangslaufig ein Abbild der physikalischen Struktur
eines Systems. Es werden die technischen Elemente dargestellt, aber auch beispielsweise der
Fahrer eines Autos. Das Modell besteht aus mehreren hierarchisch strukturierten Ebenen, bei
denen die héheren Ebenen eine grofiere Verantwortung und Autoritdt haben und den niedriger
stehenden Ebenen Auflagen setzen, die diese umsetzen miissen. Die niedrigeren Ebenen geben
hingegen Riickmeldungen an die héheren Ebenen. Somit entstehen Kontroll-Riickmeldungs-
Beziehungen zwischen den Ebenen, die mittels Kontrollschleifen dargestellt werden. In der
Kontrollstruktur werden Dinge wie Kontrollprozesse, kontrollierte Prozesse, Sensoren, Ak-
tuatoren und Kontrollaktionen dargestellt. In Abbildung 2.1 ist beispielsweise eine simple
Kontrollstruktur abgebildet, in welcher ein Fahrer ein Fahrzeug steuert. Dem Fahrer werden Si-
cherheitsauflagen von héheren Ebenen auferlegt, etwa Geschwindigkeitsbegrenzungen. Diese
Sicherheitsauflagen werden wiederum durch Gesetze vom Gesetzgeber bestimmt. Der Fahrer
iibt dann Kontrolle tiber das Fahrzeug aus, wahrend er jene Sicherheitsauflagen einhalt und
bekommt Riickmeldung vom Fahrzeug tiber wichtige Variablen. Wenn die Kontrollstruktur
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Abbildung 2.1: Kontrollstruktur eines Fahrzeugs mit Fahrer

beim Entwurf zu komplex wird, kann sie aufgeteilt werden, um die Ubersicht iiber das System
zu behalten. Fiir das Zusammenarbeiten der verschiedenen Teile wird ein weiteres Modell
dargestellt[Lev11].

2.3.3 Prozessmodelle

In den Kontrollschleifen sind Kontrollprozesse dafiir zustandig, die Sicherheitsauflagen, die die
hoheren Ebenen auferlegen, durchzusetzen. Die Kontrollprozesse bekommen die Riickmeldun-
gen von den kontrollierten Prozessen, auf deren Grundlage sie Kontrollaktionen durchfiihren.
Um die richtigen Kontrollaktionen dabei durchfithren zu konnen, miissen die Kontrollprozesse
ein Modell des kontrollierten Prozesses haben, um den Prozess effektiv kontrollieren zu konnen.
Dies ist das Prozessmodell. Das Prozessmodell enthélt Informationen iiber die Systemvariablen,
den momentanen Zustand des Prozesses und die Moglichkeiten wie der Prozess seinen Zustand
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andern kann. Die Menge dieser Information kann dabei von wenigen Variablen fiir kleine
Prozesse bis zu groflen Modellen mit einer Vielzahl an Variablen und Zustanden fiir komplexe
Prozesse reichen. Durch Riickmeldung des kontrollierten Prozesses wird das Prozessmodell
aktualisiert und der Kontrollprozess entscheidet iiber etwaige Aktionen. Unfalle passieren,
wenn Kontrollaktionen inkorrekt, nicht, zur falschen Zeit, zu kurz oder zu lang gesendet
werden und somit die Sicherheitsauflagen der unteren Ebenen verletzen. Haufig geschehen
Unfalle, weil das Prozessmodell nicht mehr mit dem kontrollierten Prozess iibereinstimmt
[Levi1].

2.3.4 STAMP Methoden
2.3.4.1 CAST

CAST ist eine der Komponenten von STAMP. CAST wird durchgefithrt, um Unfille zu analysie-
ren und den Grund fiir das Eintreten des Unfalles herauszufinden. Es ist also eine riickblickende
Betrachtung, um aus dem Geschehenen neue Erkenntnisse fiir zukiinftige Systeme zu gewinnen.
Dabei greift CAST auf die oben aufgefiihrten Strukturen von STAMP zuriick. CAST besteht aus
9 Schritten: 1. Identifikation des Systems und der System-Gefahrdungen. 2. Identifikation der
Sicherheitsauflagen. 3. Konstruktion der Kontrollstruktur. 4. Beschreibung der naheliegenden
Ereignisse. 5. Analyse des Verlustes auf der Ebene des physischen Systems. 6. Feststellung,
wie und warum jede Ebene zur falschen Kontrollaktion der unteren Ebene beigetragen hat.
7. Begutachtung der allgemeinen Koordination und Kommunikation. 9. Erstellung von Emp-
fehlungen. Diese Schritte miissen jedoch nicht zwingend in dieser Reihenfolge durchgefiihrt
werden, sondern es konnen auch schon Schritte durchgefithrt werden, bevor vorherige Schritte
fertiggestellt worden sind [Lev11].

2.3.4.2 STPA

STPA ist die Methode zur Gefadhrdungsanalyse von STAMP. Wie auch CAST greift die Methode
dabei auf die grundlegenden Strukturen von STAMP zuriick. Das Ziel ist das Gleiche wie
bei anderen Methoden, namlich Informationen iiber Gefahrdungen gewinnen. Das erworbe-
ne Wissen kann genutzt werden, um die Gefdhrdungen besser zu umgehen. STPA ist eine
qualitative Methode, man bekommt keine Zahl, die die Gefahrdung ausdriickt. STPA ist ein Top-
Down-Ansatz und kann deswegen schon frith im Entwicklungsprozess angewendet werden.
Es kann jedoch auch bei bereits existierenden Systemen verwendet werden, um nachtraglich
Gefdhrdungen zu finden und diese Gefahrdungen abzuschwachen. STPA kann sowohl beim
technischen, als auch beim organisatorischen Design angewendet werden. Die STPA-Methode
besteht aus folgenden Schritten:

1. Die Systemgrundlagen fiir die Analyse und die Systementwicklung festlegen.

2. Unsichere Kontrollaktionen identifizieren.
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3. Die unsicheren Kontrollaktionen nutzen, um Sicherheitsauflagen zu definieren.
4. Griinde fiir unsichere Kontrollaktionen definieren.

Im Folgenden wird die Methode nochmals genau beschrieben.

2.3.4.2.1 Die Systemgrundlage festlegen Zunichst muss definiert werden was Unfille
in einem System darstellen, sowie die Gefdhrdungen die damit im Zusammenhang stehen, und
dazugehorige Sicherheitsauflagen. Diese Schritte werden bei fast allen Gefdhrdungsanalysen
durchgefithrt. Dann wird die vorlaufige Kontrollstruktur modelliert. Die Systemgrundlagen
festlegen ist nur die Vorbereitung fiir den Prozess und zéhlt nicht zum Prozess selbst. Unfalle
sind laut Leveson unerwiinschte und ungeplante Ereignisse, die zu einem Verlust fithren. In
einem System, was ein autonomes Fahrzeug steuert, wére solch ein Unfall beispielsweise die
Kollision zweier Fahrzeuge.

Unfille konnen sehr eng gefasst werden, so kann ein Unfall nur das Ereignis sein, was den
Verlust eines Menschenlebens verursacht, es kann aber auch so definiert werden, dass ein
finanzieller Schaden auch einen Verlust darstellt. Was als Unfall gilt muss von denjenigen
definiert werden, die die Analyse durchfiihren, da es fiir jedes System und je nach Einsatz
etwas anderes ist. Wenn die Verluste identifiziert worden sind, miissen die dazugehorigen
Gefdahrdungen untersucht werden. In STPA sind Gefdhrdungen Zustande oder Umsténde, die
niemals eintreten durfen und die, verbunden mit einem Worst-Case-Szenario an Umweltein-
fliissen, zu einem Verlust fithren. Im Beispiel des autonomen Fahrzeugs konnte die zur Kollision
zweier Fahrzeuge gehorende Gefidhrdung sein, dass ein unzureichender Abstand zwischen zwei
Fahrzeugen gelassen wurde. Von diesen Gefahrdungen konnen Sicherheitsauflagen abgeleitet
werden. Diese Auflagen dienen den Ingenieuren als Richtlinien. Sicherheitsauflagen in diesem
Schritt sind allgemeine Sicherheitsauflagen, die fiir das gesamte System gelten. Im Beispiel des
unzureichenden Abstands wire eine Sicherheitsauflage, dass Fahrzeuge niemals den minimalen
Abstand unterschreiten diirfen.

Als nachstes wird die Kontrollstruktur erstellt. Die Kontrollstruktur ist ebenfalls kein Teil des
STPA-Prozesses, sondern ein Teil der Dokumentation und somit ein Hilfsmittel beim Prozess.
Da die Kontrollstruktur eine Abbildung der Funktion eines Systems ist, ist sie meist weniger
komplex als ein Modell der technischen Umsetzung eines Systems. Das macht es einfacher
ein System zu verstehen. Sinnvoll ist es mit einem simplen Modell zu starten und dann das
Modell zu verfeinern. Wenn die Kontrollstruktur ausreichen modelliert wurde, muss noch ein
Prozessmodell fiir jeden Kontrollprozess definieren werden [Lev11].

2.3.4.2.2 Unsichere Kontrollaktionen definieren Ausgehend von den Kontrollaktionen
die in der Kontrollstruktur modelliert wurden, werden nun die unsicheren Kontrollaktionen
definiert. Es gibt vier Moglichkeiten von unsicheren Kontrollaktionen:

« Eine Kontrollaktion nicht gegeben
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Kontrollaktion | Nicht gege- | Gegeben fithrt | Zu frih/zu | Zu frih ge-
ben fithrt zur | zur Gefahrdung | spat fithrt zur | stoppt/zu lange

Gefahrdung Gefahrdung angewandt
fuhrt zZur
Gefahrdung
Bremsen Der Fahrer | Der Fahrer | Der Fahrer | Der Fahrer
bremst nicht, | bremst, ob- | bremst erst, als | bremst zu kurz,
obwohl  sich | wohl sich kein | das Fahrzeug | sodass sich

das Fahrzeug | Hindernis vor | sich bereits zu | das Fahrzeug
einem anderen | dem Fahrzeug | nah an einem | immer noch ei-

Fahrzeug na- | befindet und | vorausfahren- | nem langsamer
hert, welches | hinter dem | den Fahrzeug | fahrenden Fahr-
langsamer ist Fahrzeug ande- | befindet zeug  voraus
re Fahrzeuge nahert
sind

Tabelle 2.1: Tabelle der unsicheren Kontrollaktionen

+ Gegeben aber Parameter verfilscht
« Gegeben, aber zu kurz/lang
« Erwartet, aber zu frith/zu spat gegeben

Eine sinnvolle Art dies darzustellen ist in einer Tabelle wie in Tabelle 2.1. Hierbei werden in
den Kasten rechts neben der Kontrollaktion die Bedingungen angegeben, unter denen eine
Kontrollaktion unsicher werden kann. Es kann auch sein, dass eine Kontrollaktion unter keinen
Umstidnden unsicher ist. Die Eintrage konnen wiederum in Sicherheitsauflagen umgesetzt
werden. Diese sind jedoch feiner als die Sicherheitsauflagen, die schon in den Systemgrund-
lagen definiert wurden. Sie gelten nur fiir einen Teil eines Systems oder sogar nur fiir eine
einzelne Komponente. Hier erkennt man auch den Top-Down-Ansatz. Wahrend man zunéchst
systemweite Auflagen definiert, werden auf den niedrigeren Ebenen des Systems nach und nach
kleinere Auflagen gesetzt. Aulerdem zeigt es auch, dass die Methode noch in sehr fritheren
Phasen eingesetzt werden kann, um das Sicherheitsdesign mit zu beeinflussen und nicht nur
um ein bereits existierendes Konzept auf Gefdhrdungen zu iiberpriifen.

2.3.4.2.3 Grunde fiir unsichere Kontrollaktionen definieren Die Griinde fiir unsichere
Kontrollaktionen kénnen vielseitig sein. Neben den 4 bereits erwahnten unsicheren Kontrollak-
tionen werden hier auch Kontrollaktionen die gegeben wurden, aber nicht ausgefiihrt wurden,
beriicksichtigt. Dieser Schritt erfordert viel Erfahrung, um mogliche Szenarien zu erkennen. Ein
Hilfsmittel ist die Abbildung 2.2, welches mogliche Szenarios beschreibt. Dies ist jedoch keine
abschlieflende List an moglichen Szenarios, sondern bietet nur eine anfingliche Hilfestellung.
Aus den gefundenen Szenarios miissen nun wiederum Sicherheitsauflagen definiert werden.
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Abbildung 2.2: Szenarien fiir unsichere Kontrollaktionen [LDDMO03]

Als Ergebnis bekommt man von STPA eine Liste von moglichen Szenarios, die zu beachten sind,
sowie eine Liste von Sicherheitsauflagen, die gelten miissen. Aus diesen Ergebnissen konnen
Ingenieure ein System bauen. Die genaue Umsetzung bleibt dabei den Ingenieuren selbst
tiberlassen, da STPA keine Vorschlage bietet, was fiir Gegenmafinahmen getroffen werden
missen, um ein System sicherer zu machen [Lev11].

2.3.4.3 STPA-Sec: STPA for Security

STPA-Sec ist der STPA-Ansatz angepasst auf die Security-Betrachtung. STPA-Sec unterscheidet
sich in einigen Punkten deutlich von bisherigen security-basierten Ansatzen. So richtet STPA-
Sec den Schwerpunkt der Analyse nicht auf das Verteidigen gegen Attacken, sondern auf das
Schlielen von soziotechnischen Schwachstellen. Der Fokus liegt also nicht auf den Gefahren
die von Gegenspielern ausgehen, da man diese sowieso nicht kontrollieren kann. Vielmehr
geht es um die Kontrolle der Systemteile, die im eigenen Einflussbereich liegen. STPA-Sec
identifiziert die benétigten Sicherheitsauflagen fiir unsichere Systemzusténde, die das System
in einen Zustand der Angreifbarkeit bringen, wenn sie Storungen ausgesetzt werden. Dabei
kann es sich um bewusste oder unbewusste Storungen handeln. Der grundlegende Ablauf
von STPA-Sec ist der gleiche wie bei STPA. Jedoch unterscheiden sich die beiden Ansétze in
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den einzelnen Schritten. So werden bei STPA-Sec nicht Unfille definiert. Unfalle sind unbeab-
sichtigte Ereignisse. Jedoch werden in der Security insbesondere auch absichtliche Angriffe
boswilliger Gegenspieler betrachtet. Daher ist es notwendig, vom Unfallbegriff abzulassen
und die Betrachtung auf Verluste zu lenken, denn in der Security ist eines der fundamentalen
Ziele, Verluste durch Angriffe zu vermeiden. Ein weiterer Unterschied wird bei der Analyse
von Gefidhrdungen gemacht. Gefahrdungen sind ein Begriff aus der Safety. In der Security
geht es dahingehend darum, Verwundbarkeiten zu identifizieren und diese zu kontrollieren.
Daher wird in STPA-Sec Ansatz der Fokus auf Verwundbarkeiten gelegt. Auch die unsicheren
Kontrollaktionen unterscheiden sich in den beiden Ansatzen. Wahrend "unsicher" bei STPA
im Sinne der Safety gemeint ist, miissen unsichere Kontrollaktionen bei STPA-Sec im Sinne
der Security identifiziert werden. Dies wirkt sich auch auf die Griinde fiir die unsicheren
Kontrollaktionen aus. Wahrend die Griinde in STPA mit unbeabsichtigten Szenarien modelliert
werden, missen in STPA-Sec absichtliche Szenarien beachtet werden [YL13]. Verbesserungen
von STPA-Sec wurden von Schmittner et al. [SMP16] vorgeschlagen. Es wurde beméngelt, dass
die Terminologie von STPA-Sec sich von der Terminologie des restlichen Security-Engineerings
unterscheidet. Beispielsweise ist eine Verwundbarkeit im Security-Engineering eine Schwé-
che, die von einer Gefdhrdung missbraucht werden kann. Bei STPA-Sec hingegen ist eine
Verwundbarkeit ein gefdhrlicher Systemzustand. Auch wurde die Liste an Szenarien, die zu
Problemen fithren kénnen, um absichtliche Szenarien erweitert. Dies soll eine Hilfestellung
sein, um die Analyse starten zu konnen. In der Abbildung 2.3 sind die neuen Szenarien in
roter Farbe geschrieben. Wie schon in der urspriinglichen Liste ist diese nicht vollstdndig, der
Nutzer muss ausgehend von den beschriebenen Szenarien aus neue Szenarien finden und diese
in seiner Analyse beachten.
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Abbildung 2.3: Szenarien fiir unsichere Kontrollaktionen bei STPA-Sec [SMP16]

2.4 Existierende Tools

2.4.1 XSTAMPP

XSTAMPP steht fiir ,An eXtensible STAMP Platform As Tool Support for Safety Engineering”
und ist ein Programm, welches an der Universitat Stuttgart durch die Promotion von Asim
Abdulkhaleq entwickelt wurde. Es bildet eine Plattform fiir das STAMP-Modell und bietet
mehrere Werkzeuge fiir die Anwendung der Methoden (STPA und CAST) dieses Modells.
Urspriinglich wurde das Werkzeug A-STPA im Jahr 2014 im Rahmen eines Studentenprojekts
entwickelt, welches vorerst nur die Funktionen der STPA-Methode unterstiitzte [AW14]. Dieses
wurde auch erfolgreich in vielen Industriezweigen verwendet. Jedoch erkannte man, dass
A-STPA auch Schwachstellen hatte. A-STPA implementierte nur die grundlegenden Schritte der
STPA-Methode und konnte auch nicht erweitert werden, um Verbesserungen am STPA-Ablauf
vorzunehmen oder gar neue Methoden von STAMP zu implementieren. So kam, mit Blick auf
die Schwachstellen von A-STPA, der Entschluss auf, XSTAMPP auf der Grundlage von A-STPA
zu entwickeln und die Funktionen von A-STPA als Plug-in in die neue Plattform aufzunehmen
[AW15].
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Abbildung 2.4: Architektur von XSTAMPP und seinen Plugins [Abd17]

Um die Erweiterbarkeit sicherzustellen wurde XSTAMPP mithilfe der RCP und der Plugin
Development Environment (PDE) entwickelt. Diese bieten niitzliche Funktionen, um eine
Plattform zu bauen, welche mithilfe von Plugins erweitert werden kann. So stellt die RCP eine
Reihe von Kerndateien dar, die minimal notig sind, um eine Anwendung zu bauen, sowie bereits
vorhandene und gepriifte Komponenten zur Verfiigung, die nach Bedarf modular eingebunden
werden konnen und die die Entwicklung der Anwendung beschleunigen. Die Plugins sind
selbststandige Jar-Dateien, welche alle notigen Ressourcen beinhalten, um ausgefithrt zu
werden. Die Plugins greifen im Fall von XSTAMPP teilweise auf Funktionalitaten des STAMP-
Modells zu, welche in der Plattform selbst bereits implementiert sind.

In der Abbildung 2.5 ist die Benutzeroberfliche von XSTAMPP zu sehen. Hierbei ist es die
Standardoberflache, die von der RCP geboten wird. Die Oberfliche kann um weitere Ansichten
erweitert und an die jeweiligen Bediirfnisse angepasst werden. Links werden die Projekte der
Plugins angezeigt, welche auf XSTAMPP eingebunden sind. In XSTAMPP erstellte Projekte
werden in XML-Dateien abgespeichert und kénnen spater mittels XML Schema Definition
(XSD) eingelesen und in der Anwendung angezeigt werden. Aulerdem bietet die XSTAMPP-
Plattform Interfaces, auf die andere Plugins aufbauen miissen.
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Abbildung 2.5: Benutzeroberfliche von XSTAMPP

2.4.2 A-STPA

Das A-STPA-Plugin ist eines der bereits vorhandenen Plugins fiir XSTAMPP und implemen-
tiert die STPA-Methode. Es ist gleichnamig mit der urspriinglichen Anwendung aus welcher
XSTAMPP entstanden ist und beinhaltet die Funktionen aus der Anwendung, die nicht in der
Plattform selbst implementiert wurden. Der Ablauf von A-STPA ist in Abbildung 2.6 zu sehen.
Auch wurde das A-STPA-Plugin mit einem weiteren Plugin namens XSTPA erweitert. Dieses
Plugin implementiert einen erweiterten Ansatz von STPA, welches es ermoglicht automatisch
Kontexttabellen mit den verschiedenen Variablen aus dem Prozessmodell zu erstellen. Aus die-
sen Kontexttabellen lassen sich verfeinerte Kontrollaktionen und daraus wiederum verfeinerte
Sicherheitsauflagen ableiten, aus denen sich Formeln in linearer temporaler Logik erstellen
lassen. Diese Schritte sind im A-STPA-Ablauf unter der Kategorie ,Causal Analysis“ unter dem
Schritt ,,Control Structure With Process Model® in Abbildung 2.6 angegeben.
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Abbildung 2.6: Ablauf von A-STPA
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3 Vergleich zwischen STPA for Security
und anderen Methoden

In diesem Kapitel wird der Vergleich mit bekannten und haufig verwendeten Methoden der
Security-Analyse durchgefithrt. Zunichst werden die Methoden einzeln vorgestellt, dann
werden diese mit STPA-Sec verglichen und letztlich wird das Ergebnis des Vergleichs bespro-
chen.

3.1 NIST 800-30

NIST SP 800-30 ist eine Methode zur Security-Analyse speziell fiir IT-Systeme, die vom National
Institute of Standards and Technology (NIST), welches vom Handelsministerium der Verei-
nigten Staaten finanziert wird, entwickelt wurde. Es wurde fiir staatliche Sicherheitssysteme
entwickelt, um staatlichen Richtlinien zu entsprechen und wird dementsprechend insbesondere
von US-Bundesbehorden und Organisationen, die staatlichen Regulierungen unterworfen sind,
verwendet, jedoch verwenden auch privaten Unternehmen diese Methode [TM12]. Es ist einer
der ersten Ansétze, die auf dem Risikomanagement, das schon im Abschnitt 2.2.3 besprochen
wurde, basieren und hat nachfolgende Methoden beeinflusst und wird auch weiterhin ver-
bessert und angepasst. NIST SP 800-30 ist ein qualitativer Ansatz und betrachtet das System
hauptsachlich von einer technischen Perspektive. Es gibt neun Schritte die durchzufithren
sind:

1. Systemcharakterisierung: Im ersten Schritt werden alle (technischen) Komponenten des
Systems, die relevant fiir die Analyse sind, wie etwa Hardware, Software oder Daten aufgelistet.
NIST 800-30 gibt Empfehlungen vor, wie man diese Informationen gewinnen kann. Dazu geho-
ren Techniken wie Fragebogen und Befragungen, aber auch automatische Scan-Werkzeuge.
2. Identifizierung von Gefahren: Im zweiten Schritten sollen alle Gefahren fiir das System
identifiziert werden. Eine Gefahr ist alles, was eine Schwachstelle im System ausnutzen kann,
beispielsweise ein Hacker. Auch hier bietet NIST 800-30 einen Katalog an moglichen Ge-
fahrenquellen. Diese Gefahrenquellen sind aufgeteilt in die Kategorien natiirliche Gefahren,
menschliche Gefahren und Gefahren durch die Umwelt. Weiterhin verweist der Ansatz auf ver-
schiedene Informationsquellen zu Gefahren, wie etwa Geheimdienste oder Security-Webseiten.
3. Identifizierung von Verwundbarkeiten: Den Gefahren aus dem zweiten Schritt werden im
dritten Schritt Verwundbarkeiten, die von den Gefahren ausgenutzt werden kénnen, zuge-
ordnet. So wire eine Verwundbarkeit die ein Hacker ausnutzen konnte, das Ausbleiben von
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Ausbesserungen im System. Auch in diesem Schritt bietet der Ansatz einen Katalog an mogli-
chen Informationsquellen, wie vorherige Risikoeinschatzungen oder Checklisten.

4. Analyse der Kontrollen: Im nachsten Schritt werden vorhandene und geplante Kontrollen
aufgelistet. Kontrollen sollen verhindern, dass Verwundbarkeiten ausgenutzt werden. Verweise
zu anderen Dokumenten mit méglichen Kontrollen bietet NIST SP 800-30 auch hier.

5. Festlegung der Wahrscheinlichkeit: Nun werden die Wahrscheinlichkeiten festgelegt, dass
eine Verwundbarkeit ausgenutzt wird, abhingig von den Gefahren, Umwelteinfliissen und
den Starken der Kontrollen. Zu jeder Paarung von Verwundbarkeiten und Gefahren miissen
Wahrscheinlichkeiten festgelegt werden. Diese Wahrscheinlichkeiten werden entweder durch
qualitative Werte, wie hoch, mittel und niedrig, oder, abweichend vom qualitativen Ansatz,
durch semi-quantitative Werte, also geschatzte numerische Werte angegeben.

6. Analyse der Auswirkungen: Das Ziel dieses Schrittes ist es, einzuschitzen wie sich die
Ausnutzung einer Verwundbarkeit durch eine Gefahr auswirkt. Dabei wird hauptséchlich die
Auswirkung auf Vermogenswerte, Individuen, Vorgénge oder Organisationen betrachtet. Auch
hier wird die Auswirkung wieder qualitativ oder semi-quantitativ angegeben.

7. Einschatzung der Risiken: Zur Einschiatzung der Risiken werden die Auswirkungen und die
Wahrscheinlichkeiten verwendet. Auch in diesem Punkt gibt es eine quantitative oder semi-
quantitative Werte, die die Risiken einschitzen, sowie eine Beschreibung, was die jeweiligen
Stufen zu bedeuten haben.

8. Kontrollempfehlungen: In Schritt 8 werden Empfehlungen fiir Kontrollen erstellt, um mit
den Risiken umzugehen. Hilfestellungen liefert der Ansatz jedoch nicht, dies bleibt den durch-
fithrenden Personen tiberlassen.

9. Ergebnisdokumentation: Im letzten Schritt wird ein Bericht erzeugt. Dieser hilft den Entschei-
dungstrigern die richtigen Entscheidungen zu treffen. Es gibt keine Vorgabe, was alles in den
Bericht muss, jedoch wird empfohlen die Gefahren, Verwundbarkeiten, die Risikoeinschatzung
und die empfohlenen Kontrollen hinzuzufiigen [SGF02].

3.1.1 Vorteile von NIST 800-30

NIST 800-30 ist einer der am meisten ausgearbeiteten Methoden. Er liefert sehr viele Hilfestel-
lung zur Durchfithrung der Analyse in Form von Informationsquellen und Beschreibungen zu
den jeweiligen Schritten. Im Gegensatz zu vielen anderen Anséitzen werden auch Wege zum
Umgang mit Risiken erstellt. Er ist auch flexibel und lasst sich gut an die jeweiligen Bediirfnisse
anpassen. Auflerdem ist er weit verbreitet und wird somit weiter gepflegt.

3.1.2 Nachteile von NIST 800-30

NIST 800-30 ist ein sehr subjektiver Ansatz und hangt somit stark von den durchfithrenden
Personen ab. Dies fithrt auch dazu, dass die Ergebnisse nicht so klar definiert sind und wiederum
interpretiert werden konnen. Er liefert auch nicht viele Beispiele zur konkreten Umsetzung
der Kontrollen. Auflerdem wurde er hauptsachlich fir staatliche Organisationen entwickelt,
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darum sind viele Beispiele fiir Gefahren fiir staatliche und militarische Szenarios ausgelegt
[TM12].

3.2 OCTAVE Allegro

Eine weitere Methode zur Security-Analyse ist OCTAVE Allegro. OCTAVE Allegro ist ein
qualitativer Ansatz und basiert ebenfalls auf dem Risikomanagement. OCTAVE Allegro ist
eine Abwandlung des OCTAVE-Ansatzes, welcher speziell fiir die Information-Security vom
Carnegie Mellon University’s Software Engineering Institute in Zusammenarbeit mit Computer
Emergency Response Team (CERT) entwickelt wurde. OCTAVE-Allegro nutzt, wie auch der
originale OCTAVE-Ansatz, eine Reihe von Workshops, um die Analyse durchzufiihren. Jedoch
wurde OCTAVE Allegro so entwickelt, dass es sich auch von Einzelpersonen durchfithren
lassen kann. OCTAVE Allegro bietet eine Vielzahl von Hilfestellungen, wie Arbeitsblatter und
Fragebogen, um den Prozess zu unterstiitzen. Der Ansatz wird in acht Schritten durchgefiihrt:
1. Kriterien fiir Risikoabschéatzung festlegen: Im ersten Schritt wird festgelegt, wie die Risiken
gemessen werden sollen. Die Risiken werden fiir verschiedene Bereiche eines Unternehmens
identifiziert, also beispielsweise Risiken fiir den Ruf des Unternehmens oder fiir die Finanzen.
Aufierdem werden die verschiedenen Bereiche nach ihrer Wichtigkeit fiir die Ziele des Unter-
nehmens gewertet. Fir diesen Schritt bietet OCTAVE Allegro Vorlagen fiir Arbeitsblitter.

2. Profil der Informationsgiiter entwickeln: Im zweiten Schritt werden die Profile fiir Infor-
mationsgiiter entwickelt. Diese Profile enthalten beispielsweise einzigartige Eigenschaften,
Qualitdten, Wichtigkeiten und Sicherheitsanforderungen der Giiter und sollen die Giiter klar
voneinander abgrenzen.

3. Container der Informationsgiiter identifizieren: Container beschreiben die Orte an denen
Informationsgiiter gespeichert, transportiert und verarbeitet werden. Das kann Hardware
sein, aber auch ein Datencenter oder auch konkrete Menschen. Auferdem konnen die Orte
innerhalb der Organisation liegen oder auch aufierhalb, etwa wenn externe Dienstleister die
Giiter verwalten.

4. Betroffene Bereiche identifizieren: Im nichsten Schritt miissen mogliche Umstande oder
Situationen ausgearbeitet werden, die eine Gefahr fiir die Informationsgiiter darstellen. Ein
Beispiel wire etwa die schlechte Verschliisselung von Daten auf einem iiber das Internet
zugreifbaren Server.

5. Gefahrenszenarios identifizieren: Ausgehend von den betroffenen Bereichen konnen Gefah-
renszenarios gefunden werden. Die Gefahrenszenarios bilden die Erweiterung der betroffenen
Bereiche um eine tatsichliche Gefahrdung der Giiter. Im vorherigen Beispiel wire ein solches
Szenario: die schlechte Verschliisselung von Daten auf einem tiber das Internet zugreifbaren
Server konnte zu dem unautorisierten Zugriff auf die Daten durch einen Hacker fiithren. Die
Szenarios konnen in Baumdiagrammen dargestellt werden. Fir diesen Schritt hialt OCTAVE
Allegro als Hilfestellung Fragebdgen bereit.

6. Risiken identifizieren: In diesem Schritt werden die Konsequenzen, also die Auswirkungen
auf die Organisation, identifiziert fiir den Fall dass eine Gefahr realisiert wird. Gefahren konnen
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auf mehrere Bereiche eines Unternehmens eine Auswirkung haben.

7. Risiken analysieren: Nachdem die Risiken identifiziert wurden, werden sie analysiert. Da-
zu wird dem Umfang der Auswirkungen auf ein Unternehmen durch die Realisierung einer
Gefahr ein numerischer Wert zugewiesen. AnschliefSend wird anhand dieses Wertes und der
ebenfalls durch einen numerischen Wert ausgedriickten Wichtigkeit des betroffenen Bereiches
ein Risikowert berechnet. Dies dient lediglich dazu eine Priorisierung der Risiken zu erzeugen
und nicht, um den Risiken einen tatsiachlichen Risikowert zuzuweisen. Interessant ist, dass die
Wabhrscheinlichkeit eines Risikos nicht zwingend als Bewertungsgrundlage vorgeschrieben
wird, sondern der Organisation die Entscheidung iiber ihre Verwendung tiberlasst.

8: Milderungsansatz wahlen: Im letzten Schritt wird beschlossen, welche Risiken behandelt
werden miissen und es wird eine Strategie fiir den Umgang mit den Risiken erstellt. Dabei
werden die Risiken nach ihrer Priorisierung abgehandelt. Die Strategien werden anhand des
Wertes der Giiter, ihren Sicherheitsanforderungen, den Containern und der Umgebung der
Organisation ausgewahlt [CSYW07].

3.2.1 Vorteile von OCTAVE Allegro

OCTAVE Allegro bietet sehr viel Hilfestellung in Form von Arbeitsblattern, Fragebégen und
Beschreibungen. Dadurch bendtigt man nicht so viel Vorbereitungszeit. Die einzelnen Schritte
von OCTAVE Allegro sind sehr klar definiert und sind einfach zu verstehen. Auch werden
Strategien fiir den Umgang mit Risiken erstellt.

3.2.2 Vorteile von OCTAVE Allegro

Es gibt keinen Fragenkatalog den man abarbeiten kann, die Gefahren werden anhand von
Fragebogen identifiziert, was sehr subjektiv ist und somit von den durchfithrenden Personen
abhangt. Zur Identifizierung von moglichen Szenarios bendtigen die Personen auch eine sehr
gute Ubersicht iiber das System [TM12].

3.3 Attack Trees

Bei Attack Trees handelt es sich um eine formale Methode, die die Security eines Systems
beschreiben. Attack Trees wurden das erste Mal von Bruce Schneier 1999 beschrieben. Bei
Attack Trees handelt es sich um Baumdiagramme, sie enthalten eine Wurzel, Zweige, Knoten
und Blétter. Ein Attack Tree beschreibt dabei einen Angriff auf ein System. Die Wurzel stellt
das Ziel des Angriffs dar, und die Knoten und Blatter sind die verschiedenen Wege, um das
Ziel zu erreichen. Attack Trees enthalten UND und ODER Knoten. Ein UND Knoten zeigt,
dass alle Kinderknoten erfillt sein miissen, um diesen Weg zu erfiillen, ein ODER Knoten
bedeutet, dass mindestens einer der Kinderknoten erfillt sein muss. Den Knoten konnen auch
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Abbildung 3.1: Beispiel eines Attack Trees

noch binére oder kontinuierliche Werte zugewiesen werden. Diese Werte pflanzen sich von
den Blittern des Baumes nach oben bis zur Wurzel fort. Jedem Knoten kénnen auch mehrere
Werte zugewiesen werden. Zunachst wird das Ziel des Angriffs als Wurzel festgelegt. Dann
miussen alle moglichen Wege, das Ziel zu erreichen, durchdacht werden und als Knoten und
Blatter hinzugefiigt werden. Falls es noch bendtigt wird, konnen den Knoten Werte zugewiesen
werden, um die Knoten zu gewichten. Die Moglichkeit Werte zuzuweisen, macht Attack Trees
zu einem Ansatz, der sowohl quantitativ als auch qualitativ ist. Das Ergebnis eines Attack
Trees ist ein vollstindig ausgearbeiteter Baum, fiir ein bestimmtes Ziel eines Angriffs anhand
dessen man Gegenmafinahmen treffen kann [Sch99].

3.3.1 Vorteile von Attack Trees
Attack Trees sind gut fiir kleine oder bekannte Angriffe, da sie eine gute Ubersicht iiber

die verschiedenen Angriffswege bieten. Auflerdem kann man Attack Trees als Muster in
verschiedenen Systemen wiederverwenden.
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3.3.2 Nachteile von Attack Trees

Die Identifizierung von moglichen Szenarien ist sehr subjektiv und der Ansatz liefert keine
Hilfestellung. Aulerdem bekommt man als Ergebnis nur Angriffsszenarios.

3.4 Vergleich der Methoden

NIST 800-30 und OCTAVE Allegro sind jeweils fiir bestimmte Organisationen ausgelegt, NIST
800-30 auf staatliche und OCTAVE Allegro auf private. STPA-Sec und Attack Trees konnen
iiberall angewendet werden. Bis auf die Attack Trees bieten alle Ansétze viele Hilfestellungen
zur Durchfithrung, NIST 800-30 und OCTAVE Allegro jedoch mehr als STPA-Sec, was jedoch
auch damit zusammenhéngt, dass STPA-Sec ein noch sehr neuer Ansatz ist. Auch die Abldufe
der Ansatze sind bei den zuletzt genannten gut definiert, doch auch hier sind die Ablaufe von
NIST 800-30 und OCTAVE Allegro aufgrund ihres Alters besser definiert als bei STPA-Sec. Dies
fithrt dazu, dass man sich besser mit STPA-Sec auskennen muss, um die Analyse durchzufiithren.
STPA-Sec und OCTAVE Allegro benétigen eine sehr viel bessere Kenntnis vom System als die
beiden anderen Ansétze. STPA-Sec liefert bessere Ergebnisse als alle anderen Ansatze, da es
auch Verwundbarkeiten erkennt, die durch die Interaktion von Komponenten entstehen und
nicht nur durch das Versagen von Komponenten. NIST 800-30 und OCTAVE Allegro hingegen
liefern auch Schritte zum Umgang mit Risiken mit. Die Ergebnisse eines Attack Trees konnen
als einziges in unterschiedlichen Systemen wiederverwendet werden.

3.5 Ergebnis des Vergleichs

STPA-Sec liefert mehr Ergebnisse als die anderen Ansitze. Es ist auch nicht nur auf bestimmte
Organisationen beschrénkt. Jedoch ist es nicht so klar definiert wie die anderen Ansitze
und verfigt tiber weniger Hilfestellungen. Dies ist dadurch bedingt, dass der Ansatz noch
vergleichsweise neu ist und es noch nicht viel Erfahrung zu diesem Ansatz gibt, dieser Nachteil
wird aber zukiinftig durch weitere Forschung vermindert werden.

Der Vergleich ist nochmals in Tabelle 3.1 zusammengefasst.
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NIST 800-30 OCTAVE Alle- | STPA-Sec Attack Trees
gro
Jahr 2002, letzte Re- | OCTAVE 1999, | 2014 1999
vision 2012 OCTAVE Alle-
gro 2007
Basis Risiko- Risiko- Systemtheorie; | Baumdiagramm
management management hierarchische
Kontrollstruk-
turen und
unsichere Kon-
trollaktionen
Qualitativ/ Qualitativ Qualitativ Qualitativ Beides moglich
Quantitativ
Eingabe Systemdoku- Systemdoku- STAMP Modell | Angriffsziele
mentation mentation
Vergangene Subjektive
Systematta- Einschétzung
cken von Gefahren
Daten von Ge-
heimdiensten
Ausgabe Risiken = und | Verwundbar- STAMP Modell | Angriffs-
Risikoein- keiten und | Unsichere Kon- | szenarios
schiatzung Konsequenzen | trollaktionen
Empfohlene Vorschldage zur | Kausale Fakto-
Kontrollen Milderung ren
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Methoden

Prozess 1. Systemcha- | 1. Kriterien fir | 1. Verluste | 1. Angriffsziele
rakterisierung | Risikoabschét- | identifizieren bestimmen
2. Gefahren | zung festlegen | 2.  Verwund- | 2. Angriffswege
identifizieren 2. Profil der | barkeiten identifizieren
3. Verwund- | Informati- identifizieren | (3.  Angriffs-
barkeiten onswerte 3. Systemweite | wegen Werte
identifizieren entwickeln Sicherheitsauf- | zuweisen)
4. Kontrollen | 3.  Container | lagen definieren
analysieren der Informa- | 4. Kontrollstruk-
5. Wahrschein- | tionswerte tur  erstellen
lichkeiten identifizieren 5. Unsichere
festlegen 4. Betroffe- | Kontrollaktion
6. Auswirkun- | ne  Bereiche | identifizieren
gen analysieren | identifizieren 6. Sicher-
7. Risiken ein-| 5.  Gefahren- | heitsauflagen
schétzen szenarios verfeinern
8. Kontrollen | identifizieren 7. Kausale
vorschlagen 6. Risiken | Szenarien
9. Ergebnisdo- | Identifizieren 7. | identifizieren
kumentation Risiken analy-
sieren
8. Milderungs-
ansatz wahlen
Schwichen Keine Be- | Umfangreiche | Benoétigt viel | Sehr subjektiv
wertung  der | Struktur kann | Input um | Identifiziert nur
Organisation uniibersichtlich | STAMP ~ Mo- | Szenarios
moglich sein dell zu bauen
Nur technische | Wenig  Hilfe- | Bendtigt sehr
Perspektive stellung fur | gute Kenntnis
Gefahren Be-| der Methode
notigt gute | Kann  zeitin-
Kenntnis vom | tensiv sein
System Noch  wenig
Erfahrungen
zur  Methode
vorhanden

42




3.5 Ergebnis des Vergleichs

Starken

Umfangreich
Flexibel

Gut definierter
Ablauf

Gut fur lan-
gerfristige
Security-
Einschéatzungen
Bietet viele Hil-
festellungen

Umfangreich
Flexibel

Gut definierter
Ablauf
Vorteilhaft bei
Projekten und
einmaligen
Beurteilungen
Bietet viele
Hilfestellungen

Erkennt  Ver-
wundbarkeiten,
die andere
Methoden nicht
erkennen kon-
nen Bietet viele
Hilfestellungen

Gut fur kleine
oder bekannte
Angriffe

Lasst sich gut
wiederverwen-
den

Tabelle 3.1: Vergleich der Methoden
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4 STPA-Sec Plugin

Dieses Kapitel beschéftigt sich mit der Entwicklung des STPA-Sec-Plugins. Da sich die STPA-
Sec-Methode eng an der normalen STPA-Methode orientiert wird das A-STPA-Plugin als
Grundlage genommen, um das STPA-Sec-Plugin zu entwickeln. Daher wird zunéchst das
A-STPA-Plugin auf technischer Ebene analysiert.

4.1 Technische Umsetzung des A-STPA-Plugins

A-STPA ist nach dem Model-View-Controller-Entwicklungsmuster aufgebaut, dementspre-
chend besteht es aus drei Teilen.

Den ersten Teil bilden die Modelle. Modelle sind all die Klassen, welche die einzelnen Schritte
des STPA-Ansatzes modellieren. Dies sind die Modelle fiir die Systembeschreibung, die Sys-
temziele, Unfille, die Verkniipfung der Unfille und der Gefahrdungen, die Kontrollstruktur, die
unsicheren Kontrollaktionen, die entsprechenden Sicherheitsauflagen, das Prozessmodell und
die kausalen Faktoren. Von XSTAMPP bekommt A-STPA die Modelle fiir die Gefdhrdungen
und Sicherheitsauflagen zur Verfiigung gestellt. Die Modelle sind notwendig, um das Speichern
eines Projekts zu ermoglichen. Dazu werden die einzelnen Modelle mit XML-Annotationen ver-
sehen, welche das Modell auf eine XML-Modellierung abbilden. In A-STPA werden die Daten
in dem eigens entworfenen hazx-Modell gespeichert. Der néachste Teil sind die Views. Das sind
alle Benutzeroberflachen des Plugins, also die graphische Abbildung der einzelnen Schritte
von A-STPA. Da alle Views in A-STPA editierbar sind, werden hierfiir Editoren verwendet. In
A-STPA werden die einzelnen Editoren von der Klasse StandartEditorPart abgeleitet, welche
von XSTAMPP zur Verfiigung gestellt wird und bereits vorgefertigte Funktionen bereitstellt
die die Editoren bendtigen.

Uber die Editoren werden vom Nutzer Anderungen an den Daten vorgenommen. Da die
Eclipse Rich Client Platform verwendet wird, sind die aus Eclipse bekannten Funktionen fiir
die Manipulation der Editoren moglich. So ist es moglich die Grof3e der Editoren zu dndern
oder mehrere Editoren nebeneinander darzustellen. Den letzten Teil bilden die Controller.
Controller sind alle Klassen, welche Abldaufe in A-STPA implementieren. Dies sind Funktio-
nen wie das Hinzufiigen, Bearbeiten oder Loschen. In A-STPA werden diese Funktionen in
den DataModel-Interfaces fir die einzelnen Modelle definiert und in der DataModelControl-
ler-Klasse zusammengefiihrt. Sowohl die Interfaces als auch die DataModelController-Klasse
implementieren dabei das IDataModel-Interface von XSTAMPP, um sicherzustellen, dass das
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Abbildung 4.1: Der Kontrollstruktur-View

Entwurfsmuster des Beobachters, welches dazu dient, dass Anderungen an einem Objekt an
von diesem abhéngige andere Objekte weitergegeben werden, eingehalten wird. Fir jedes
Modell gibt es noch eine eigene Controller-Klasse, die die nétigen Funktionen der einzelnen
Teile implementieren. Dadurch lassen sich die Controller fiir die Modelle flexibel gestalten,
wahrend die einzelnen Teile ohne Konflikte mit anderen Teilen ausgetauscht oder geandert
werden konnen. Da die ganze Anwendung auf der Eclipse Rich Client Platform basiert, ist
die Verwendung einer plugin.xml-Datei notwendig. Diese beschreibt, wie das Plugin die Platt-
form erweitert, welche Erweiterungspunkte es selbst ermoglicht und wie seine Funktionen
implementiert werden. Hier werden auch die Informationen angegeben, die auf der Benut-
zeroberflache angezeigt werden, wie Icons. Die Implementierung der Funktionen geschieht
jedoch weiterhin in den einzelnen Java-Klassen. Wie die Erweiterungen des Plugins aussehen,
ist in Abbildung 4.2 angegeben.

Im xstampp.extension.steppedProcess miissen beispielsweise die einzelnen Schritte hinzugefiigt
werden, welche im ProjectExplorer angezeigt werden. Diese Schritte haben eine eindeutige
editorld, welche auf ebenfalls hier hinzugefiigte Editors verweisen. Die Editors verweisen
wiederrum auf die Klassen, in welchen die konkrete Implementierung der Klassen stattfindet.
Auf diese Art und Weise wird das Plugin zusammengebaut. A-STPA bietet auch noch den Export
der im Plugin erstellten Projekte an. Es lassen sich sowohl ganze Projekte, als auch einzelne
Schritte exportieren. Die angebotenen Formate sind Portable Document Format (PDF), Comma-
separated values (CSV) und Portable Network Graphics (PNG). Da die Projekte in einem
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4.1 Technische Umsetzung des A-STPA-Plugins

All Extensions

Define extensions for this plug-in in the following section.

type filker text

4 4= xstampp.extension.steppedProcess
4 B S5TPA Project (process)
a4 = Establish Fundamentals (category)
Systern Description (step)
& System Goals (step)
¢ Accidents (step)
Hazards (step)
", Linking of Accidents and Hazards (step)
Safety Constraints (step)
e+ Design Requirements (step)
Control Structure (step)
i 1% Unsafe Control Actions (category)
b 28 Causal Analysis (categorny)
org.eclipse.ui.exportWizards
org.eclipse.ui.exportWizards
org.eclipse.ui.exportWizards
org.eclipse.ui.newWizards
org.eclipse.ui.editors
org.eclipse.ul.commands
org.eclipse.ui.menus
org.eclipse.help.toc
org.eclipse.uiimportWizards
org.eclipse.ui.bindings
org.eclipse.uiservices
org.eclipse.ui.contexts
org.eclipse.uiviews

org.eclipse.ui.preferencePages

ﬁ??ﬁ??ﬁ?%??ﬁ?ﬁ???

oro.eclinse.core.rintime.nreferences

| ]

m

Abbildung 4.2: Editor fiir die Extensions
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4 STPA-Sec Plugin

XML-Format gespeichert sind, wurde die ,Extensible Stylesheet Language Transformation®
verwendet, um die Projekte in die anderen Formate umwandeln zu kénnen. Dafiir wurden fiir
jeden Schritt XSL-Dateien angelegt, in denen alle nétigen Eigenschaften definiert sind, um die
Umwandlung einer XML-Datei in ein anderes Dateiformat zu erméglichen.

4.2 Implementierung des STPA-Sec-Plugins

Da sich STPA und STPA-Sec in einigen Punkten dhneln, bietet A-STPA-Plugin bereits vie-
le Funktionen, die auch fiir ein STPA-Sec-Plugin nétig sind. Daher bietet es sich an, das
STPA-Sec-Plugin auf dem A-STPA-Plugin aufzubauen und moglichst viele Komponenten wie-
derzuverwenden. Da sich das A-STPA-Plugin auch noch in der Entwicklung befindet, ist es
sinnvoll, direkt auf die Komponenten des Plugins zuzugreifen und diese zu verwenden, anstatt
lediglich eine Kopie des Plugins zu machen und die notigen Anderungen durchzufiithren. Dies
ist auch moglich, da die Plugins ihre Klassen zur Laufzeit zur Verfiigung stellen kénnen.

(
A-STPA STPA-Sec
Plugins
U L
h 4
XSTAMPP | Haupt- :
Modelle | funktionen Ul-Editor
\ S J
XSTAMPP
Platform

Sprachen und i Plug-in Eclipse Rich Client
Werkzeuge o Entwicklungsumgebung Platform (RCP

Abbildung 4.3: Erweiterung von XSTAMPP um das STPA-Sec Plugin
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4.2 Implementierung des STPA-Sec-Plugins

Das A-STPA-Plugin besteht insgesamt aus 44 Paketen, 294 Klassen, 15 fiir den Export beno-
tigten xml-Schemas, 155 Bildern, einer bundle.properties-Datei, einer MANIFEST.MF-Datei
und einer plugin.xml-Datei, sowie 9 HTML-Dateien, 2 xml-Dateien und 10 Bildern fir die
Hilfe-Seiten. Das XSTPA-Plugin besteht nochmals aus 7 Paketen, 35 Klassen, 24 Bildern, ei-
ner bundle.properties-Datei, einer MANIFEST.MF-Datei und einer plugin.xml-Datei, sowie
8 HTML-Dateien, 6 xml-Dateien und 16 Bildern fiir die Hilfe-Seiten. Der erste Schritt ist
die Identifizierung der Elemente, die wiederverwendet werden konnen. Dazu muss man die
Schritte vergleichen, in denen sich STPA-Sec und STPA unterscheiden. Diese sind aus dem
Kapitel 2.3.4.3 zu entnehmen. Diese sind insbesondere in der Terminologie zu finden. Die
Terminologie wurde fiir STPA-Sec anhand des Papers von Schmittner [SMP16] angepasst und
jeder Unterschied im Plugin gefunden und in Tabelle 4.1 aufgelistet.
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4 STPA-Sec Plugin

STPA STPA for Securi- | Unterschiede
ty
Establish Establish Nein
Fundamentals Fundamentals
System Descrip- | System Descrip- | Nein
tion tion
System Goals System Goals Nein
Accidents Losses Ja
Hazards Vulnerabilities | Ja
Linking of Ac- | Linking of Los-| Ja
cidents and Ha- | ses and Vulnera-
zards bilities
Design Require- | Design Require- | Nein
ments ments
Control Structu- | High Level Con- | Ja
re trol Structure
Model
Unsafe Control | Unsafe Control | Ja
Actions Actions
Unsafe Control | Unsecure Con- | Ja
Actions Table trol Actions Ta-
ble
Corresponding | Corresponding | Ja
Safety  Cons- | Security Cons-
traints traints
Causal Analysis | Causal Analysis | Nein
Control Structu- | Control Structu- | Nein
re With Process | re With Process
Model Model
Context Tables | Context Tables | Ja
Refined Unsafe | Refined Unsafe | Ja
Control Actions | Control Actions
Refined Safety | Refined Securi- | Ja
Constraints ty Constraints
Causal Factors | Causal Factors | Ja
Table Table
LTL Formula | LTL Formula | Nein

Table

Table

Tabelle 4.1: Unterschiede im Ablauf zwischen A-STPA und STPA-Sec
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4.2 Implementierung des STPA-Sec-Plugins

Extension Element Details

Set the properties of 'step’ Required fields are denoted by ™'

id* stpasec.navigation.stepl 8

name*: High Level Control Structure Model

editorld™ stpasec.steps.stepl 8 Browse...
icon: icons/buttons/navigation/STEP1_&(1&).png Browse... |
default_editor: - |

Abbildung 4.4: Editor fiir die einzelnen Extensions

Wie man sieht unterscheiden sich viele der Schritte voneinander. Im Fall der Kontrollstruktur
unterscheidet sich die Bezeichnung jedoch nur in der Bezeichnung des Schrittes, der Editor
ist davon nicht betroffen. Ebenso ist der Schritt Unsecure Control Actions, wie auch Establish
Fundamentals und Causal Analysis, lediglich eine Kategorie und verfiigt iiber keinen eigenen
Editor, ist also auch nur eine Anderung der Bezeichnung. Diese Anderungen werden in der
plugin.xml-Datei im Extensions-Fenster (siche Abbildung 4.4) gemacht. Damit konnen alle
Klassen, die die Editoren fiir die Schritte System Description, System Goals, Design Requirements,
High Level Control Structure Model, Control Actions, Control Structure with Process Model, LTL
Formula Table und ihre dazugehorigen Hilfsklassen wiederverwendet werden. Des Weiteren
besitzt das A-STPA-Plugin fiir jedes Modell ein eigenes Interface. Die Interfaces enthalten
keine Informationen, die fiir das STPA-Sec-Plugin abgedndert werden miissen, also kann man
diese ebenfalls wiederverwenden. Auch bei den Klassen, die die Modelle implementieren, gibt
es einige die man direkt wiederverwenden kann. So sind das unter anderem alle Klassen, die
Modelle fiir die wiederverwendeten Schritte bereitstellen, also Modelle fiir System Description,
System Goals, etc. Dies gilt auch fiir ihre Hilfsklassen. Im Falle des Modells fiir die Causal
Factors befinden sich die Daten, die man fur STPA-Sec abandern muss, in Hilfsklassen. Daher
ist es nicht nétig ein eigenstdndiges Modell fiir diese zu implementieren, sondern man kann
auf die Klasse aus A-STPA zuriickgreifen. Eine weitere Art von Klassen sind die Controller
der Modelle. Diese enthalten ebenfalls keine fiir STPA-Sec abzuidndernden Informationen und
konnen wiederverwendet werden. Schliellich konnen auch die Export-Klassen der Klassen
aus A-STPA inklusive ihrer dazugehorigen xsl-Schemas wiederverwendet werden. Klassen die
von STPA-Sec selbst implementiert werden miissen sind somit:

Editoren fiir Losses, Vulnerabilities, Linking of Losses and Vulnerabilities, Security Constraints,
Unsecure Control Actions Table, Corresponding Security Constraints, Context Tables, Refined
Unsecure Control Actions, Refined Security Constraints und Causal Factors Table.

Modelle und Controller fiir Losses, Vulnerabilities, Security Constraints, Unsecure Control Actions,
die Hilfsklassen fiir Causal Factors, sowie den Controller fiir das gesamte Datenmodell.
Export-Klassen und dazugehorige xsl-Dateien fiir Losses, Vulnerabilities, Linking of Losses and
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4 STPA-Sec Plugin

Vulnerabilities, Security Constraints, Unsecure Control Actions, Corresponding Security Cons-
traints, Context Tables, Refined Unsecure Control Actions, Refined Security Constraints und Context
Tables. Letztlich benotigt STPA-Sec noch grundlegende Klassen, die fiir die Funktionalitat notig
sind. Dies wéren: eine Activator-Klasse, die den Startpunkt des Plugins darstellt, eine Klasse
fiir externalisierte Strings, eine Klasse fiir die Einstellungen, sowie Wizard-Klassen, die fiir das
Erstellen eines neuen Plugins und das Durchfiithren von Import und Export nétig sind.

Listing 4.1 Klasse, die Verluste modelliert

/*x*

* Class for losses

*

*/

@XmlRootElement (name = "loss")

public class Loss extends ATableModel {

public Loss(String title, String description, int number) {
super(title, description, number);

}

public Loss() {
// empty constructor for JAXB

}

@Override
public String getIdString() {
return "L-" + this.getNumber();

}

Ein Beispiel fiir eine Klasse, die ein Modell implementiert ist in Listing 4.1 zu sehen. Es handelt
sich hierbei um die Klasse die Verluste modelliert. Sie erweitert die abstrakte ATableModel-
Klasse aus dem A-STPA Plugin, die bereits notwendige Attribute und Funktionen implementiert,
etwa den Namen des Verlustes oder die Beschreibung. Die Klasse benétigt auch noch eine
XML-Annotation, sodass ein Verlust-Objekt beim Speichern in der XML-Datei gespeichert
werden kann.
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Listing 4.2 Klasse, die den Editor fiir Verluste modelliert

[ *x*

* Class for the editor of Losses

x/

public class LossesView extends CommonTableView<IAccidentViewDataModel> {

public static final String ID = "stpasec.steps.stepl_2";

// the accident currently displayed in the text widget
private Loss displayedLoss;

public LossesView() {

}

[ xx

* Create contents of the view part.

* @param parent The parent composite

*/

@Override

public void createPartControl(Composite parent) {

Ein weiteres Beispiel ist in Listing 4.2 fiir die Implementierung des Editors fiir Verluste an-
gegeben. Die Klasse erweitert die CommonTableView-Klasse, die die Standardmethoden und
Attribute fiir Editoren des A-STPA Plugins implementieren. Sie nutzt auch das Interface IAcci-
dentViewDataModel von A-STPA, welches notige Methoden fiir das Abrufen und Manipulieren
der Daten des Editors vorschreibt, die in einem separaten Controller implementiert werden.
Weiterhin benétigt die Klasse eine ID, iiber die das Plugin iiber die plugin.xml den Editor
aufrufen kann. In der createPartControl-Methode wird die grafische Darstellung des Editors
auf SWT-Basis implementiert.

4.3 Erweiterung des STPA-Sec-Plugins

Da sich security-bezogene Verwundbarkeiten auch auf die Safety eines Systems auswirken
konnen, soll die Erweiterung des Plugins die Moglichkeit bieten, dies auch darzustellen. Dazu
wird das Modell der unsicheren Kontrollaktionen um zwei weitere Attribute erweitert, die
markieren, ob die Kontrollaktion unsicher im Sinne der Security oder der Safety ist. Auflerdem
wird das Plugin um zwei weitere Editoren erweitert. Der erste Editor in Abbildung 4.5 erweitert
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die Kontrollstruktur und gibt eine Ubersicht der Kontrollaktionen, sowie der dazugehéren-
den unsicheren Kontrollaktionen und ob die unsichere Kontrollaktion unsicher in Bezug auf
Security oder unsicher in Bezug auf Safety ist. Die beiden letzten Attribute lassen sich hier
editieren.

[ Control Structure 2
ie Palette

4

(= Manipulation Objects ©
[ Select

"} Marquee
Compenent Elements ©

[ Controller

1} Controller 1
Actua(w

. Controlled Process
7| Sensor
Control Action
List of Control Actions

(= Connecting Elements ©

Avmw

Dashed Arrow

Control Action 1
Control Action 2

&

&

|5 Actuator 1 i Sensor 1

Controlled
Process 1

(- Others

&) Prcferenes| 723 100% « i

[T Contral Actions Table 3%

Control Actions  Unsecure Control Actions  Security Critical  Safety Critical  Description
The lang description of this Control Action
The long description of this Contrel Action

Control Action1 Unsecure Control Action 1
Control Action1  Unsecure Control Action 2
Control Action1  Unsecure Control Action 3
Control Action 2 Unsecure Control Action 4
Control Action 2 Unsecure Control Action 5

The long description of this Control Action
The long description of this Control Action
The lang description of this Control Action

KU B AR
1 B

Abbildung 4.5: Editor fiir die unsicheren Kontrollaktionen

Der zweite Editor in Abbildung 4.6 zeigt die Sicherheitsauflagen, die in allen Schritten iden-
tifiziert wurden. In der Liste wird angegeben in welchem Schritt eine Sicherheitsauflage
identifiziert wurde, die ID, die Beschreibung, ob sie sich auf die Sicherheit im Sinne der Security
oder der Safety auf das System auswirkt, sowie fiir verfeinerte Sicherheitsauflagen die Sicher-
heitsauflagen, von denen die Sicherheitsauflage abhangt. Die Liste ldsst sich filtern, sodass alle
Sicherheitsauflagen, nur die safety-bezogenen, nur die security-bezogenen oder safety- und
security-bezogenen angezeigt werden. Auch wird die Anzahl der jeweiligen Sicherheitsaufla-
gen angezeigt. Die zwei letzten Attribute lassen sich ebenfalls bearbeiten. Nach Abschluss der
Bearbeitung lasst sich die Liste letztlich auch exportieren.
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[ STPA-Sec Results 53 =0
STPA-SecResults
Filter: @ All () Security related () Safety related (Z) Both

Security related: 2 Safety related: 2 Both: 3

STPA-Sec Step D Security Constraint Corresponding Constraint  Security related  Safety related
STPA-Sec Step0 SC0  System Security Constraint 1

SC0.2  System Security Constraint 2

SC03  System Security Constraint 3

STPA-Sec Step 1 SCL1  Corresponding Security Constraint 1 2 =
$C12  Corresponding Security Constraint 2 [c O
5C13  Corresponding Security Constraint 3 O ©
SC14  Corresponding Security Constraint & O O

STPA-Sec Step 2 5C21  Refined Security Constraint 1 sC11 2 2
5C22  Refined Security Constraint 2 sc11 2 =
SC26  Refined Security Constraint 3 sc1z 2 O
5C27  Refined Security Constraint 4 SC13 m] [c2

Abbildung 4.6: Liste der Sicherheitsauflagen
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5 Anwendung von STPA-Sec auf
autonomes Fahren

In diesem Kapitel soll das STPA-Sec-Plugin anhand eines aktuellen Beispiels getestet werden.
Dazu wird das System eines autonomen Fahrzeugs verwendet.

5.1 Grundlagen von autonomen Fahrzeugen

Das Automobil ist eine der wichtigsten Erfindungen und hatte spétestens seit dem 20. Jahr-
hundert einen enormen Einfluss auf die Menschheit. Taglich verwenden hunderte Millionen
Menschen Automobile als Transportmittel. Urspriinglich nur aus dem nétigsten, wie Mo-
tor, Karosserie und Radern, bestehend, wurden Automobile im Rahmen der technologischen
Entwicklung immer komplexer und leistungsfahiger. So sind bereits heutzutage moderne Fahr-
zeuge nicht nur rein mechanische Systeme, sondern sie werden mit Computern ausgestattet, die
zur Steuerung der verschiedenen Bauteile innerhalb der Systeme verwenden werden. Die Soft-
ware zur Steuerung in diesen Fahrzeugen besteht aus Millionen Zeilen Code [KCR+10]. Doch
trotz all dieser modernen Erweiterungen, sind Automobile noch nicht in der Lage selbststandig
ohne einen menschlichen Fahrer zu fahren. Die Entwicklung von autonomen Fahrzeugen
ist also eine der grofiten Herausforderungen der heutigen Zeit. Die Herausforderung daran
liegt weniger darin, ein solches Automobil zu bauen, da die Technologie dafiir bereits weitge-
hend vorhanden ist. Das Problem liegt vielmehr darin, die richtige Software zu entwickeln,
sodass diese das Automobil sicher steuern kann. Das Fahrzeug muss Stralen erkennen, auf
diesen beschleunigen, bremsen und die Spur halten, andere Verkehrsteilnehmer erkennen,
zum richtigen Ort navigieren und das Ganze in einer Umwelt, in der viele Stérungen auf das
Fahrzeug einwirken, Entscheidungen in Sekundenbruchteilen getroffen werden miissen und
diese weitreichende Konsequenzen nach sich ziehen kénnen. Solch eine komplexe Software
ist jedoch auch sehr fehleranfallig und angreifbar. Es ist also geboten bei der Entwicklung
besonders groflen Wert auf die Sicherheit dieser Systeme zu legen. Dies macht autonome
Fahrzeuge zu einem perfekten Beispiel fiir einen Test des STPA-Sec-Plugins.
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5.2 Technischer Hintergrund

Zunachst muss kurz geklart werden, wie moderne Systeme fiir autonomes Fahren aussehen.
Nahezu alle autonomen Fahrzeuge verfiigen iiber fiinf grundlegende Funktionen fiir das Fah-
ren.

Wahrnehmung: Wahrnehmung ist das Erkennen der Umwelt des Fahrzeugs. Dazu werden
verschiedene Sensoren verwendet, wie Radar, Lidar oder Kameras.

Ortung: Die Ortung bestimmt die Position des Fahrzeugs mithilfe von GPS, der Bewegungs-
richtung und Geschwindigkeit des Fahrzeugs und anhand von Kartenmaterial.

Planung: Die Planung bestimmt die Bewegung und das Verhalten des Fahrzeugs, die es anhand
der Informationen aus der Wahrnehmung und Ortung berechnet.

Kontrolle: Die Kontrolle ist die Ausiibung der Befehle, die von der Planung berechnet wurden,
etwa das Bremsen, Beschleunigen oder Steuern.

Systemmanagement: Das Systemmanagement kontrolliert schlieflich samtliche Funktionen
des Fahrzeugs.

Jede dieser Funktionen verfiigt iiber mehrere Komponenten, die einzelne Unterfunktionen
implementieren. Diese Komponenten kénnen auf zwei verschiedene Arten implementiert
werden: Zentralisiert oder dezentralisiert. Bei einer zentralisierten Architektur werden samt-
liche Komponenten an eine Recheneinheit angeschlossen, welche samtlichen notwendigen
Berechnungen durchfiithrt. Der Vorteil bei einer solchen Architektur ist, dass das Systemmo-
dell einfacher ist. Auflerdem benétigt man keine zusétzlichen Kommunikationswege, was
den Verlust und die Geschwindigkeit des Teilens von Information verringert. Der Nachteil
hingegen ist, dass die Recheneinheit eine hohe Rechenbelastung hat und dementsprechend
stark sein muss. Auflerdem bedeutet ein Ausfall der Recheneinheit den Ausfall des gesamten
Systems. Bei einer dezentralisierten Architektur hingegen werden verschiedene Komponenten
von verschiedenen Recheneinheiten gesteuert. Die Informationen aus den Komponenten wer-
den tber ein gemeinsames Kommunikationssystem an die anderen Komponenten geschickt.
Vorteil ist, dass die Rechenlast aufgeteilt wird. Aulerdem kann der Ausfall einer Recheneinheit
besser abgefangen werden. Nachteilig ist, dass das System komplexer wird und dass eventuell
Kompeatibilitatsprobleme zwischen den Komponenten auftauchen kénnen. Diese Nachteile
lassen sich jedoch durch eine gute Planung verringern [JKK+14].

5.3 Durchfihrung der STPA-Sec-Analyse

Anhand der vorhergehenden Beschreibungen wird die Analyse mithilfe des Plugins durchge-
fihrt.
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5.3 Durchfihrung der STPA-Sec-Analyse

5.3.1 Grundlagen festlegen

5.3.1.1 Systembeschreibung

Ein autonomes Auto ist ein System fiir den Transport, welches in der Lage ist autonom zu
navigieren, abhdngig von Informationen die es durch die Umwelt erhalt.

5.3.1.2 Systemziele

Das Grundziel eines Fahrzeuges ist klar die Sicherheit der Passagiere, sowie das Navigieren an
den erforderlichen Ort. In dem System eines Fahrzeugs werden jedoch auch viele personliche
Informationen tiber die Passagiere gespeichert, die einen Wert fiir einen boswilligen Angreifer
darstellen konnen. Deswegen gehort der Schutz dieser Informationen ebenfalls zu den Zielen
des Systems.

ID

Systemziele

Fiir die Sicherheit der Passagiere sorgen

Die Passagiere zum korrekten Ort bringen

Keine personlichen Informationen an unautorisierte Nutzer geben

Angeforderte Informationen an autorisierte Nutzer geben

DR W (N -

Uber angriffssichere Kanile kommunizieren

Tabelle 5.1: Systemziele

5.3.1.3 Verluste

Anhand der Systemziele wurden folgende Verluste identifiziert:

ID

Verluste

Verkniipfung mit Verwundbarkeiten

L-1

Verlust des Lebens eines Passagiers

V-1,V-2, V-3, V-4, V-9

L-2

Verlust des Lebens einer auflenstehenden Person

V-1,V-2, V-3, V-4, V-9

L-3

Physische Verletzung an einer Person

V-1,V-3, V-4, V-4, V-9

L-4

Schaden an Objekten

V-1,V-2, V-3, V-4, V-5, V-6,V-9

L-5

Verlust von Information

V-7, V-8, V-9

Tabelle 5.2: Verluste
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5.3.1.4 Verwundbarkeiten

ID | Verwundbarkeiten Verkniipfung mit Verlusten
V-1 | Auto fahrt mit einer unsicheren Geschwindigkeit L-1,L-2,L-3,L-4

V-2 | Auto fihrt in eine unsichere Richtung L-1,L-2,L-3,L-4

V-3 | Das System sendet unsichere Signale an die Umwelt L-1,L-2,L-3,L-4

V-4 | Das Auto fahrt zu einem unsicheren Ort L-1,L-2,L-3,L-4

V-5 | Das Auto fihrt in einem unsicheren Gang L-4

V-6 | Der Automotor operiert auflerhalb der bestimmten Grenzen L-4

V-7 | Personliche Informationen werden gegentiber unautorisierten Personen exponiert | L-5

V-8 | Information ist autorisierten Personen nicht verfiigbar L-5

V-9 | Ein Hacker bekommt Zugriff auf das System L-1,L-2,L-3, L-4,L-5

Tabelle 5.3: Verwundbarkeiten

5.3.1.5 Sicherheitsauflagen

ID

Sicherheitsauflagen

SC0.1 | Das Auto darf niemals mit einer unsicheren Geschwindigkeit fahren

SC0.2 | Das Auto darf niemals in eine unsichere Richtung fahren

SC0.3 | Das System darf niemals unsichere Signale an die Umwelt senden

SC0.4 | Das Auto darf niemals zu einem unsicheren Ort fahren

SCO0.5 | Das Auto darf niemals in einem unsicheren Gang fahren

SCo0.6

Der Automotor darf niemals aulerhalb der bestimmten Grenzen operieren

SCo0.7

Personliche Informationen diirfen niemals gegeniiber unautorisierten Personen exponiert werden

SC0.8 | Information muss autorisierten Personen immer verfiigbhar sein

SCO0.9 | Ein Hacker darf niemals Zugriff auf das System bekommen

Tabelle 5.4: Sicherheitsauflagen

5.3.1.6 Kontrollstruktur

Die Kontrollstruktur wurde anhand der Informationen aus Kapitel 4.2. erstellt. Es wird nochmals
darauf hingewiesen, dass die Kontrollstruktur lediglich eine funktionale und keine techni-
sche Darstellung des Systems ist. Es wurde eine dezentralisierte Architektur als Grundlage
angenommen, daher werden hier auch Berechnungen in den einzelnen Komponenten des
Systems durchgetfiihrt und lediglich die bendtigten Informationen an die Planungskompo-
nente ,Selfdriving Software” weitergeleitet. Des Weiteren verfiigt das System tber die im
Abschnitt 5.2 besprochenen Sensoren, die in der Komponente ,Environment Sensors” zusam-
mengefasst wurde. Das Automobil verfiigt aber auch noch tiber interne Sensoren, welche
solche Dinge, wie Motordrehzahl oder die Temperatur der Bremsen messen und die Messungen
an die ,Selfdriving Software” weiterleiten. Die Kontrolle iiber das Automobil iibt die Sofware
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tiber den ,Autonomous Driving Actuator” aus, welcher Kontrollaktionen empfangt und diese
mechanisch umsetzt. Das System hat auflerdem auch noch eine Anbindung an einen Server, auf
den es Uber eine Schnittstelle zugreift, welche auch GPS-Daten fiir die Sofware zur Verfiigung
stellt. Dieses System besitzt auflerdem noch tiber eine Schnittstelle zur Kommunikation mit
anderen Fahrzeugen, sowie eine Schnittstelle tiber die Passagiere auf das Fahrzeug zugreifen
konnen, etwa um personliche Daten abzurufen und auf dem Bildschirm des Autos darzustellen.
Letztlich verfiigt das Automobil noch tiber eine USB-Verbindung, tiber die Nutzer Zugriff auf
das Fahrzeug bekommen konnen.
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Abbildung 5.1: Kontrollstruktur eines autonomen Fahrzeugs

61



5 Anwendung von STPA-Sec auf autonomes Fahren

5.3.2 Unsichere Kontrollaktionen

5.3.2.1 Kontrollaktionen

Die Kontrollaktionen, die in der Kontrollstruktur identifiziert wurden, sind:

1D Kontrollaktionen Quelle Ziel
1 Steer Signal (Steuersignal) Selfdriving Software Autonomous Driving Actua-
tor
2 Brake Signal (Bremssignal) Selfdriving Software Autonomous Driving Actua-
tor

3 Accelerate Signal (Beschleuni- | Selfdriving Software Autonomous Driving Actua-
gungssignal) tor

4 Gear Shift Signal (Signal zum | Selfdriving Software Autonomous Driving Actua-
Gang schalten) tor

5 Turn Signal (Signal zum Blin- | Selfdriving Software Autonomous Driving Actua-
ker setzen) tor

6 Brake Data (Bremsdaten) Car Sensors Selfdriving Software

7 Engine Data (Motordaten) Car Sensors Selfdriving Software

8 Gear Data (Gangdaten) Car Sensors Selfdriving Software

9 Orientation Data (Ausrich- | Car Sensors Selfdriving Software
tungsdaten)

10 Roadmap Data (Kartendaten) | Server-Vehicle-Interface Selfdriving Software

11 Velocity Data (Geschwindig- | Car Sensors Selfdriving Software
keitsdaten)

12 Environment Data (Umwelt- | Environment Sensors Selfdriving Software
daten)

13 USB-Connection (USB- Autonomous Car
Verbindung)

14 Passenger Communication | Passenger-Vehicle-Interface | Selfdriving Software
(Passagier-Kommunikation) | (PVI)

15 Intervehicle Communication | Vehicle-to-Vehicle Communi- | Selfdriving Software
(Kommunikation zwischen | cation Gateway
Fahrzeugen)

16 GPS Data (GPS Daten) Server-Vehicle-Interface Selfdriving Software

17 Connection to Server (Verbin- | Selfdriving Software Server-Vehicle-Interface

dung zum Server)

Tabelle 5.5: Kontrollaktionen

5.3.2.2 Tabelle der unsicheren Kontrollaktionen

Es wurde sich darauf konzentriert, moégliche Angriffswege auf das System zu finden, dem-
entsprechend zielen alle unsicheren Kontrollaktionen auf Absicht aus. Bei der Durchfithrung
der Analyse wurden 60 verschiedene unsichere Kontrollaktionen gefunden. Da dies den Um-
fang dieser Arbeit sprengen wiirde, wird hier nur eine Auswahl abgebildet. In der Klammer
unter den Beschreibungen sind die Verwundbarkeiten, auf die sich die unsichere Kontrollaktion

auswirkt, angegeben.
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Kontrollaktion Nicht gegeben fiihrt zur Ver- | Gegeben fiithrt zur Verwund- | Falsches Timing oder falsche | Zu frith gestoppt oder zu lan-
wundbarkeit barkeit Reihenfolge fiihrt zur Ver-| ge angewandt fihrt zur Ver-
wundbarkeit wundbarkeit
Steuersignal Das Steuersignal wird von | Ein Steuersignal wird von | Steuersignal wird von einem | Das Steuersignal wird von
einem boswilligen Angreifer | einem boswilligen Angreifer | boswilligen Angreifer so ma- | einem bdswilligen Angreifer
blockiert, obwohl das Fahr- | injiziert, wiahrend das Fahr- | nipuliert, dass es gesendet | unterbrochen, wihrend sich
zeug den Kurs wechseln sollte | zeug auf einer geraden Stre- | wird, bevor das Fahrzeug die | das Fahrzeug in einer Kurve
[V-4] cke fahrt von den Umweltdaten gemel- | befindet
[V-4, V-9] dete Kurve erreicht [V-4]
[V-4,V-9]
Bremssignal Das Bremssignal wird von | Ein Bremssignal wird von ei- | Das Bremssignal wird von | Das Bremssignal wird durch

einem boswilligen Angreifer
blockiert, wiahrend das Fahr-
zeug sich einem stationéren
oder langsameren Objekt na-
hert

[V-1]

nem boswilligen Angreifer in-
jiziert, obwohl sich vor dem
Fahrzeug kein Objekt in einer
gefahrlichen Distanz befindet,
sodass das Fahrzeug fiir den
nachfolgenden Verkehr unbe-
rechenbar bremst

[V-1,V-9]

einem boswilligen Angreifer
verzogert, sodass es sich ei-
nem stationiren oder langsa-
meren Objekt in einer immer
noch gefihrlichen Geschwin-
digkeit nihert

[V-1,V-9]

einen boswilligen Angreifer
zu frith gestoppt, sodass es
sich einem stationaren oder
langsameren Objekt in einer
immer noch gefahrlichen Ge-
schwindigkeit néhert

[v-1]

Beschleunigungssignal

Das Beschleunigungssignal
wird von einem boswilligen
Angreifer geblockt, obwohl
das Fahrzeug beschleunigen
sollte und somit fiir den nach-
folgenden Verkehr unbere-
chenbar handelt

[v-1]

Ein Beschleunigungssignal
wird von einem boswilligen
Angreifer injiziert, obwohl
das Fahrzeug still steht und
sich ein stationdres Objekt
vor dem Fahrzeug befindet
[V-1,V-9]

Das Beschleunigungssignal
wird von einem boswilligen
Angreifer so manipuliert, dass
es ausgefithrt wird, bevor
uberpriift wurde, ob sich ein
Objekt vor dem Fahrzeug be-
findet

[V-1,V-9]

Das Beschleunigungssignal
wird von einem boswilligen
Angreifer so manipuliert, dass
es zu lang angewandt wird
und das Fahrzeug sich einem
langsameren oder stationiren
Objekt gefahrlich nahert
[V-1,V-9]

Geschwindigkeitsdaten

Geschwindigkeitsdaten wer-
den von einem boswilligen
Angreifer geblockt, sodass die
Software von einer veralteten
Geschwindigkeit ausgeht, ob-
wohl die Geschwindigkeit ver-

Geschwindigkeitsdaten, die
eine zu langsame Geschwin-
digkeit angeben, werden von
einem boswilligen Angreifer
injiziert, sodass das Fahrzeug
weiter beschleunigt

Geschwindigkeitsdaten wer-
den von einem boswilligen
Angreifer so verzogert, dass
sie nach dem Beschleuni-
gungssignal bei der Sofware
ankommen und das Beschleu-

Nicht unsicher

andert wurde [V-1,V-9] nigungssignal mit veralteten
[V-1] Daten berechnet wurde
[V-1,V-9]

Motordaten Motordaten werden von ei- | Motordaten, die angeben, | Nicht unsicher Nicht unsicher
nem boswilligen Angreifer | dass die Drehzahl des Motors
blockiert, obwohl der Motor | in einem sicheren Bereich
mit einer zu hohen Drehzahl | ist, werden von einem bos-
operiert und der Gang ge- | willigen Angreifer injiziert,
wechselt werden sollte sodass die Software kein
[V-6] Signal zum Gang wechseln

sendet
[V-6, V-9]

Umweltdaten Umweltdaten werden von ei- | Ein béswilliger Angreifer in- | Umweltdaten werden von ei-
nem boswilligen Angreifer ge- | jiziert Umweltdaten, die kein | nem béswilligen Angreifer so
blockt, sodass die Software | Objekt vor dem Fahrzeug an- | verzogert, dass sie erst eintref-
keine Information tiber ein | zeigen, obwohl sich dort eines | fen, nachdem ein Beschleuni-
sich vor dem Fahrzeug befind- | befindet gungssignal gegeben wurde,
liches Objekt erhilt [V-1,V-9] sodass es mit alten Daten be-
[V-1] rechnet wurde, die kein Ob-

jekt vor dem Fahrzeug ange-
ben, obwohl sich dort eines
befindet
[V-1]
USB-Verbindung USB-Verbindung wird von ei- | USB-Verbindung wird von ei- | Nicht unsicher Nicht unsicher

nem boswilligen Angreifer
blockiert, sodass autorisierte
Nutzer keinen Zugriff auf ihre
Informationen bekommen
[V-8]

nem boswilligen Angreifer be-
nutzt, um Schadsoftware zu
installieren, die die person-
lichen Daten der Passagiere
iberwacht

[V-7,V-9]

Passagierkommunikation

Passagierkommunikation
wird von einem boswilligen
Angreifer blockiert, sodass
autorisierte Nutzer keinen
Zugriff auf ijhre Informatio-
nen haben

[V-8]

Falsche Passagierkommunika-
tion wird von einem béswilli-
gen Angreifer injiziert, sodass
die Software personliche In-
formation an den Angreifer
liefert

[V-7,V-9]

Nicht unsicher

Nicht unsicher

Kartendaten

Kartendaten werden von ei-
nem boswilligen Angreifer
blockiert, sodass die Software
veraltete Karten verwendet
[V-1, V-2, V-4]

Gefilschte Kartendaten wer-
den von einem boswilligen
Angreifer injiziert, sodass die
Software falsche und geféhrli-
che Karten verwendet

[V-1, V-2, V-4, V-9]

Nicht unsicher

Nicht unsicher

Tabelle 5.6: Unsichere Kontrollaktionen
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5.3.2.3 Dazugehdrige Sicherheitsauflagen

ID

Unsichere Kontrollaktion

Dazugehorige Sicherheitsauflage

UCA1.1

Das Steuersignal wird von einem bos-
willigen Angreifer blockiert, obwohl
das Fahrzeug den Kurs wechseln soll-
te

Das Steuersignal darf niemals blo-
ckiert werden, wenn das Fahrzeug
den Kurs wechseln mochte

UCA1.2

Ein Steuersignal wird von einem bos-
willigen Angreifer injiziert, wiahrend
das Fahrzeug auf einer geraden Stre-

cke fahrt

Es darf niemals ein falsches Steuer-
signal injiziert werden, wahrend das
Fahrzeug auf einer geraden Strecke

fahrt

UCA1.3

Steuersignal wird von einem boswil-
ligen Angreifer so manipuliert, dass
es gesendet wird, bevor das Fahrzeug
die von den Umweltdaten gemeldete
Kurve erreicht

Das Steuersignal darf niemals so ma-
nipuliert werden, dass es gesendet
wird, bevor aktuelle Umweltdaten an-
gekommen sind

UCA1.4

Das Steuersignal wird von einem
boswilligen Angreifer unterbrochen,
wiahrend sich das Fahrzeug in einer
Kurve befindet

Das Steuersignal darf niemals unter-
brochen werden, wihrend sich das
Fahrzeug in einer Kurve befindet

UCAL1.5

Das Bremssignal wird von einem bos-
willigen Angreifer blockiert, wah-
rend das Fahrzeug sich einem statio-
niren oder langsameren Objekt na-
hert

Das Bremssignal darf niemals blo-
ckiert werden, wiahrend das Fahrzeug
sich einem langsameren oder statio-
naren Objekt ndhert

UCAL.6

Ein Bremssignal wird von einem bds-
willigen Angreifer injiziert, obwohl
sich vor dem Fahrzeug kein Objekt
in einer gefahrlichen Distanz befin-
det, sodass das Fahrzeug fiir den
nachfolgenden Verkehr unberechen-
bar bremst

Es darf niemals ein falsches Bremssi-
gnal injiziert werden, wenn sich hin-
ter dem Fahrzeug nachfolgender Ver-
kehr befindet

UCA1.7

Das Bremssignal wird von einem bds-
willigen Angreifer verzogert, sodass
es sich einem stationéren oder lang-
sameren Objekt in einer immer noch
gefahrlichen Geschwindigkeit nahert

Das Bremssignal darf niemals verzo-
gert werden, wenn das Fahrzeug sich
noch nicht an die Geschwindigkeit
eines stationiren oder langsameren
Objekts vor dem Fahrzeug angepasst
hat
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UCA1.8

Das Bremssignal wird durch einen
boswilligen Angreifer zu frith ge-
stoppt, wahrend es sich einem sta-
tiondren oder langsameren Objekt in
einer immer noch gefahrlichen Ge-
schwindigkeit nahert

Das Bremssignal darf niemals zu frith
gestoppt werden, wenn das Fahrzeug
sich noch nicht an die Geschwindig-
keit eines vor ihm befindlichen sta-
tiondren oder langsameren Objekts
angepasst hat

UCA1.9

Das Beschleunigungssignal wird von
einem boswilligen Angreifer ge-
blockt, obwohl das Fahrzeug be-
schleunigen sollte und somit fiir den
nachfolgenden Verkehr unberechen-
bar handelt

Das Beschleunigungssignal darf nie-
mals blockiert werden, wenn das
Fahrzeug beschleunigen sollte

UCA1.10

Ein Beschleunigungssignal wird von
einem boswilligen Angreifer injiziert,
obwohl das Fahrzeug still steht und
sich ein stationédres Objekt vor dem

Fahrzeug befindet

Es darf niemals ein Beschleunigungs-
signal injiziert werden, wenn das
Fahrzeug still steht und sich ein sta-
tionares Objekt vor dem Fahrzeug be-

findet

UCA1.11

Das Beschleunigungssignal wird von
einem boswilligen Angreifer so ma-
nipuliert, dass es ausgefiithrt wird, be-
vor Uberpriift wurde, ob sich ein Ob-
jekt vor dem Fahrzeug befindet

Das Beschleunigungssignal darf nie-
mals manipuliert werden, dass es
ausgefithrt wird, obwohl noch nicht
tiberpriift wurde, ob sich ein Objekt
vor dem Fahrzeug befindet

UCA1.12

Das Beschleunigungssignal wird von
einem boswilligen Angreifer so ma-
nipuliert, dass es zu lang angewandt
wird und das Fahrzeug sich einem
langsameren oder stationdren Objekt

gefahrlich nihert

Das Beschleunigungssignal darf nie-
mals so manipuliert werden, dass es
zu lange angewandt wird, wahrend
das Fahrzeug sich einem langsame-
ren oder stationdren Objekt gefahr-
lich nahert

UCA1.13

Geschwindigkeitsdaten werden von
einem boswilligen Angreifer ge-
blockt, sodass die Software von einer
veralteten Geschwindigkeit ausgeht,
obwohl die Geschwindigkeit veran-
dert wurde

Geschwindigkeitsdaten diirfen nie-
mals blockiert werden, wenn die Ge-
schwindigkeit verdndert wurde

UCA1.14

Geschwindigkeitsdaten, die eine zu
langsame Geschwindigkeit angeben,
werden von einem boswilligen An-
greifer injiziert, sodass das Fahrzeug
weiter beschleunigt

Es diirfen niemals Geschwindigkeits-
daten, die eine zu langsame Ge-
schwindigkeit angeben, injiziert wer-
den
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UCA1.15

Geschwindigkeitsdaten werden von
einem boswilligen Angreifer so ver-
zogert, dass sie nach dem Beschleuni-
gungssignal bei der Software ankom-
men und das Beschleunigungssignal
mit veralteten Daten berechnet wur-

de

Geschwindigkeitsdaten diirfen nie-
mals so verzogert werden, dass sie
nach dem Beschleunigungssignal an-
kommen

UCA1.16

Motordaten werden von einem bgs-
willigen Angreifer blockiert, obwohl
der Motor mit einer zu hohen Dreh-
zahl operiert und der Gang gewech-
selt werden sollte

Motordaten diirfen nie blockiert wer-
den, wenn der Motor mit einer zu
hohen Drehzahl operiert

UCA1.17

Motordaten, die angeben, dass die
Drehzahl des Motors in einem siche-
ren Bereich ist, werden von einem
boswilligen Angreifer injiziert, so-
dass die Software kein Signal zum
Gang wechseln sendet

Es dirfen niemals Motordaten, die
eine Drehzahl in einem sicheren Be-
reich angeben, injiziert werden

UCA1.18

Umweltdaten werden von einem bds-
willigen Angreifer geblockt, sodass
die Software keine Information tiber
ein sich vor dem Fahrzeug befindli-
ches Objekt erhalt

Umweltdaten diirfen niemals blo-
ckiert werden, wenn sich vor dem
Fahrzeug ein Objekt befindet

UCA1.19

Ein boswilliger Angreifer injiziert
Umweltdaten, die kein Objekt vor
dem Fahrzeug anzeigen, obwohl sich
dort eines befindet

Es diirfen niemals Umweltdaten, die
falschlicherweise ein Objekt vor dem
Fahrzeug anzeigen, injiziert werden

UCA1.20

Umweltdaten werden von einem bos-
willigen Angreifer so verzogert, dass
sie erst eintreffen, nachdem ein Be-
schleunigungssignal gegeben wurde,
sodass es mit alten Daten berechnet
wurde, die kein Objekt vor dem Fahr-
zeug angeben, obwohl sich dort eines

befindet

Umweltdaten diirfen niemals so ver-
zogert werden, dass sie nach dem Be-
schleunigungssignal eintreffen

UCA1.21

USB-Verbindung wird von einem bos-
willigen Angreifer blockiert, sodass
autorisierte Nutzer keinen Zugriff
auf ihre Informationen bekommen

Die USB-Verbindung darf niemals
blockiert werden, wenn ein autori-
sierter Nutzer auf seine Informatio-
nen zugreifen will
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UCA1.22

USB-Verbindung wird von einem
boswilligen Angreifer benutzt, um
Schadsoftware zu installieren, die die
personlichen Daten der Passagiere
tiberwacht

Die USB-Verbindung darf niemals
verwendet werden, um personliche
Daten Uiberwachende Schadsoftware
zu installieren

UCA1.23

Passagierkommunikation wird von
einem boswilligen Angreifer blo-
ckiert, sodass autorisierte Nutzer kei-
nen Zugriff auf ihre Informationen

haben

Passagierkommunikation darf nie-
mals blockiert werden, wenn autori-
sierte Nutzer auf ihre Informationen
zugreifen wollen

UCA1.24

Falsche Passagierkommunikation
wird von einem boswilligen Angrei-
fer injiziert, sodass die Software
personliche Information an den
Angreifer liefert

Es darf niemals falsche Passagier-
kommunikation injiziert werden, so-
dass personliche Informationen an
einen Angreifer geliefert werden

UCA1.25

Kartendaten werden von einem bgs-
willigen Angreifer blockiert, sodass
die Software veraltete Karten ver-
wendet

Kartendaten durfen niemals blo-
ckiert werden, wenn die Karten, die
die Software verwendet, veraltet sind

UCA1.26

Gefélschte Kartendaten werden von
einem boswilligen Angreifer injiziert,
sodass die Software falsche und ge-
fahrliche Karten verwendet

Es diirfen niemals gefalschte und ge-
fahrliche Kartendaten injiziert wer-
den

Tabelle 5.7: Dazugehorende Sicherheitsauflagen
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5.3.3 Kausale Analyse

5.3.3.1 Kontrollstruktur mit Prozessmodell
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5.3.3.2 Tabelle der kausalen Faktoren

empfangen kann

Kompo- | Kausaler Unsichere Kon- | Verwund-| Kausales Szenario | Sicherheits-
nente Faktor trollaktion barkeit auflage
Server- | Senden Gefélschte Kar-|v.1 v-2, | Ein béswilliger | Ein  béswilliger
Vehicle- | Von mani-| tendaten werden | y_4 v-9 Angreifer be- | Angreifer  darf
Interface | Puliertem | von einem béswil- kommt Zugriff | niemals Zugriff
Input ligen Angreifer zum Server und | auf den Server
injiziert, sodass sendet gefalschte | bekommen und
die Software Kartendaten an | gefilschte Kar-
falsche und ge- das Interface tendaten senden
fahrliche Karten kénnen
verwendet Ein boswilli- | Das Interface darf
ger  Angreifer | niemals durch ei-
verwendet eine | ne DDoS-Attacke
DDoS-Attacke, uberlastet werden
um das Interface
zZu uberlasten,
sodass dieses
keine Daten mehr
empfangen kann
Verstopfte | Kartendaten V-1, V-2, | Ein boswilli- | Das Interface darf
Kontroll- werden von | V-4 ger  Angreifer | niemals durch ei-
eingaben einem boswilli- verwendet eine | ne DDoS-Attacke
gen  Angreifer DDoS-Attacke, tiberlastet werden
blockiert, sodass um das Interface
die Software zu  Uberlasten,
veraltete Karten sodass dieses
verwendet keine Daten mehr
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Environ-

Ersetzen Umweltdaten V-1 Ein boswilliger | Das System muss
ment von Senso- | werden von ei- Angriff bekommt | immer erkennen,
Sensors | rep nem boswilligen Zugriff auf die | wenn Sensoren

Angreifer SO Sensoren  und | durch  falsche
verzogert, dass ersetzt sie mit | Sensoren ersetzt
sie erst eintreffen, welchen, die | wurden
nachdem ein das Senden
Beschleunigungs- von Messdaten
signal gegeben verzogern
wurde, sodass es
mit alten Daten
berechnet wurde,
die kein Objekt
vor dem Fahrzeug
angeben, obwohl
sich dort eines
befindet
Manipulierte] Umweltdaten V-1 Ein boswilliger | Beschéadigte Envi-
Operation | werden von ei- Angreifer be- | ronment Sensors
nem boswilligen kommt Zugriff | miissen immer
Angreifer ge- auf die Sensoren | vom System
blockt, sodass die und beschadigt | erkannt werden,
Software keine sie so, dass sie | wenn sie keine
Information iiber keine Informatio- | Informationen
ein sich vor dem nen mehr senden | mehr senden
Fahrzeug befind- koénnen koénnen
liches Objekt
erhalt
Passengerr Senden Falsche Passagier- | V-7, V-9 | Ein bdswilliger | Das Interface
Vehicle- | yon mani- | kommunikation Angreifer  gibt | darf niemals
Interface puliertem | wird von einem sich falschli- | unautorisierte
Input boswilligen An- cherweise  als | Nutzer als Passa-
greifer injiziert, Passagier  aus, | giere anerkennen
sodass die Soft- schickt eine | und diesen
ware personliche Anfrage  nach | personliche In-
Information an personlichen formationen iiber
den  Angreifer Informationen, echte Passagiere
liefert welche das Sys-| liefern
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5.3 Durchfihrung der STPA-Sec-Analyse

Uberschrei- | Falsche Passagier- | V-7, V-9 | Ein  boswilliger | Die Kommunika-
ben  von | kommunikation Angreifer nutzt | tion zwischen In-
legitimem | wird von einem eine Man-in-the- | terface und Soft-
Input boswilligen An- Middle-Attacke, | ware darf niemals
greifer injiziert, um die Kommuni- | abgefangen und
sodass die Soft- kation zwischen | abgeandert wer-
ware personliche Interface und | den
Information an Software abzu-
den  Angreifer fangen und so
liefert abzuindern, dass
ihm personliche
Informationen
gesendet werden
Self- Injektion Ein Steuersignal | V-2, V-9 | Ein boswilliger | Ein  boswilliger
driving | eines ma-| wird von einem Angreifer be- | Angreifer  darf
Soft- nipulierten | boswilligen An- kommt Zugriff | niemals in der
ware Algorith- greifer injiziert, zur Kontroll- | Lage sein, Zugriff
mus wiahrend das software und | auf die Kon-
Fahrzeug auf iiberschreibt trollsoftware zu
einer  geraden den  korrekten | bekommen und
Strecke fahrt Algorithmus mit | den  korrekten
einem, welcher | Algorithmus zu
ein falsches | iiberschreiben
Steuersignal
berechnet
Car Sen- | Absichtliche | Geschwindigkeits-| V-1 Ein boswilliger | Der Kommu-
Sors Verstop- daten  werden Angreifer be- | nikationskanal
fung  des | von einem boswil- kommt Zugriff | zwischen  den
Riick- ligen Angreifer auf das Auto und | Car Sensors der
meldungs- | geblockt, sodass installiert ~ ein | Software darf nie-
kanals die Software von Gerat, welches | mals so gestort
einer veralteten den Kommu- | werden, dass Si-
Geschwindigkeit nikationskanal gnale nicht mehr
ausgeht, obwohl zwischen  den | durchkommen
die Geschwindig- Car Sensors und
keit  verdndert der Software so
wurde stort, dass Signale

nicht mehr bei
der Software
ankommen
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5 Anwendung von STPA-Sec auf autonomes Fahren

Autono- | Physische | USB-Verbindung | V-8 Ein boswilliger | Der  USB-Port
mous Manipulati- | wird von einem Angreifer be- | darf niemals be-
Car on boswilligen An- kommt Zugriff | schadigt werden

auf den USB-Port
und beschadigt

diesen

greifer blockiert,
sodass autorisier-
te Nutzer keinen
Zugrift auf ihre
Informationen
bekommen

Tabelle 5.8: Kausale Faktoren

5.4 Ergebnis der STPA-Sec Analyse

Die Analyse hat viele verschiedene unsichere Kontrollaktionen und kausale Szenarien her-
vorgebracht. Dabei handelt es sich sowohl um Szenarien, die durch die Unsicherheit einer
Komponente auftreten konnen, als auch um Szenarien, die durch die Kombination mehrerer
Komponenten zu einer Verwundbarkeit fithren. Jedoch ist diese hohe Anzahl nur bedingt
sinnvoll, manche unsicheren Kontrollaktionen teilen sich die gleichen Szenarien. Bei der
Analyse orientiert man sich hauptsichlich an der Kontrollstruktur, da diese eine funktionale
Darstellung ist, ist es schwieriger, technische Schwachen des Systems aufzudecken. Dies gilt
insbesondere fiir die Information-Security, da manche Fehler erst bei der Betrachtung des
Systems auf der Datenfluss-Ebene aufgedeckt werden. Man benétigt sehr viel Erfahrung im
Security-Engineering, um alle Verwundbarkeiten aufzudecken. Das Plugin selbst hat sich bei
der Analyse als sehr wertvoll erwiesen, da es systematisch durch die Schritte der Methode
fuhrt und gleichzeitig Listen und Tabellen bereitstellt, in die man nur noch die Information
eintragen muss. Positiv ist auch, dass man die Ergebnisse der einzelnen Schritte nicht nur als
PDF, sondern auch als Bild und auch als CSV-Datei exportieren kann, da dies das Einbinden in
andere Dokumente erleichtert.
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6 Verwendung des STPA-Sec Plugins

In diesem Kapitel wird beschrieben, wie das STPA-Sec Plugin verwendet werden kann. Zunachst
wird gezeigt, wie man das Plugin auf der XSTAMPP-Plattform installiert und danach einige
Schritte des Plugins beschrieben.

6.1 Installation

Um das Plugin auf der XSTAMPP-Plattform zu installieren, muss das Plugin zunachst herunter-
geladen werden. Die bendtigte updatesite.zip-Datei findet man auf https://sourceforge.net/
projects/stpasec-stpa-for-security/files/. Dann 6ffnet man XSTAMPP, geht dort auf Help und
wihlt Install New Software aus. Darauthin 6ffnet sich das Fenster 6.1. Dort geht man auf
Add..., klickt auf Archive... und wahlt dort iiber das Dateiauswahlfenster die heruntergelade-
ne updatesite.zip-Datei aus. Es tauchen zwei Eintrage in dem Fenster auf, welche man beide
auswihlt und auf Next > klickt. Im niachsten Fenster akzeptiert man die Lizenzbedingungen
und bestétigt das wahrend der Installation auftauchende Fenster. Im letzten Schritt akzeptiert
man den Neustart von XSTAMPP.

& Install |50 S|
Available Software
Select a site or enter the location of a site. )l_—

il o o select a sit]

v[ Add. )

Find more software by working with the *Available Softuare Sites” preferences.
type filter text

Name Version

[F]@ There is no site selected.
SelectAll | [ Deselect Al

Details

] Show only the latest versions of available software V| Hide items that are already installed
] Group items by category What is already installed?
["| Show only software applicable to target environment

V] Contact all update sites during install to find required software

Cancel

Abbildung 6.1: Installationsfenster von XSTAMPP

73


https://sourceforge.net/projects/stpasec-stpa-for-security/files/
https://sourceforge.net/projects/stpasec-stpa-for-security/files/

6 Verwendung des STPA-Sec Plugins

6.2 Verwendung

Um ein neues Projekt zu erstellen, klickt man auf Data und auf New Project. Im Fenster in
Abbildung 6.2 wahlt man STPA for Security Project aus und klickt auf Next. Dort gibt man
den Namen des Projekts ein, wahlt einen Speicherort aus und klickt auf Finish.

(& new = [ |

Select a wizard

Wizards
type filter text

> (= General
4 (= CAST Projects
8 CAST Project
> = Maven
4 (& STPA Projects
#= STPAProject
. STPA for Security Project

Abbildung 6.2: Erstellen eines neuen Projekts

Nachdem man ein neues Projekt erstellt hat, muss man zunéchst das System beschreiben.
Dazu gibt es ein Texteingabefenster (Abbildung 6.3) mit grundlegenden Werkzeugen zur

Textbearbeitung, beispielsweise zur Anpassung der Grof3e der Worte oder zum Unterstreichen
im Text.

B J;;ﬂ}u JAJ[A]-[A] -[segoetr  ~[o

) Preferences = 1 || System Description 27

< Testroitsec]
4 0 Establsh Fundamentals
‘System Desciption
& system Goals
* Losses

Projectname: Testprojekt
Beschreibung des Projektes

& Design Requirements
4 High Level Control Structure Model
| Relation Editor
4 15 Unsecure Control Actions
Control Actions
T Unsecure Control Actions Table
 Corresponding Securty Constraints.
425 CausalAnalysis
4 Control Structure With Process Model
& Contert Tavles.
@ Refined Unsecure Control Actions.
& Refined Security Constraints
“ Basic Scenarios
Causal Factors Table
%) STPA-SecResults
= LTL Table

Oftset 26 Line: 1

Abbildung 6.3: Beschreiben des Projekts
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6.2 Verwendung

Die Fenster der Schritte System Goals, Losses, Vulnerabilities, Security Constraints und Design
Requirements funktionieren alle gleich, darum wird hier beispielshaft das Losses-Fenster (Ab-
bildung 6.4) erklart. In diesem werden die Verluste bearbeitet. Mit dem Plus-Knopf unten links
wird ein neuer Verlust hinzugefiigt, mit dem X-Knopf rechts daneben wird ein Verlust wieder
geléscht und mit dem Doppel-X-Knopf rechts daneben werden alle Verluste entfernt. Die Be-
schreibung des Verlustes selbst lasst mit einem Klick darauf markieren und verandern. Rechts
kann man eine ausfiihrlichere Beschreibung des Verlustes hinzufiigen. Mit dem Filterfenster
oben in der Mitte kann man nach die Verluste nach einem eingegebenen Begriff filtern.

[SOATE0)
o

DescriptionNotes

D Tie Lnks Beschreibung des Veruses eines Guter
L Ve (51

[+ (x][x]

Abbildung 6.4: Hinzufiigen von Verlusten
Im Schritt Linking of Losses and Vulnerabilities werden die Verluste und die Verwundbarkeiten
verbunden. Man kann dabei mit dem Knopf Switch to Vulnerabilities auswiahlen, ob man

die Verluste anzeigt und die Verwundbarkeiten zuordnet oder die Verwundbarkeiten anzeigt
und die Verluste zuordnet. Zugeordnete Attribute lassen sich auch wieder entfernen.
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6 Verwendung des STPA-Sec Plugins

+ [ Testprojektsec]

ses Vulnerabiliies available for linkin
4 Cs Establish Fundamentals Losse: fiinerabiios ielei £
System Desciption » Title [ Title
& System Goals L1 Verlusteines Gutes
Losses
Vulnerabif

Linking of Losses and Vulnerabilies
Security Constraints
& Design Requirements
4 High Level Control Structure Model
= Relation Editor
4 15 Unsecure Contral Actions
jons

4 24 Causal Analysis
4~ Control Structure With Process Hodel
& Context Tadles
@ Refined Unsecure Control Actions.
4 Refined Security Constraints

Basic Scenaros
3 caus Table
STPASecResuls
Tl LTL Table
Aca) (Ladaar ] ([Remove ) [Removed
Cumenty lnkeg Vunerabiltes
» Tite
V1 VenwundbarkeitdesSystems
Swith o Valnerabilties
A e 4 chang

Abbildung 6.5: Verbinden von Verwundbarkeiten und Verlusten

Als néchstes wird die Kontrollstruktur erstellt. Man hat alle méglichen Komponenten zur
Verfiigung die man mittels Klick auswéhlen und platzieren kann. Die Komponenten lassen
sich mit Pfeilen verbinden und den Pfeilen lassen sich Kontrollaktionen zuordnen. Auf3erdem
kann man Textboxen als Kommentare setzen.
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6.2 Verwendung

& Palette

B Testprojeitsec]
4 G Establish Fundamentals
System Descipion
& System Goals

sses and Vulnerabilfies
Securlty Constraints
£ Design Requirements
4 High Level Control Structure odel
= Relation Editor
4 1 Unsecure Contral Actions
ns

T

= Coresponding Control Action 1
4 2g CausalAnalysis
4 Control Stucture With Process Model
& Context Tables
@ Refined Unsecure Control Actions

% Reined Securty Cansrats B sensort

> Actuator 1

I LTL Table

[ controtied
Process 1

[]2] [oeomtonison] [preeenss]  T**% 100% «

Abbildung 6.6: Erstellen der Kontrollstruktur

Im Schritt Unsecure Control Actions Table werden die unsicheren Kontrollaktionen identifiziert.
Mit einem Klick auf das Plus wird eine neue unsichere Kontrollaktion erstellt, mit einem Klick
auf das Textfeld lasst sich die Beschreibung dieser verandern. Sie lasst sich mit einem Klick
auf den X-Knopf auch wieder l6schen und mit dem blauen Knopf lasst sich der unsicheren
Kontrollaktion eine Verwundbarkeit hinzufiigen. Oben gibt es auch einen Filter, mit dem sich
die Liste nach bestimmten Begriffen filtern lassen kann.
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6 Verwendung des STPA-Sec Plugins

7 Projekt Bp [ ) Preferences = 0 || 7 Unsecure Control Actions Table 57
« [ Testrojeitsec)
4 Cs Establish Fundamentals
‘System Description
& system Goals
* Losses
Vulnerabties Unsichere Kontrollsktion 1 3 Add given incorrect 4y UCA Add wrong timing UCA Add stopped too z00n UCA
Linking of Losses and Vulnerabiltes W =
= securiy Constraints
& Design Requirements
4 Hioh Level Control Stucture Model B REREC
) Relation Editor
4 1% Unsecure ControlActons
= ControlActons
£ Unsecure Gonlrol Acions Tabl
S Corresponding Security Constraints
4 2g CausalAnalysis.
4 Conlrol Structure With Process Wodel
& Conted Tables
@ Refined Unsecure Control Acions
% Refined Securty Constraints
2| Basic Scenarios
) Causal Factors Table
5] STPASecResults
I LTL Table

ucaL1

Abbildung 6.7: Identifizieren von unsicheren Kontrollaktionen

Wenn man die unsicheren Kontrollaktionen identifiziert hat, werden diesen Sicherheitsauflagen
zugeordnet. Dazu gibt es eine Liste aller unsicheren Kontrollaktionen, zu denen man rechts
iiber ein Textfeld die Auflagen hinzufiigen kann. Man kann die Liste auch filtern.

E SSTAMPP STPA for Selurty Table W0 v & v v ™
o Fenster_titfe
it
] [2 @ Preferences = O || & Corresponding Security Constraints &7 Sl
+ B Testorojentisec) )

% OF EatabiSh Fifamental Filter: © All ® Corresponding Security Constraints
‘System Description
& System Goals
* Losses
Vunerabilies
", Linking of Losses and Vulnerabiliies
= Securty Constraints
& Design Requirements
4 High Level Control Structure Wogel
= Relation Editor
4 1 Unsecure Control Actions
Control Actons.

7 Unsecure Cantrol Actons Table
S straints

®c
4 2 CausalAnalysis
4 Control Structure With Process Model
& Context Tavles.
@ Refined Unsecure Control Actions.
& Refined Security Consraints
5 Basic Scenarios
> Causal Factors Table
5] STPA-Sec Results
L LTL Table

Abbildung 6.8: Identifizieren Sicherheitsauflagen fiir unsichere Kontrollaktionen
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6.2 Verwendung

Als nichstes werden die unsicheren Kontrollaktionen als "unsicher" im Sinne der Security oder
als "unsicher" im Sinne der Safety markiert. Man kann auch hier nochmals die Beschreibung
der Kontrollaktion verandern.

7 Projet Exporer 51 @ Preferences |= | 0 | ([ ControlStructure 33 =8
B Testprojeisec]
4 O Establish Fundamentals
System Descipion
& System Goals
* Losses
Vunerabities
Linking of Losses and Vuinerabities
Securly Constrainis
& Design Requirements
4~ High Level Cantrol Struchure Model
- Relation Edior

4 1 Unsecure ControlActions [ Gortrer 1
ContolAcions
* Unsscure Cont

ol Actons Table

% Corresponding Security Constraints Control Action 1
425 CausalAnalysis
4 Control Structure With Process Model
& Context Tables.
@ Refined Unsecure Control Actions
4 Refined Security Constraints v
Basic Scenarios > Aduator 1
3 Causal Factors Table
[2) STPA-SecResults
I LTL Table

B sensor

[ controtied T=X\Bux
A
o] mammma] o] o «

[ Control Actions Tebl

Control Actions  Uns

vol Actons  Security Criical_Safety Ctical _Descripton
Control Action 1 Unsichere Kontrollsktion 1 u ™ Thelong descripton of this Control Action

Abbildung 6.9: Markieren der unsicheren Kontrollaktionen

In dem Fenster in Abbildung 6.10 wird das Prozessmodell des Controllers erstellt. Das Hinzu-
fiigen von Objekten funktioniert wie in der Kontrollstruktur.
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» (=] 100 <[+ Sie
= Proje Exp 5 @ Preferences = 51 || Control tructure with Pocess Model 33
o B Testoroeitisec)
4 s Establsh Fundamentals
System Descrption
& System Goals
- Losses
Vulnsravities
Linking of Losses and Vulneratilties

Securty Constraints
& Design Requirements
4 Hign Level Control Structure Mogel
= Relation Editor
4+ 1 Unsecure Contral Actions
ions

[ Controlter 1

[Process Mogel 1

on [Process Variabie
. g Securty Constaints Control Action 1 Process value 1
425 Causalnalsis
4 Control Strucure With Process Hodel

& Contert Tables

@ Refined Unsecure Corirol Acions > Adusior 1

& Refined Securty Constaints

Basic Scenarios

[ sensor

=1 LTL Table

(@ contoiiea
Process 1

Others

100% ¢

A Trarereursoved changes

Abbildung 6.10: Erstellen des Prozessmodells

Der néchste Schritt identifiziert die kausalen Szenarios. In der Liste werden alle Komponenten
der Kontrollstruktur angezeigt. Diesen kann man kausale Faktoren hinzufiigen, die wiederum
mit den unsicheren Kontrollaktionen verbunden werden. Den unsicheren Kontrollaktionen
kann man kausale Szenarios hinzufiigen mit deren Hilfe man verfeinerte Sicherheitsauflagen
identifizieren kann. Man kann den unsicheren Kontrollaktionen noch Notizen hinzufiigen.
Auch lasst sich die Liste hier nach Begriffen filtern.
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6.2 Verwendung

B8 XSTAMPP -STPA for Security ProjectSTen
Dater Bearbeiten FensteFilfe
[=] 808 -5l -in

7 Proje Exporer 51 @ Preferences = 1 (2 Causal Factors Table 52 =8
B Testprojeitsec]
4 G Establish Fundamentals
System Descipion

& e | Cousaboctor roseme oot e | Velnerabity ks Eis | ecury Constint Notes /Rationse
" Lossss Kousae Fator o Sesor — = ——
Vunerabiies Unehere Kentolakon
Linking f Losses and vulnerabities g et B
Secutty Consrats B =
& Design Requirements

4 High Level Control Structure Hode!
= Relation Editor ‘Add Unsecure Control Action

4 1 Unsecure Control Actions
s Controlled Process 1

Actustorl

425 Causalnalysis Controller1

4 Control Stucture With Process Model
& Context Tables
@ Refined Unsecure Control Actions
4 Refined Security Constraints

I LTL Table

Abbildung 6.11: Identifizieren von kausalen Szenarios

Im letzten Schritt werden alle Sicherheitsauflagen angezeigt. Diese werden nach den Schritten
aufgeteilt, in denen sie identifiziert wurden. Die Sicherheitsauflagen konnen hier als "unsicher"
im Sinne der Security oder als "unsicher" im Sinne der Safety markiert werden und nach diesen
Attributen gefiltert werden. Wenn man einen Eintrag markiert hat und auf den X-Knopf unten
klickt, lasst sich der Eintrag 16schen.
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B Testoroet seq
+ O Establish Fundamentals
System Desciption
& System Goals
* Losses
Vulnerabiies
Linking of Losses and Vunerabiltes
= Securty Constraints
& Design Requirements
4~ High Level Contrl Siruciure Hodel
= Relation Editor
+ 1 Unsecure Control Acions
Gontrol Adions
7 Unsecure ConirolActons Table
 Comesponding Securty Constraints
425 Causalanalysis
4~ Conlrol Sructure Wih Process Hodel
& Contert Tables
@ Refined Unsecure Control Acions
« Refined Security Constraints
5 Basic Scenarios
) Causal Factors Table
) STPASecResults
=1 LTL Table

it Explorer E [ Preference

e = O || STPA-Sec Results 5

=0
STPA-SecResults
Fiter: © All ©) Security related ) Safety related ) Both

Security relted: 0 Safety relatect0 Both: 2

STPA-Sec Step D Corresponding Constraint  Security related _ Safety related
STPASecStep0 a1
STPA-Sec Step1 scia Jgehorende Sicherheitsauflage
STPA-Sec Step2 521 Sicher

v [
aaaaaaa sa1 4 4

Abbildung 6.12: Markieren der Sicherheitsauflagen

Wenn man mit der Durchfithrung fertig ist, lasst sich das Projekt exportieren. Dazu klickt man
mit rechts auf das Projekt und wihlt Export aus. Darauthin 6ffnet sich das Fenster 6.13. In

diesem kann man auswihlen, ob man das ganze Projekt oder nur einen einzelnen Schritt des
Projekts exportieren kann.
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6.2 Verwendung

& Export

Select /-‘
The whole STPA Analysis in as PDF Report E ?

Select an export wizard:

type filter text

All STPA Data =
#= Final PDF Report
> (= STPA Data Sheets
» (= STPA Images
» (= STPA PDF Export
4 (= STPAfor Security Export
All STPA for Security Data
# Final PDF Report
4 [ STPA PDF Export
&3 Causal Factors Table
7 Corresponding Security Constraints

m

# Design Requirements
* Losses
= Security Constraints
" System Description
& System Goals
‘T Unsecure Contrel Actions Table
" Vulnerabilities
+ (= STPA for Security Images
» (= STPA for SecurityData Sheets =

< Back Mext » Finish Cancel

Abbildung 6.13: Exportfenster

Beispielshaft wird in Abbildung 6.14 der Export des ganzen Projekts als PDF angezeigt. Man
kann den Namen eines Unternehmens sowie ein Logo hinzufiigen. Man kann auch die Farbge-
staltung der exportierten PDF dndern, sowie die Grofle des Textes, die Ausrichtung der PDF
und die Anzeige der Dekoration der Kontrollstrukturkomponenten. Letztlich wéhlt man einen
Speicherort aus und klickt auf Finish.

83



6 Verwendung des STPA-Sec Plugins

84

& PDF Report S, | |

PDF Report

Set values for the export file,

Project Testprojekt X
Company: Beispielsunternehmen
Background Color: A RGB{0,0,128} E
Fent Color: A RGB{0,0,0} E
Destination: D:\Testprojekt.pdf lj
Control Structure &
Decoration
*) AdLandscape @ A4
Title size: 14 ~ Header size: 12 + Text size: 10 -
Preview
text

< Back Next > Cancel

Abbildung 6.14: Export des Projekts als PDF




7 Zusammenfassung und Ausblick

In dieser Bachelorarbeit wurde das Thema STPA-Sec und die dafiir benétigten Grundlagen
erklart. Danach wurde STPA-Sec mit anderen bereits existierenden und weitlaufig verwendeten
Methoden zur Security-Analyse verglichen. Aufierdem wurde in dieser Arbeit das STPA-Sec-
Plugin, aufbauend auf dem bereits existierenden A-STPA-Plugin entwickelt. Abschlieffend
wurde das Plugin und die Methode anhand des aktuellen Beispiels der autonomen Fahrzeuge
ausfiihrlich getestet.

Fazit

Anhand des Vergleichs und des Beispiels wurde gezeigt, dass STPA-Sec ein vielversprechender
Ansatz zur Security-Analyse ist, der jedoch noch einige Schwéachen hat. In Kapitel 4 wurde
beschrieben,wie A-STPA aufgebaut ist und wie man ein Plugin auf Basis von A-STPA baut.
Weiterhin wurde in Kapitel 5 gezeigt, dass sich mit dem STPA-Sec-Plugin alle Schritte der
STPA-Sec-Methode erfolgreich durchfithren lassen.

Ausblick

Zu STPA-Sec als Methode gibt es noch viel Forschungsbedarf, es ist jedoch abzusehen, dass
STPA-Sec in Zukunft einige Relevanz haben wird fiir Security-Analysen. Das STPA-Sec-Plugin
stellt ein niitzliches Werkzeug dar, um die Analyse durchzufithren und funktioniert gut mit der
aktuellen XSTAMPP-Architektur. Sowohl XSTAMPP als auch A-STPA befinden sich noch in
der Entwicklung. Da das STPA-Sec-Plugin viele Komponenten von A-STPA direkt iibernimmt,
ist nicht zu erwarten, dass Probleme in der Kompatibilitidt zwischen dem Plugin und der
Plattform auftreten, da sich Anderungen an A-STPA auch auf das STPA-Sec-Plugin auswirken.
Auch das Erweitern des Plugins stellt kein Problem dar, wenn wichtige Anderungen an der
STPA-Sec-Methode entwickelt werden.
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