Institut fiir Visualisierung und Interaktive Systeme

Universitét Stuttgart
Universitétsstralie 38
D-70569 Stuttgart

Diplomarbeit Nr. 3131

Analyse von FTLE-Feldern
(Analysis of FTLE fields)

Tom Schilli
Studiengang: Informatik
Priifer: Prof. Dr. Daniel Weiskopf
Betreuer: Dipl. Inf. Marcel Hlawatsch

Dipl. Inf. Markus Uffinger

begonnen am: 20. Januar 2011

beendet am: 22. Juli 2011

CR-Klassifikation: 1.3.3,1.4.10,1.6.0






Inhaltsverzeichnis

3 Grundlagen|

31

Fachbegriffe| . . . . . . . . . . .

[3.2  FTLE - finite-time Lyapunov exponent| . . . . . . . . . . . ... ... ... .......

321

Berechnungdes FILE . . . ... ... .. .. .. ... ... ... .....

322

Berechnung der Gradienten mittels finiter Differenzen| . . . . . . . ... .. ..

323

Bestimmung des grobten Eigenwertes| . . . . . . . ... o000,

|4 Caching und Performance-Steigerung|

4.1 Zugnit auf Stromungsdaten: Speedup durch Hardwareinterpolation|. . . . . . . . . . ..
(4.2 Zweck der Integration|. . . . . . . . . ...
(4.3 Zugntf auf die Stromungsdaten|. . . . . . .. ... L L
4.4 Normalisierung der FTLE-Werte autder GPU| . . . . . ... ... ... ... .. ....
[4.5 Caching der integrierten Stromungsdaten: flowmap| . . . . . . . . . .. .. ... .. ..
4.5.1 Erstellungderflowmaps| . . . . ... ... ... ... ... L.
4.6 Cachingderflowmaps| . . . . .. . .. . . . .
|4.6.1  Versuch: Einsparung von Kernel-Calls|. . . . . .. ... ... ... ... ....
|4.6.2  Beschleunigte Berechnung der Diagramm-Daten| . . . . . . . . ... ... ...

|6  Implementierung

6.1

Berechnung der Diagramme| . . . . . . .. .. ... oo o oL

[6.2  Validierung| . . . . . . .. ... e

Validierung der flowmap|. . . . . . .. . ... ... ... ... . oo,

Validierung des RK4-Integrators| . . . . . .. .. ... ... ... ... .....

6.2.1
622
623

Validierung des Gesamtsystems| . . . . . . . . . . .. .. ... ... .. ...,

624

Diskretisierungsprobleme| . . . . . . .. ... o o oo,

11
11
11
11
12
14
14
15
16
17

19



(7 Auswertungsmethoden|

(/.1.1  Berechnugdes FSR|. . . . . .. .. ... .. ... . oo
/.2 Betrachtung des Gradienten|. . . . . . . . . . . . . ... . ... ...

[7.3 Clustering| . . . . . . . . . . e e e e e e e

|7.4  Visuell vereinfachte Untersuchung von Symmetrien durch Clusteringf. . . . . . .. . ..

[7.5 Krntertum: FILE-Wert fillt iiber ein gewisses Intervall unter Max| . . . ... ... ...

/.6 Kriterium: FTLE-Wert steigt iiber ein gewisses Intervall tber Min| . . . . . . . ... ..

7.7 Schwierigkeit: Uberschreiten der Datensatzgrenzen| . . . . . . . . .. ... .......

[7.7.1  LOSungsanSatze|. . . . . . . . . . . i e e e e e e e e e e e

[/.8 Kombination beider Kriterien|

|8  Auswertung|

[8.1 Stromungsdatensatze] . . . . . . . . . ... e e e e

[8.1.1  Analytisch vorgegebene Stromungsdatensatze|. . . . . . .. ... ... .....

[8.1.2  Stromungsdatensitze auf regulidren Gittern|

9  Zusammenfassung|

9.1 Ausblickl. . . .. ...

G i

|Abbildungsverzeichnis|

II

29
29
29
30
33
34
38
43
43
46
46
49
49
52

55
55
55
56
56
58
61
64
64

73
74

75

81



Kapitel 1

Einleitung

Die Berechnung des FTLE (finite-time Lyapunov exponent) bietet die Moglichkeit, die Separation von
Partikeln in Stromungen zu visualisieren. Dies bedeutet nicht die Trajektorie des einzelnen, masselosen
Partikels darzustellen, sondern zu ermitteln, ob eine Teilchengruppe innerhalb eines Betrachtungszeit-
raumes nahe beieinander bleibt (geringe Separation) oder sich voneinander entfernt (starke Separation).

Um diese Separation der Teilchen darzustellen wird zuerst ein Startpunkt vorgegeben. An diesem
wird begonnen, die Positionsénderung der Teilchen iiber einen Zeitraum zu verfolgen. Statt nun nur
den Endzustand zu betrachten wird in dieser Arbeit die Verdnderung der Werte iiber den kompletten
Integrationszeitraum betrachtet. Hierbei kann zwischen Teilchen unterschieden werden, die sich iiber
den kompletten Zeitraum immer weiter entfernen - andere ndhern sich nach einer gewissen Zeit einander
wieder an. Diese Phdnomene konnen nur bei Betrachtung iiber den kompletten Betrachtungszeitraum
erkannt werden. In einem einzelnen FTLE-Bild, bei welchem lediglich die Separation der Teilchen
zum Endzeitpunkt betrachtet wird, liegt diese Information nicht vor. Teilchen, die sich zuerst entfernen
und dann wieder anndhern, treten zum Beispiel beim Umstromen von Hindernissen auf. Ebenfalls
konnen solche Effekte in Wirbeln beobachtet werden. Bei Wirbeln konnen sogar wiederkehrende, peri-
odische Muster im Verlauf des FTLE-Wertes erkannt werden, die Periodendauer gibt Aufschluss iiber
die Drehgeschwindigkeit des Wirbels. Die Analyse des FTLE-Werteverlaufes ist somit ein interessantes
Instrument, um noch mehr Informationen iiber ein Strémungsfeld zu erhalten.

In dieser Arbeit werden die zeitlichen Vorgénge in zweidimensionalen FTLE-Feldern untersucht.
Hierzu wird eine Programm entworfen, mit welchem die FTLE-Werte der Stromungsdaten angezeigt
werden konnen. Innerhalb gewihlter Bildbereiche konnen Diagramme iiber die (zeitlichen) Verdnder-
ungen der Werte generiert werden. Ebenfalls werden auf Basis dieser Kurvenverldufe Operationen wie
Clustering oder Detektion sinkender beziehungsweise steigender Kurven durchgefiihrt. Um eine fiir
die Durchfithrung der Arbeiten angenehme Berechnungsgeschwindigkeit zu erreichen werden Berech-
nungen auf der Grafikkarte durchgefiihrt. Fiir die Validierung des entwickelten Algorithmus wurden
Datensitze erzeugt.






Kapitel 2

Verwandte Arbeiten

2.1 FTLE

Eine sehr anschauliche Einfiihrung in die Eigenschaften und Berechnung des Finite Time Lyapunov
Exponent (FTLE) liefert [11105]. Die grundlegenden Arbeiten wurden von Haller et al. [HP9S]], [HalO2],
[HYO0O] sowie Shadden et al. [SLMO3]| geleistet. [SLMO5] beschreibt auch die Verwendung einer flow
map. Die Verwendung einer flow map wurde auch in dieser Arbeit aufgegriffen und durch das Caching
der flow map erweitert. Detailliertere Untersuchungen der Beschleunigung durch Reduktion redundan-
ter Partikelintegrationen mittels flow map fithren [BR10]] durch. Hierbei werden auch auf Speicherver-
brauch und erreichter Geschwindigkeitszuwachs betrachtet.

Weitere Erlduterungen des zur Berechnung des im FTLE enthaltenen Cauchy Green Tensors enthélt eine
Arbeit von Thlenburg [IhI11]]. Einen bebilderten Vergleich zwischen der Visualisierung mit LIC und der
Visualisierung mittels FTLE liefert [STW™08]].

Hlawatsch et al. beschreiben in [HSW11]] eine Methode zur Beschleunigung der Berechnung von Grup-
pen von Trajektorien in Vektorfeldern und fithren mit dieser Performancemessungen von FTLE und
LIC auf der GPU durch. Die Analyse von Lagrangian Coherent Structures basiert auf Berechnung des
Lyapunov Exponents und wird in [HalO1] und [HVSW11] erldutert. Eine Abwandlung der Lagrangian
Coherent Structures zu 2-dimensionalen Vektorfeldanalyse verwenden Sadlo und Weiskopf in [SW10].
Sadlo et al. behandeln die zeitabhiingige Visualisation von Lagrange Coherent Structures mittels Grid
Advection [SRP09].

Die zur Berechnung der Gradienten verwendete Methode der finiten Differenzen wird in [KR10]
sowie [NMOS8] behandelt. Finite Differenzen werden in dieser Arbeit zur Berechnung des Gradienten
auf diskreten Gitterzellen der flow map verwendet. Detaillierte Analysen zur Erkennung von Strukturen
in Stromungsdaten fiihrten bereits de Leeuw und van Liere [LL] durch. Eine Beschleunigung der Be-
rechnung mittels CUDA beschreibt [JV09]. [GLT "] kombiniert FTLE und LIC und fiihrt die Berech-
nung ebenfalls auf der Graphics Processing Unit (GPU) durch. In dieser Arbeit wird ebenfalls CUDA
verwendet, um die Berechnungen auf der GPU durchzufiihren.

2.2 Clustering

In [MCDZLO03]| fithren Ma et al. Clustering auf sich zeitlich verandernden Gendaten durch. Hierbei wird
statt des k-means Algorithmus ein Ansatz mit Approximation von Splines angewendet. Des weiteren
wird auf die Wahl der Clusteranzahl eingegangen.

[AGDJO09|] behandelt das Segmentieren von Funktionsfeldern mittels Range-Space Segmentation und
vergleicht diese Ergebnisse mit Vector Quantization Clustering. Beim Clustern eines hochdimensionalen
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Feldes tritt starkes Rauschen auf, auf welches auch in [JMF99] eingegangen wird. K-Means Clustering
wird von [PPO9|] mit range trees kombiniert, um eine schnelle Suche von Daten unter Vorgabe von
Wertebereichen zu ermoglichen. Als Anwendungsgebiet wird personalisiertes Clustern von Daten in
e-commerce-Anwendungen angegeben. Karch vergleicht GPU-beschleunigte Clusteringalgorithmen in
[Kar10].

Die Grundlagen des k-Means Algorithmus wurden 1967 von J.B. MacQueen [Mac67]] veroffentlicht.
Dabei wird bereits auf N-Dimensionale Felder eingegangen. In dieser Arbeit wird der k-Means Algo-
rithmus fiir Clustering auf 2-dimensionalen Daten eingesetzt.



Kapitel 3

Grundlagen

3.1 Fachbegriffe

Pixel, Voxel und Texel

Computer kdnnen Daten nur in diskretisierter Form verarbeiten. Ein Pixel ist der kleinste Bildbereich
eines zweidimensionalen Computerbildes. Sowie ein Pixel den Wert eines Feldes in einem zweidimen-
sionalen Bild darstellt ist ein Voxel der Wert einer Zelle eines dreidimensionalen Datensatzes. Von einem
Texel spricht man bei einem Bildpunkt auf einer Textur, unabhéngig von deren Dimensionalitit.

Vektorfeld

In einem Vektorfeld wird jedem Punkt im Raum ein Vektor zugeordnet. Im Folgenden werden nur
2-Dimensionale Vektorfelder betrachtet. Dies entspricht beispielsweise einem 2D-Strémungsdatensatz
oder einer Ebene innerhalb eines 3D-Stromungsdatensatzes. Ein Vektor stellt bei der Stromungsvisual-
isierung die momentane Stromung an einem Punkt dar. Fiir das LIC-Verfahren in dieser Arbeit werden
Vektoren nur fiir den zweidimensionalen Fall betrachtet.

CPU

Central Processing Unit (CPU) bedeutet Hauptprozessor. In jedem Computer befindet sich ein Prozessor,
der fiir die Abarbeitung des laufenden Programms zustdndig ist. Seine Stdrke liegt in der raschen
Verarbeitung sequentieller Programme und Abliufe. Trotz zunehmender Parallelisierung durch mehrere
Cores bei DualCore (2 Cores) bzw. QuadCore (4 Cores) - Prozessoren liegen diese bei massiv parallelen
Berechungen leistungsmifig hinter den aktuellen Grafikkarten.

GPU

Die Graphic Processing Unit (GPU) kann in Form einer Grafikkarte (Einsteckkarte) oder eines Gra-
fikchips (direkt auf der Hauptplatine) verbaut sein. Durch die rasche Zunahme an Rechenleistung,
Grafikspeicher und Flexibilitdt hinsichtlich der Programmierung werden diese Karten nicht mehr nur
fiir Grafikausgabe sondern auch fiir Berechnungen auf grolen Datenmengen verwendet. Geschwindig-
keitsvorteile gegeniiber der CPU werden erreicht, wenn auf vielen Datensitzen die gleiche Operation
durchgefiihrt wird (SIMD). Dies ist unter anderem bei Wissenschaftlichen Berechnungen wie Stro-
mungssimulationen oder dem hier behandelten FTLE-Verfahren der Fall.
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SIMD

Von single instruction multiple data (SIMD) wird gesprochen, wenn auf mehrere Datensitze die gleiche
Operation angewendet wird - beispielsweise wenn zu jedem Feld in einer Matrix ein Wert einer anderen
Matrix addiert wird.

Eine iltere CPU (Single Core, ohne MMX, SSE etc.) muss hier sequentiell jede Multiplikation nach-
einander durchfiihren. Eine GPU kann eine grof3e Anzahl dieser Einzeloperationen in einem Zeitschritt
abarbeiten.

Core

Core bedeutet ,,Kern“. Ein Prozessorkern besteht aus der Arithmetisch-Logischen Einheit (ALU), Regi-
stern, Cache und Steuerelektronik. In einer aktuellen CPU im Consumer-Sektor sind meist 4 Cores im
Einsatz (Stand 2010). In Serven konnen CPUs mit einer hoheren Anzahl Cores zum Einsatz kommen,
wie beispielsweise der AMD Opteron 6164HE mit 12 Cores [AMD]10a]. Eine aktuelle Grafikkarte wie
die ATI FirePro ™ V9800 hat 1600 Cores [AMDI0b]. Die ALU eines Grafikkarten-Cores hat hingegen
einen geringeren Befehlssatz als die ALU eines CPU-Cores. Auch sind die von NVidia angegebenen
CUDA-Cores aufgrund des Architekturunterschieds nur schwer mit den Stream Processors von ATI
vergleichbar. Ein besseres Kriterium zum Vergleich der Leistung ist die Anzahl Floating-Point Opera-
tionen pro Sekunde: eine Intel Core 17-975 - CPU mit 4 Cores leistet 55.36 GFlops (double precision,
peak) [Int10], eine NVidia GTX275 leistet hingegen 1011 GFlops (single precision) [SpoQ9|.

CUDA

Compute Unified Device Architecture (CUDA) bezeichnet sowohl eine Architektur als auch eine Pro-
grammierschnittstelle (API). CUDA ist eine Entwicklung von NVidia und stellt das Konkurrenzprodukt
zu ATI Stream dar. Ziel beider Architekturen ist es, das Programmieren der Grafikkarte transparenter
zu gestalten. Bei der fritheren GPU-Programmierung mussten Shader und deren Besonderheiten fiir die
Entwicklung beriicksichtigt werden. CUDA hingegen erlaubt eine Programmierung in gewohnter C++-
Umgebung, auch Speichertransfer zwischen Grafikspeicher und Hauptspeicher wird durch vorgefertigte
Routinen vereinfacht. In dieser Arbeit werden die Stromungsdaten in den Texturspeicher der GPU
kopiert, um von dort unter Verwendung von Hardwareinterpolation zugreifen zu kénnen. Die Trans-
formationsoperationen auf diesen Daten wird mit CUDA durchgefiihrt.
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3.2 FTLE - finite-time Lyapunov exponent

Der finite-time Lyapunov exponent, FTLE, stellt ein MaB fiir die Separation innerhalb eines zeitabhin-
gigen Stromungsdatensatzes dar. Anschaulich lésst sich dieses auf einem Gitter mit diskreten Partikel-
Abstinden zeigen (Abbildung[3.1)): je weiter die Partikel, die sich zum Startzeitpunkt in direkter Nach-
barschaft zum Partikel innerhalb eines vorgegenbenen Zeitschritts voneinander entfernen, desto hoher
wird der resultierende FTLE-Wert. Der FTLE-Wert gibt lediglich eine Information iiber die Separa-
tion der Teilchen, nicht jedoch iiber deren Trajektorie oder Richtung. Eine ridge bedeutet, dass entlang
dieser Kante eine hohe Separation herrscht (zum Beispiel an den Grenzen zweier Stromungen mit
unterschiedlicher Stromungsrichtung) - ein Partikel, das sich auf der ridge befindet muss sich jedoch
nicht entlang dieser bewegen.

Der FTLE-Wert a(f)r_%ot muss fiir jede Position # im Zielbild berechnet werden. Da diese Berechnungen
fiir jedes & unabhingig durchgefiihrt werden konnen wird eine parallele Berechnung der Werte auf der
GPU implementiert. Einen Vergleich der Berechnungsdauer des FTLE zwischen CPU und GPU bietet
[TVQ9]. Es wird gezeigt, dass eine Beschleunigung um mehr als Faktor 10 erreicht werden kann.

(a) niedrige Separation resultiert in einem niedrigen (b) hohe Separation resultiert in einem hohen FTLE-Wert
FTLE-Wert bei P. bei P.

Abbildung 3.1: Veranschaulichung der Separation anhand der Trajektorie von Partikeln.

3.2.1 Berechnung des FTLE

Die mathematische Berechnung des FTLE wird in [SLMOJ] erldutert. Der FTLE-Werte a(f)%t an
der Position # mit den Parametern Startzeit und Integrationslinge ist durch folgende mathematische
Vorschrift gegeben:

—In v/ Anaz (D) (3.1
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Hierbei stellt \;,q,(A) den maximalen Eigenwert von A dar. A ist der rechte Cauchy-Green Verzer-
rungstensor der Jakobimatrix Vx und wird nach der Vorschrift

A =VxT«Vy (3.2)

ermittelt. Cauchy-Green Verzerrungstensoren liefern Auskunft iiber Verzerrungen und Deformationen
und werden in [ThI11]] behandelt. Es ist zu beachten, dass /A sowie Vx von &, Ty und At abhingig
sind. Der Ubersichtlichkeit und Lesbarkeit wegen wird hier jedoch die verkiirzte Notation A statt
A(z; To; At) verwendet.

Die Jakobi-Matrix V' fiir den 2-dimensionalen Fall setzt sich aus den partiellen Ableitungen der Eintré-
ge der flow map 5?0”& zusammen. Zur Erstellung der flow map werden die Stromungsdaten ausgehend
vom Startzeitpunkt 7°0 iiber einen Zeitraum At advektiert. Dieser Arbeitsschritt wurde hier in Form des
Runge-Kutta-Verfahrens 4. Ordnung implementiert. Die Schrittweite des Integrators wird vom Benutzer
vorgegeben. Alternativ sind auch andere Integratoren méglich. Da die Grofle der vorgegebenen Schritt-
weite je nach Datensatz stark unterschiedlich ist kommt als Erweiterung ein Integrator mit adaptiver
Anpassung der Schrittweite in Frage: hier miisste lediglich der maximale Fehler vorgegeben werden.
Hierauf wurde jedoch verzichtet.

Fiir eine flow map mit 2-Dimensionalen Eintrdgen der Form

=(5)

ergibt sich eine Jakobimatrix der Form

06, O
J(Z,T0, At) = <§g¢ a%%) (3.4)
ou Ov

Fiir die Aufstellung der Jakobimatrix miissen die partiellen Ableitungen ermittelt werden. Da die Flow
Map aus diskreten Werten auf einem rechteckigen Gitter besteht, wird zur Ermittlung der partiellen
Ableitungen die Methode der finiten Differenzen angewandt.

3.2.2 Berechnung der Gradienten mittels finiter Differenzen

Bei der Berechnung der Gradienten mit der Methode der finiten Differenzen wird auf die Punkte in der
Nachbarschaft des zu untersuchenden Punktes zugegriffen. Hierzu wird auf benachbarte Gitterpunkte in
x- und y-Richtung entsprechend Abbildung [3.2) zugegriffen.

Zur Auswertung der benachbarten Partikel wurde ein kreuzformiger stencil 1. Ordnung gewéhlt: hierbei
werden 4 Partikel in direkter Nachbarschaft entsprechend Abbildung [3.2] betrachtet. Prinzipiell sind zur
Berechnung des FTLE auch beliebig komplexere stencils denkbar. Da die Untersuchung des Einflusses
des stencils jedoch nicht Gegenstand dieser Arbeit ist, wird der einfachst mogliche stencil verwendet.
Bei der Ermittlung der GittergroBe dg,.;q in physikalischer Einheit muss die ZellgroBe der Gitterdiskre-
tisierung des Stromungsdatensatzes beachtet werden. Die Berechnung der Ableitungen mittels finiter
Differenzen wird in [KR10] und [Nat04] erldutert - benotigt wird die zentrale Differenz (central diffe-
rence).
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Abbildung 3.2: Fiir die Berechnung der finiten Differenzen gewihlter stencil.

3.2.3 Bestimmung des groten Eigenwertes

Da die Bestimmung des maximalen Eigenwertes zur Berechnung des FTLE ebenfalls auf der GPU
ausgefiihrt werden muss ist es sinnvoll, diese Berechnung soweit wie moglich zu vereinfachen und auf
beziiglich der Berechnungsgeschwindigkeit teure Verzweigungen zu verzichten. Zur Bestimmung der
Eigenwerte ist allgemein folgende Gleichung zu 16sen:

det(A — \E) =0 (3.5)

Durch Einsetzen und Berechnung der Determinante kann dies in folgende Form gebracht werden:

fye Sy — A

Eine 2x2-Matrix hat 2 Eigenwerte - diese Eigenwerte lauten:

)\12 _ f:ca: + fyy + \/(fa:a: + fyy)2 —4x (fzxfyy - fxyfya:)
’ 2

(3.7

Fiir det A # 0 ist der rechte Cauchy-Green Tensor laut [ThI11] symmetrisch und positiv definit und hat
somit reelle Eigenwerte. Dadurch ist der maximale Eigenwert:

)\max _ fa:w + fyy + \/(f:w + fyy;2 — 4% (fwzfyy - f:cyfya:) (3.8)

Da nicht zuerst beide Eigenwerte bestimmt werden miissen und daraus der groere gewihlt wird kann
dieser verkiirzte Rechenweg verwendet werden und auf ein auf der GPU teures if-statement verzichtet
werden.
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Kapitel 4

Caching und Performance-Steigerung

4.1 Zugriff auf Stromungsdaten: Speedup durch Hardwareinterpolation

4.2 Zweck der Integration

Der Stromungsdatensatz stellt Stromungsvektoren an diskreten Positions-/Zeitschritten zu Verfiigung.
Fiir die Berechnung des FTLE ist es jedoch notwendig, die Bewegung eines virtuellen, masselosen
Partikels durch das Stromungsfeld zu erfassen: Zum gewihlten Startzeitpunkt 7°0 werden fiir jede zu
berechnende Position ein virtueller Partikel gestartet, und dessen Position nach einer Integrationsdauer
von AT Sekunden ermittelt. Als Integrator wurde das Runge-Kutta-Verfahren 4. Ordnung (RK4) ge-
wihlt.

4.3 Zugriff auf die Stromungsdaten

Der RK4-Integrator benotigt einen Zugriff auf beliebige Positionen im Stromungsfeld. Dieser Zugriff
wird iiber eine 3-dimensionale Textur auf der Grafikkarte realisiert. Fiir diese Textur steht somit die
schnelle Hardware-Interpolation (trilineare Interpolation zwischen den Voxeln) zu Verfiigung. Am Rand
der Textur muss ein Offset von % Texel beachtet werden. Im 2D-Fall ist der Zugriff in Abbildung

. . . . . - dim .
dargestellt. Bei einem Stromungsdatensatz mit der Dimension dim o, = [ flow,e erfolgt die
dim f1ow,y
. . e " 5 P
Umrechnung zwischen normalisierter Position im Strémungsdatensatz Py = < Pf I) und Texturzu-
Iy

griffskoordinate P; wie folgt:

dim f1ow,z—1 1
Py = (“ff) = (Pf“ ) dﬁi”;i’:?:wl) + (‘“%) @.1)
Yr Pf,y * “dMfiony 2dim 10w,y
Problematisch sind allerdings die Randgebiete des Datensatzes. Wenn in x- bzw. y-Richtung auflerhalb
des Definitionsbereichs des Datensatzes zugegriffen wird, so wird durch clamping (Abschneiden) auf
einen Randpixel des Datensatzes zugegriffen. Falls jedoch in z-Richtung, welche der Zeitachse im
Datensatz entspricht, ausserhalb des giiltigen Bereichs zugegriffen wird, darf nicht mit dem in Hardware
implementierten Clamping zugegriffen werden. Hierbei wiirde sonst auf den Daten des letzten Zeit-
schritts weitergerechnet, was zwar den Eindruck erweckt es wiirde weitergerechnet, allerdings keine
sinnvoll interpretierbaren Daten liefert. Deshalb wird beim Uberschreiten des definierten Zeit-Bereichs
eine Stromung von ¥ = 0 zuriickgegeben.
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(a) Clamping bei Stromungsdaten. (b) identische Parameterwahl, jedoch Relativkoordinaten.

Abbildung 4.2: Textur-Clamping beim Stréomungsdaten-Zugriff.

Einen Eindruck iiber das Verhalten liefern die in Abbildung [4.2] gezeigten Diagramme der FTLE -
Werteverldufe: Bei dem 16 Sekunden langen Datensatz wurde bei 70 = 15sec mit der Berechnung
begonnen. Der griine Strich markiert AT = 1sec und damit das Ende des definierten Bereichs. Im
ersten Ansatz wurde die Hardware-Clamping-Funktion verwendet, und somit auf dem letzten
definierten Zeitschritt weiterintegriert. Die Schwankungen der FTLE-Werte hinter AT = 1sec entstehen
lediglich durch Uberschreiten von Zellgrenzen in x- und y-Richtung, resultieren jedoch alle aus dem
selben Zeitschritt im Datensatz. Im zweiten Diagramm wird bei Uberschreiten des definierten
Zeitbereichs 7 = 0 erzwungen, wodurch ein Anhalten des virtuellen Partikels auf dem Integrationsweg
erfolgt. Hierdurch bleiben die FTLE-Werte ab diesem Punkt konstant - dies ist deutlich intuitiver.

4.4 Normalisierung der FTLE-Werte auf der GPU

Um die FTLE-Daten anzuzeigen miissen diese normalisiert werden. Fiir eine Normalisierung ist die
Berechnung des Minimums (Maximums) iiber alle FTLE-Daten notwendig. Diese Berechnung zu pa-
rallelisieren und somit zu beschleunigen ist mit Hilfe eines divide and conquer - Ansatzes moglich:
Parallel wird von mehreren Teilbereichen des Arrays das Minimum (Maximum) bestimmt. Das Ergebnis
der Teilbereiche wird daraufhin im ndchsten Durchlauf verglichen - so lange, bis nur noch ein globales
Minimum bzw. Maximum {iibrig bleibt.

Hierbei miissen jedoch die Eigenschaften der Hardware beachtet werden: Einen CUDA-Kernel zu starten
ist im Vergleich zu dessen Ausfiithrungszeit sehr zeitaufwindig, die Normalisierung soll deshalb mit nur
einem Kernel-Aufruf vollstindig durchfiihrbar sein. Zusitzlich kommt erschwerend hinzu, dass eine
Synchronisation wihrend eines Kernel-Aufrufes nur zwischen den Threads eines Blockes moglich ist,
nicht jedoch zwischen Blocks. Um nur ein globales Minimum (Maximum) nach dem Aufruf von nur
einem Kernel zu erhalten, ist es also notwendig nur einen Block, dafiir jedoch moglichst vielen Threads
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zu starten. Auf der GPU kann bei der Berechnung in Teilbereichen die Lokalitdt der Daten genutzt
werden: Fiir den CUDA-Block wird ein Speicherbereich fiir ein Min/Max-Paar im schnelleren shared
memory der Grafikkarte reserviert. Dieser Speicherbereich wird fiir den Datenaustausch der Threads
dieses Blocks verwendet.

Abbildung [4.3| zeigt den Ablauf der effizienten Min/Max-Suche auf der GPU. Es wird nur ein Block
gestartet. Jeder der Threads untersucht einen Bereich der FTLE-Daten und schreibt diesen Wert in einen
Speichbereich des shared memory. Darauthin werden die CUDA-Threads synchronisiert: Hierdurch
wird sichergestellt, dass alle Threads abgeschlossen sind und somit alle Minima (Maxima) im shared
memory gespeichert wurden. AbschlieBend detektiert ein einzelner Thread das globale Minimum bzw.
Maximum aus dem Array des shared memory und schreibt dieses zuriick ins global memory.

Thread 1
Thread 2
[ NN BN J
| ]

o
<«

min max min max

Global Memory Shared Memory

Abbildung 4.3: Berechnung des globalen Minimums/Maximums auf der GPU.

Da fiir jeden Thread ein Speicherblock im shared memory reserviert werden muss ist die Grofe des
shared memories eine obere Schranke fiir die Anzahl der einsetzbaren Threads. Grafikkarten mit Com-
pute Capability 1.x erlauben eine Verwendung von 16kb shared memory, ab Compute Capability 2.0
werden bereits 48kb unterstiitzt (siehe [cud10], Appendix G.1). Bei Verwendung von float-Variablen
(4 byte) konnen also maximal 2048 Min-Max-Paare gespeichert werden. Dies bedeutet, dass maximal
2048 Threads gestartet werden konnen. Bei einem FTLE-Feld mit 512x512 Werten miissen pro Thread
lediglich 128 FTLE-Werte bearbeitet werden.

Bei Laufzeitmessungen wurde ermittelt, dass die Ermittlung von Min/Max mit dieser Methode bei einem
Feld mit 512x512 Werten im Durchschnitt 0,8 Millisekunden benétigte und somit im Vergleich zur
iibrigen Berechung praktisch vernachlissigbar ist.

Bei Datensédtzen mit groBer Dynamik konnen die Werte zwischen Minima und Maxima so verteilt sein,
dass ein grofer Teil der Werte sehr nahe an einem der Extreme liegt - und nur ein sehr kleiner Bildbereich
den vollen Dynamikumfang ausnutzt. Hierdurch werden grof3e Bildbereiche vollig schwarz (bzw. vollig
weil}) dargestellt. Um gewiinschte Details dieser Bereiche dennoch anzeigen zu kénnen miissten Minima
bzw. Maxima dann manuell vom Benutzer vorgegeben werden. Auch hat es sich als vorteilhaft erwiesen,
negative Werte zu ignorieren indem das Minimum auf 0 gesetzt wird.
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4.5 Caching der integrierten Stromungsdaten: flow map

4.5.1 Erstellung der flow maps

Eine flow map speichert fiir jedes Teilchen, dass sich zum Zeitpunkt 7°0 an der Position Z befindet die
neue Position 7, an der es sich zum Zeitpunkt ¢t = k x At flowMapDist befindet.

(7

| W\

>t
To To+Atrowen To+ 20 rountep To+3Aounia To+4Atrguuian To+5Dbiouvan To+6 Aty

Abbildung 4.4: Aufbau der gecacheten flow map

Die hier bendtigten flow maps sind 2-Dimensional. Als Grée der flow map wurde die Grofie des
Ausgabebildes gewihlt.

Die Integration erfolgt unter Verwendung des Runge-Kutta Verfahrens 4. Ordnung. Die Schrittwei-
te des Runge-Kutta-Integrators darf nicht mit dem fiir FTLE festgesetzten Zeitraum At verwechselt
werden. Bei einer zu groflen Schrittweite des Integrators bilden sich Artefakte aus, da die Losung der
Pfadlinien-Differentialgleichung zu unprézise approximiert wird. Bei zu geringer Schrittweite wird der
Rechenaufwand groBer, ohne dass eine weitere Verbesserung des Ergebnisses eintritt. In Abbildung
M.5]ist dieser Effekt verdeutlicht: Bei einer sehr grofen Schrittweite von einem slice des Bouyancy-
Datensatzes benotigte die Berechnung der flow map lediglich 18.3 Millisekunden. Hierbei sind jedoch
deutliche Artefakte entlang der ridges ausgebildet. In Abbildung bilden sich wellenartige Ver-
zerrungen aus. Wird eine prizisere Berechnung mit einer Integrator-Schrittweite von lediglich 2% slice
durchgefiihrt (siehe Abbildung #.5(b)), so verschwinden die Artefakte. Die Berechnung benétigt nun
jedoch 403 Millisekunden. Die Steigerung der Rechenschritte um den Faktor 26 hat einen Anstieg der
Berechnungszeit um etwas weniger als Faktor 26 zur Folge, da das Kopieren der Daten einen konstanten
Faktor darstellt der unabhingig von der Anzahl Integrationsschritte durchgefiihrt wird. In Abbildung
wurde eine noch geringere Schrittweite des RK4-Integrators gewihlt. In Bezug zu Abbildung
|.5(b)|ist keine Veranderung bzw. Verbesserung des Bildes erkennbar - die Berechnungszeit betrégt nun
jedoch 4,7 Sekunden.

Eine automatische Wahl der Schrittweite kann unter Verwendung adaptiver Verfahren wie z.B. dem
adaptiven Runge-Kutta Integrationsverfahren [PTVEF] erreicht werden. Dabei muss vom Benutzer le-
diglich der maximal zuldssige Fehler vorgegeben werden. Jedoch haben diese Verfahren bei der Imple-
mentierung den Nachteil, dass einzelne Berechnungen eine unterschiedliche Anzahl Schritte bendtigen.
Dies bringt bei paralleler Berechnung auf der GPU gréferen Aufwand mit sich. Fiir die gewiinsch-
ten Untersuchungen erwies sich eine Vorgabe der Schrittweite des Integrators durch den Benutzer als
ausreichend.
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(a) Aty = 0.05s (b) Aty =1.92% 10 3s (©) Atyr, = 1.67%107%s

(Entspricht 1 slice im Datensatz) (Entspricht 21—6 slice im Datensatz) (Entspricht ﬁ slice im Datensatz)

Berechnungszeit: 18.3 msec. Berechnungszeit: 411.3 msec. Berechnungszeit: 4706 msec.

Abbildung 4.5: Vergleich unterschiedlicher RK4-Schrittweiten.

4.6 Caching der flow maps

Ziel ist es, innerhalb des Programms iiber einen Schieberegler die Integrationslinge At (nicht zu ver-
wechseln mit der Schrittweite des RK4-Integrators At,) zu verindern um die gewiinschte Einstellung
interaktiv zu finden. Bei vollstindiger Berechnung einer flow map nimmt die Berechnungszeit mit
der Integrationslidnge zu. Die Berechnungsdauer des FTLE-Wertes auf Basis der flow map sowie die
Normalisierung sind hingegen unabhingig von At. Tabelle .1] wurde mit dem Bouyancy-Datensatz
und einer Auflosung von 512x512 Feldern erstellt. Der Startzeitpunkt wurde auf 7T, = 8.0s gesetzt, die
Schrittweite des RK4-Integrators fest auf At,, = 1.92 * 10735 (2—16 slice). Als Berechnungsdauer ist
die der flow map bezeichnet, zusitzliche Rechenzeit fiir FTLE und Normalisierung ist nicht inbegriffen.
Fiir die Zeitmessung wurden jeweils 5 Messwerte gesammelt und gemittelt. Die Streuung zwischen

At | Berechnungsdauer
0.1s | 52 msec

0.2s | 101 msec

0.4s | 202 msec

0.8s | 411 msec

1.6s | 874 msec

Tabelle 4.1: Berechnungsdauer der flow maps.

den Durchldufen betrug jeweils unter 3 msec. Aus den Messdaten geht hervor, dass bereits bei einer
Integrationslange grofer als At = 0.4s die Interaktivitdt nicht mehr gegeben ist.

Dieses Problem kann durch Caching der flow map gelost werden: Es wird einmalig ein Array mit n flow
maps mit At o0 apk = (k+1)x :CLW—J:{” fir £ = 0..n erstellt. Der Abstand zwischen 2 flow maps betragt

somit At fjowMapDist = :CLTf .Zur Berechnung einer flow map fiir ein angefordertes At wird auf die

naheliegendste vorberechnete flow map zugegriften und von dort aus weiterintegriert. Da auch riickwirts

. . B . i . . . . At flowapDis
integriert werden kann betrégt somit der maximal zu integrierende Zeitbereich Atg;rr = W.

Aus Speicherplatzgriinden konnen die flow maps nur fiir das jeweils aktuelle 7 vorberechnet werden:
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Eine einzelne flow map hat bei einer Auflosung von 512x512 Gitterpunkten und dem Datentyp float4
eine GroBe von s = 512 % 512 % 4 x 32Bit = 4M B. Auf einer Grafikkarte mit 1GB Grafikspeicher
passen somit theoretisch maximal 256 Felder. In der Praxis ist dieser Wert allerdings nicht erreichbar,
da fiir weitere Berechnungen sowie die Darstellung des aktuellen Monitorbildes bereits Grafikspeicher
reserviert ist. Es werden deswegen nur die flow maps fiir das aktuell gewihlte T vorberechnet - bei
einer Verdnderung des Parameters 7y miissen die flow maps neu vorberechnet werden.

Um die optimale Anzahl vorberechneter flow maps in Abhéngigkeit der Hardwareleistung zu ermit-

teln wird {iber ein Testintervall At; eine flow map vorberechnet und die Berechnungszeit t;.5; gemessen.
Aus Tabelle {.1] geht hervor, dass die Berechnungszeit weitgehend proportional zu At ist. Wenn als
Parameter vom Benutzer eine maximale Berechnungszeit ¢y, vorgegeben wurde kann die optimale
Distanz zwischen den flow maps bestimmt werden: At f1u 0 1apDist,opt = %
Fiir die Vorberechnung von n = 50 flow maps bei T},4, = 8.0s bendtigt der Referenzcomputer 7
Sekunden. Daraufhin kann der Schieberegler zur Veréinderung von At jedoch ohne merkliche Verzoger-
ung iiber den kompletten Bereich bewegt werden. Da eine Vorberechnungszeit in der Gréfenordnung
von 7 Sekunden nach jeder Anderung von 7T}, den Bedienungskomfort stark einschrinkt wird die flow
map nur auf Anforderung des Benutzers erstellt. Erst nach Auswahl des gewiinschten Startzeitpunktes
klickt der Benutzer auf den ,,create flow maps*“-Button um die Vorberechnung anzustof3en.

4.6.1 Versuch: Einsparung von Kernel-Calls

Die Vorberechnung der flow map fiir At aus der gecacheten Flow map und die Berechnung des FTLE
werden in getrennten Kernels durchgefiihrt. Beim Aufruf des FTLE-Kernels muss der Kernel zur Be-
rechnung der flow map bereits vollstdndig abgeschlossen sein. Um eine Berechnung in einem Durchgang
zu ermoglichen, miissen von einem Thread 4 Partikel-Positionen berechnet werden. Aufgrund der Lo-
kalitdt der Daten konnen iiber das schnellere shared memory vorberechnete Partikelpositionen zwischen
den Threads getauscht werden. Dem Nachteil des mehrfachen Rechenaufwandes steht somit der Vorteil
der Einsparung eines Kernel-Calls sowie die Nutzung des shared memories entgegen. Um herauszufinden,
welche Rechenmethode performanter ist, wurde ein Kernel entworfen, der beide Rechenschritte auf
Einmal durchfiihrt, und die Ergebnisse verglichen. Der Vergleich der Rechendauer wird mit Bouyancy-
Datensatz bei einer Auflosung von 512x512 FTLE-Werten durchgefiihrt: Vorberechnet wurden n = 150
flow maps. Die Schrittweite fiir den RK4-Integrator betrigt At,, = ﬁs. Der Startzeitpunkt liegt bei
Ty = 4.57s. Die Ergebnisse der Messreihe befinden sich in Tabelle [4.2]

At Berechnungsdauer | Berechnungsdauer
getrennte Kernel kombinierter Kernel

0.801s | 88msec 264msec

I.1sec | 129msec 442msec

Tabelle 4.2: Vergleich des FTLE mit unterschiedlichen Kernels

Der Rechenaufwand fiir die Integration (vorberechnete flow map bis zum gewiinschten At) wird trotz
Nutzung des shared memory praktisch vervierfacht - hingegen ein Kernel-Call eingespart. Der benttigte
Zeitaufwand fiir die Berechnung wird ebenfalls vervierfacht. Die Integration in einem getrennten Kernel
ist der Einsparung eines Kernels somit vorzuziehen.
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Block 1
o — Uberlappungs-
| gebiet zwischen
O Block 1 und 2
—— Block 2

Abbildung 4.6: Berechnung der Diagrammdaten.

Ein Kernel-Aufruf verursacht laut [TSM|] mit ca. 9us overhead. Dies ist relativ klein im Vergleich zur
Berechnungszeit im zweistelligen ms-Bereich. Durch eine Reduktion der Anzahl Kernel-Calls kann
somit hier keine weitere Beschleunigung erziehlt werden.

4.6.2 Beschleunigte Berechnung der Diagramm-Daten

Um die Diagrammdaten zu speichern wird ein 3-dimensionales Array verwendet. Die x- und y-Achse
stellt hierbei die Koordinate im selektierten Bereich des FTLE-Feldes dar. Entlang der t-Achse sind
die einzelnen Zeitschritte angeordnet. Mit Hilfe der flow map kann die Berechnung der FTLE-Werte
fiir einen einzelnen gewiinschten Zeitschritt beschleunigt werden. Da die t-Achse des Diagramms den
kompletten Zeitbereich des Stromungsdatensatzes abdeckt kann durch die gecacheten flow maps keine
Beschleunigung erreicht werden. Da von jeder jeweils am nichsten liegenden vorberechneten flow map
bis zum aktuellen ¢ des Diagramms integriert werden muss, kann hierbei gleich vom zuletzt berechneten
Zeitschritt im Diagramm weiterintegriert werden. Dies hat auch zum Vorteil, dass wiederum das schnel-
lere shared memory zum Einsatz kommen kann. Die Grofle des shared memory ist hier ein begrenzender
Faktor: Maximal 16x16 Zellen konnen gleichzeitig berechnet werden. Die Blockgrofle wird dem ent-
sprechend auf 16x16 Threads festgelegt. Aufgrund des fiir die finiten Differenzen bendtigten kreuzfor-
migen stencils konnen auf Basis dieser lokalen 16x16 Felder-flow map lediglich 14x14 FTLE-Werte
berechnet werden. Dementsprechend miissen sich die Berechnungsgebiete der einzelnen Blocks iiber-
lappen. Diese Uberlappung veranschaulicht Abbildung

Zur Vereinfachung wurde in der Abbildung die Block-GroBie auf 5x5 reduziert. In griin ist das Gebiet
dargestellt, auf dem Block 1 die Stromungsdaten integriert. Diese Werte werden im shared memory
dieses Blocks hinterlegt. Daraus werden die FTLE-Werte fiir die Positionen berechnet, an denen die
Kreise mit blauem Kern eingetragen sind. Der zweite Block (rot) erzeugt die FTLE-Werte mit den
orangenen Kreiskernen. Im tiirkis gefarbten Gebiet iiberlappen sich die Gebiete, fiir die der jeweilige
Kernel die Stromungsdaten integriert. Dieser Mehraufwand muss in Kauf genommen werden.

Falls die Berechnung eines Diagrams iiber einen zu grolen Bereich des FTLE-Feldes angefordert wird
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reicht der Speicher der GPU nicht aus, um das komplette Array des Diagramms auf einmal zu berechnen.
In diesem Fall wird der angeforderte Bereich automatisch mittels divide&conquer in mehrere kleinere
Bereiche aufgeteilt und getrennt berechnet. Nach jeder Teilberechnung wird das erzeugte Array in den
Arbeitsspeicher verschoben, um den GPU-Speicher frei zu halten. Von dort aus wird auf die Daten zum
Zeichnen per OpenGL Display List und zur weiteren Auswertung zugegriffen.
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Kapitel 5
FTLE-Werteverlauf

Um den in dieser Arbeit im Mittelpunkt stehenden, zeitlichen Verlauf der FTLE-Werte darstellen zu
konnen, wird dieser in ein Diagramm gezeichnet. In der grafischen Oberflache wird als erster Schritt der
Bereich vorgegeben, fiir dessen FTLE-Werte das Diagramm gezeichnet wird (Abbildung [5.1). Um die
zeitlichen Vorgénge im Diagramm mit dem Resultat der Visualisierung der FTLE-Werte fiir die gewéhlte
Integrationsldnge vergleichen zu kénnen wird At durch einen griinen Balken im Diagramm dargestellt.

Abbildung 5.1: Vorgabe des Bereichs, iiber den der zeitliche Verlauf des FTLE-Wertes dargestellt wird.

Zur préziseren Betrachtung einzelner Bereiche des Diagramms kann in diese Bereiche hineingezoomt
werden (Abbildung @) Ein Zoomstack speichert hierbei den letzten Zustand, sodass zu diesem zu-
riickgekehrt werden kann.

Bei der Darstellung der Diagramme kann zwischen FTLE-Wert, Gradienten des FTLE-Wertes und
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[C1'Zeit: [0.320641sec bis 2.1002sec] - Werte: [3.5606 bis (= @]

Abbildung 5.2: Betrachtung eines Ausschnitts mittels Zoom-Funktion.

Fourier-Transformierter gewihlt werden (Abbildung [5.3).

Innerhalb des Diagramms ist es moglich, eine Selektion fiir den zu betrachtenden Zeitbereich zu defi-
nieren (Abbildung [5.4] Ziffer 1). Dieser Zeitbereich definiert das Gebiet, auf dem Clustering sowie die
Anwendung von Kriterien, wie der Detektion von steigenden bzw. fallenden FTLE-Werten, durchgefiihrt
werden.

Beim Clustering und der Selektion von Kurven nach Bereichen bzw. Kriterien kénnen die jeweils
ausgewihlten Kurven optional hervorgehoben bzw. ausgeblendet werden. Die Kurven der FTLE-Werte
gesetzter Particle Tracer werden in hellgrau und einer dickeren Liniendicke dargestellt (Abb.[5.4] Ziffer
3). Um neue Particle Tracer zu setzen kann die gewiinschte Linie im Diagramm selektiert werden.
Hierbei wird ein optisches Feedback in Form einer Hervorhebung der Kurve durchgefiihrt, die sich am
nichsten am Mauszeiger befindet (Ziffer 4). Die Reprisentanten von Clustern werden in blau (Ziffer 2)
dargestellt, falls dieses Cluster aktuell im FTLE-Bild angezeigt wird. Die tibrigen Clusterrepriasentanten
werden im Diagramm weil} (Ziffer 5) gezeichnet.



') Zeit: [0.320641sec bis 2.1002sec] - Werte: [3.5606 bis = [0 X

Mode

@ Normal

O Gradient

O Fourier Transformed

Zeit: [0.011265ec bis 5.63002sec] - Werte: [-16.0442 bis 11.6874]

Abbildung 5.4: Features der Diagrammdarstellung.
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Kapitel 6

Implementierung

Das Programm zur Durchfiihrung der Auswertung wurde in c++ geschrieben. Die grafische Oberfldche
wurde mittels Qt4 erstellt. Berechnungen auf der GPU wurden mit CUDA implementiert. OpenGL wird
zum Zeichnen der Diagramme eingesetzt.

6.1 Berechnung der Diagramme

Um Rechenzeit und Speicheraufwand gering zu halten werden diese Kurven aus einzelnen Linienseg-
menten zusammengesetzt. Die Koordinaten dieser Liniensegmente werden in einem Array gespeichert.
Bei beispielsweise einer betrachteten Fldche von 512x512 Werten im FTLE-Feld und 1000 Zeitschritten
(399 Liniensegmente pro FTLE-Wert) ergeben sich 262,144 Millionen zu speichernde FTLE-Werte.
Bei Speicherung mit dem Datentyp float werden 4 byte pro Eintrag vewendet - in diesem Beispiel sind
also bereits 1GB Speicherplatz notwendig. Da der Speicher der GPU hier schnell an seine Grenzen
kommt und fiir die Speicherung des Stromungsdatensatzes, der flow map und andere Berechnungen
ebenfalls GPU-Speicher frei bleiben muss, wird das Array mit dem Zeitverlauf der FTLE-Werte im
RAM gespeichert. Die Berechnung erfolgt in Teilbereichen auf der GPU. Néheres zur Implementierung
dieser schrittweisen Berechnung befindet sich in Kapitel 4.6.2]

Der Werteverlauf wird im Programm in einem Fenster wie in Abbildung [6.1] dargestellt. In Abbil-
dung wurden lediglich 38 Zeitschritte zur Approximation des Kurvenverlaufs verwendet. Sehr
deutlich sind die Liniensegmente zu sehen. In vertikaler Richtung verlduft die Zeitachse: vertikale graue
Linien zeigen an, dass an diesem Zeitpunkt eine Stiitzstelle der gezeichneten Kurven ist. Am unteren
Rand des Diagramms befinden sich in roter Schrift die Zeit fiir Integrationslidnge in Sekunden. Bei der
Darstellung der Zeitwerte wird auf einen Minimalabstand zwischen den Achsenbeschriftungen geachtet
- beim VergroBern des Fensters erscheinen entsprechend mehr Eintrige. Um ein sicheres Zuordnen
der Zeiteintrdge zu den vertikalen Linien zu gewihrleisten wird oberhalb der roten Beschriftung ein
kleines Segment der sonst grauen Linie in rot markiert. In horizontale Richtung ist der FTLE-Wert
(nicht normalisiert) eingetragen. Die Achsenbeschriftung sowie die grauen, horizontalen Linien haben
einen konstanten Abstand von 1. In Abbildung [6.1(b)| wurde der selbe Ausschnitt des FTLE-Bildes mit
einer hoheren Auflosung von 1000 Zeitschritten abgetastet. Die Kurvenform wird hier deutlich genauer
approximiert, die gréBere Anzahl Datenpunkte ist auch durch die hiufigeren vertikalen Linien gut zu
erkennen. Eine Linie im Diagramm ist dicker und in grauer Farbe gezeichnet: fiir diese Linie wurde
im FTLE-Bild ein Partikel-Tracer gesetzt. Die vom Benutzer eingestellte Advektionsdauer der Partikel
wird durch die gelbe vertikale Linie im Diagramm markiert. Die griine vertikale Linie markiert die
momentan eingestellte Integrationslinge At des Diagramms. In der Titelleiste des Fensters erscheint
der aktuell im Diagramm sichtbare Werte- und Zeitbereich. Bei der Darstellung in Diagrammform
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=) Zeit: [0.518359sec bis 11.1274sec] - Werte: [-2.79397 bis 3.61809] BEE

(a) Diagramm mit 28 Zeitschritten.

) Zeit: [0:518359sec bis 11.1274sec] - Werte: [-2.79397 bis 3.61809] B

(b) Diagramm mit 1000 Zeitschritten.

Abbildung 6.1: Diagramm-Darstellung des FTLE-Werteverlaufs.

werden Transformationen wie die in Kapitel [7.2] erlduterte Gradientenform bzw. die in Kapitel
angewendete Fouriertransformation beriicksichtigt. Ebenfalls wird bei markierter Option ,,nicht durch
At teilen (siehe Kapitel [7.1.1)) der FTLE-Wert ohne entsprechende Division im Diagramm dargestellt.

6.2 Validierung

6.2.1 Validierung der flow map

Statt des FTLE-Wertes wurde zur optischen Priifung die flow map dargestellt. Hierbei wurden in meh-
reren Durchldufen x und y-Wert bzw. die Linge des Vektors gezeichnet. Es konnten anfangs bereits
die durch die begrenzte Prizision des float-Datentyps entstandenen Probleme (sieche Abschnitt [6.2.4)
sichtbar gemacht werden. Als Darstellungsform wurden Graustufen gewahlt. Auch wird hierbei sofort
sichtbar, wenn Array-Indizes beim Zugriff auf die Stromungsdaten falsch berechnet wurden da das Bild
dann entweder deformiert oder vollig unkenntlich erscheint. Erst wenn mit der optischen Priifung keine
offensichtlichen Fehler sichtbar sind kann zum zweiten Schritt weitergegangen werden, der Validierung
gegen externe Daten. Hierbei wurde anhand des Bouyancy-Datensatzes eine flow map erstellt, und gegen
einen Referenzdatensatz verglichen. Hierzu wurde 7y = 8.05sec und At = 0.55sec gewihlt, dies
entspricht einem Start auf slice 161 des Bouyancy-Datensatzes. Die Auflosung der verglichenen flow
maps betrigt 512 x 512 Felder.

Beim Vergleich muss darauf geachtet werden, dass die hier erzeugten Relativkoordinaten der flow map
wieder in Absolutkorrdinaten umgewandelt werden miissen. Es wurde eine durchschnittliche quadrati-
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sche Abweichung von 4,4, = 0, 0001 festgestellt. Diese Abweichungen erscheinen bei der Berechnung
mit Float-Werten als realistische, numerische Abweichungen.

6.2.2 Validierung des RK4-Integrators

Um die Funktion des RK4-Integrators zu priifen wird ein synthetischer Datensatz verwendet, bei dem die
Teilchen eine Drehung mit Umlaufdauer T' = 27 durchfiihren. Dieser Datensatz ist durch die Gleichung
U = (z, —y) bestimmt, wobei ¥ die Strdmung an der Position (x, y) darstellt. Dieser Datensatz wird iiber
At = 27 Sekunden integriert, wodurch jedes Teilchen wieder an seiner Ursprungsposition angelangt ist,
somit also in jedem Gitterpunkt der flow map die Koordinate dieses Punkts steht.

Eine weitere Integrititspriifung stellt eine Integration mit einer darauffolgenden Integration gleicher
Lénge, jedoch entgegengesetzter Integrationsrichtung dar. Auf unterschiedlichen Datensédtzen wird die
Integration iiber eine Schleife n Schritte durchgefiihrt. Daraufthin folgt eine weitere Integration in die
entgegengesetzte Richtung (t-Achse invertiert) mit der selben Anzahl Schritte. Rechnerisch befindet
man sich wieder am Ausgangspunkt, die flow map muss somit an jeder Stelle einen Nullvektor-Eintrag
haben. Bis auf die numerischen Schwankungen (7. Stelle hinter dem Komma) wurde dies erfiillt.

6.2.3 Validierung des Gesamtsystems

Um das Gesamtsystem und die Oberflache zu validieren muss die Integritit der dargestellten Achsen-
beschriftungen kontrolliert werden. Hierfiir wird ein Datensatz geladen und die Parameter 7y sowie
At vorgegeben. Im FTLE-Bild wird ein beliebiger Bereich selektiert, damit ein Diagramm erzeugt
wird. Zusétzlich wird ein Partikel-Tracer platziert. Nun kann die Zeitachse im Diagramm gegen die
Einstellregler der Oberfliche kontrolliert werden. Der griine Balken im Diagramm von Abbildung [6.2]
zeigt das aktuell gewihlte At an. Im Diagramm muss die Achsenbeschriftung (hier: 0.48) exakt mit
dem im Hauptprogramm gewéhlten Wert iibereinstimmen. Die Position des gelben Balkens, der die
Integrationslénge des Particle-Tracers im Diagramm markiert, wird auf die selbe Weise liberpriift. Beim
Verdndern der Schieberegler miissen die Balken entsprechend mitlaufen. Beim Zoomen im Diagramm
kann mit Hilfe der farbigen Balken die korrekte Skalierung ebenfalls gepriift werden. Beim Zoomen
im FTLE-Bild diirfen sich die Selektion sowie die verfolgten Partikel relativ zu markanten Stellen im
Datensatz nicht verschieben.

Beim Selektieren eines hellen Gebietes im FTLE-Bild muss die Kurve im Diagramm hohere Werte als
bei Selektion eines dunklen Gebietes aufweisen. Zusitzlich werden in diesen Gebieten Partikel verfolgt.
Anhand des Verlaufes der 4 farbigen Punkte wird iiberpriift, ob die Werte plausibel sind: bei einem
niedrigen Diagrammwert diirfen sich die Punkte nicht weit voneinander entfernt haben. Bei einem
hohen Diagrammwert hingegen muss hinreichende Separation vorliegen. Dies wird in Abbildung [6.3]
verdeutlicht. Bei der Selektion unterschiedlicher Bereiche ist darauf zu achten, dass die Kurven stets
einen stetigen Verlauf haben. Bei einem Stromungsdatensatz, der keine Sonderfille wie not a number
(NaN), unendlich grole Werte, harte Kanten die sich iiber die Zeit verschieben oder dhnliches aufweist
sind Spriinge nicht zu erwarten. Dies gilt ebenfalls fiir die Reprédsentantenkurven beim Clustermg,
welches in Kapltel . 3| beschrieben wird. Unter Verwendung eines homogenen Datensatzes mit v = =0
bzw. ¥ = 1 darf im Diagramm nur eine Kurve erscheinen, da alle Werte zusammenfallen.
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Abbildung 6.2: Uberpriifen der Oberfliche.

6.2.4 Diskretisierungsprobleme

Bei der Validierung mit dem Datensatz, bei dem an jedem Punkt der selbe Fluss ¥ = (1, 1) angegeben
war, traten statt des erwarteten homogen schwarzen FTLE-Bildes ein gitterartiges Muster auf, dass sich
bei Modifikation der Integrationslinge At verinderte. Bei Untersuchung mit einem Datensatz ohne
Stromung (7 = (0, 0)) blieb das FTLE-Resultat erwartungsgeméf einheitlich schwarz.

Fiir die Artefakte bei Untersuchung des Datensatzes mit ¢ = (1,1) waren leichte Schwankungen
der Werte in der flow map verantwortlich, die sich dann durch FTLE-Berechnung und die darauffol-
gende Normalisierung zu deutlich sichtbaren Mustern verstirkten. Die Schwankungen wurden durch
Diskretisierungs- und Rundungsfehler verursacht: Ein Eintrag in der flow map entspricht der Position
eines Teilchens nach der Advektion. Die Advektion und die Daten des Stromungsdatensatzes sind meist
sehr gering bezogen auf die Dimension des Stromungsfeldes. So konnte an Position (0, 0) die Advektion
noch mit voller float-Prizision gespeichert werden - an Position (10, 10) hingegen wurde durch den
hoheren Exponenten bereits Nachkommastellen abgeschnitten.

In Abbildung|[6.4(a)|sind die Artefakte bei der Darstellung des Bouyancy-Datensatzes zu sehen. Hierbei
kam als zusitzlicher Storungsfaktor hinzu, dass unnétig oft zwischen den Koordinatensystemen der
flow map, des Stromungsdatensatzes und physikalischen Koordinaten transformiert wurde und hierbei
weitere Rundungsfehler zum Tragen kamen. In Abbildung [6.4(b)| und [6.4(c)] wurde diese Problema-
tik mit Hilfe eines Datensatz mit konstantem Fluss von ¥ = (1,1) niher untersucht. Fiir Abbildung
wurde die Anzahl Koordinatensystemtransformationen bereits auf das Minimum reduziert. Erst
mit der Speicherung relativer Koordinaten in der flow map verschwanden die Artefakte vollstindig, wie
in Abbildung zu erkennen ist. Bei der Speicherung mittels relativer Koordinaten wird nur die
Verschiebung eines Teilchens gespeichert - der Offset wird bei der Berechnung als getrennte Variable
behandelt. Der Offset muss nicht zwingend gespeichert werden: da die Grofle des Datensatzes bekannt
ist, kann der Offset jederzeit wieder berechnet werden.




(W Zeit: [0.0518159sec bis 0.721575sec] - Werte: [-13.729!(-](0](x]

(a) Untersuchung einer ridge. (b) Untersuchung eines Gebietes mit niedrigem FTLE-
Wert.

Abbildung 6.3: Vergleich unterschiedlicher RK4-Schrittweiten.

(a) Artefakte bei der Darstellung des (b) Artefakte durch Diskretisierungs- (c) keine Artefakte bei Verwendung
Bouyancy-Datensatz. problem der flow map. von Relativkoordinaten in der flow
map.

Abbildung 6.4: Flowmap: Diskretisierungsproblem und Losung durch Relativkoordinaten.
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Kapitel 7

Auswertungsmethoden

7.1 Transformation der Kurven

7.1.1 Berechnug des FSR

Bei der Berechnung des FTLE wird die in Abschnitt[3.2.1]behandelte Formel
. 1
o () = i In v/ Amaz (D) (7.1)

angewendet. Da in dieser Arbeit ausschlieBlich rdumlich begrenzte Datensitze verwendet werden ist
ein exponentieller Anstieg der Separation iiber einen unendlichen Zeitraum ausgeschlossen. Somit gilt
in diesem Fall, dass fiir groBe At der FTLE-Wert sich 0 annzhert, da At im Nenner des Bruchs steht.
Somit sinken die FTLE-Werte bei Erh6hung des Integrationszeitraumes At, auch wenn sich die Teilchen
nicht annihern. Um die Anniherung von Partikeln ohne stérenden Einfluss dieses Effekts untersuchen
zu konnen, wurde die Oberfliche um die Moglichkeit erweitert, auf die Division mit At zu verzichten.
Hlawatsch et al. definieren in [HVSW11]] den finite separation ratio (FSR). Fiir den Spezialfall m = 1
lautet dieser:

576 = V Amaz(D) (7.2)

Um die Skalierung bei groBlen Werten zu erhalten wird der Logarithmus des FSR verwendet. Dies
entspricht der Berechnung des FTLE ohne die Division durch At:

o, noDivision%é(f) = In v/ Amaz (D) (7.3)

Der Unterschied im Verlauf der Kurvenschaar zwischen Abbildung und Abbildung [7.1(b)] ist
signifikant. Fiir die Erstellung dieser Kurven wurde der selbe Ausschnitt des quadGyre-Datensatz ver-
wendet. Wenn durch At geteilt wird ist beim gewihlten Zoomfenster bereits ab At = 6s ein Unterschei-
den der einzelnen Kurven praktisch nicht mehr moglich, da diese sich zu weit angenéhert haben. Auch
ist das Anndhern an den Grenzwert 0 gut zu beobachten. Verzichtet man hingegen auf das Teilen durch
At, so wird deutlich, dass die FTLE-Werte auch bei groferen Integrationsldngen stark unterschiedlich
bleiben. Auch ist ein kontinuierlicher Anstieg der Werte zu betrachten: die Separation wichst bei stei-
gendem At. Fiir die Suche nach sich annihernden Teilchen und die Betrachtung der Separation unab-
hingig von der Integrationsdauer ist die Darstellung des FTLE-Wertes ohne die Division durch At somit
ein wichtiges Werkzeug. Auch auf das Ergebnis des Clusterings hat diese Transformation Einfluss: Bei
normaler Berechnung néhern sich mit steigendem At die FTLE-Werte 0 an. Somit weisen diese auch
gegeneinander immer geringere Differenzen auf, wodurch beim Clustering der Bereich mit niedrigem
At dominant wirkt. Wird auf die Division jedoch verzichtet sind auch bei groleren Integrationszeitrau-
men noch Differenzen in den FTLE-Werten ausschlaggebend. Eine nihere Betrachtung findet in Kapitel

[7.3] statt.
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(a) Mit Division durch At. (b) Ohne Division durch At.

(™ zoom: [2.92091:2.92091] - [37.0791:37.0791] mEIB)

R

(c) Fiir Abbildung[7.1] gewihlte Region.

Abbildung 7.1: Vergleich der Kurvenschaar mit und ohne Division durch At.

7.2 Betrachtung des Gradienten

Um ein Sinken beziehungsweise Steigen der FTLE-Werte besser untersuchen zu koénnen liegt es nahe,
den Gradienten des FTLE-Werteverlaufs zu betrachten. Zur Berechnung des Gradienten wird zuerst das
Array mit den FTLE-Werten des selektierten Bereichs wie in Abschnitt[.6.2]berechnet. Daraufhin folgt
ein zweiter Durchlauf, in dem der Gradient mit der Methode der finiten Differenzen berechnet wird. Bei
diesem Berechnungsmodus kann die Division durch At ebenfalls wie in Abschnitt unterdriickt
werden.

Der wing-Datensatz (siche Abschnitt[8.1.4) wurde zur Veranschaulichung der Funktionsweise gewihlt,
da an der Vorder- und Hinterseite des Tragflichenprofils starke, aber kurze Schwankungen des FTLE-
Wertes zu erwarten sind. Der Gradient der Kurven dieses Datensatzes kann in Abbildung[7.2(a)|betrachtet
werden. Wenn sich der FTLE-Wert nicht dndert betrdgt dessen Gradient 0. Ein positiver Gradient wird
durch einen ansteigenden FTLE-Wert verursacht, ein negativer Gradient deutet auf einen abfallenden
FTLE-Wert hin. Anderungen treten in diesem Datensatz beim Erreichen bzw. Verlassen der Tragfliche
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Zeit: [0.0632603sec bis 0.916361sec] - Werte: [-1.354[-|[0][x]

(a) Peak im Kurvenverlauf bei Erreichen der Tragflichenvorderkante. (b) FTLE-Bild der Tragfliche mit
2 verfolgten Partikeln.

Zeit: [0.0632603sec bis 0.916361sec] - Werte: [-1.354 (- (0] (x]
!-
(c) Der zweite verfolgte Partikel erreicht die Kante der Tragfldche. (d) Position des Partikels zu Abbil-
dung 72

Abbildung 7.2: Betrachtung des Gradienten der Diagrammkurven.

auf. Dieser Effekt ist in Abbildung[7.2]zu sehen. Auch wird sichtbar, dass auch die Werte des Gradienten
mit steigendem At zuriickgehen. Die Peaks beim Verlassen des Profils sind in dieser Zoom-Einstellung
bereits nicht mehr zu sehen.

Mochte man auch auf diese Details nicht verzichten bietet es sich an, wie bereits in Kapitel [7.3] ange-
wendet auf das Teilen durch At bei der Berechnung des FTLE-Wertes zu verzichten. Die Diagramme in
Abbildung[7.3] zeigen diese Ergebnisse: Die Peaks bei At = 0.3s sind fast genauso hoch wie die Peaks
der Partikel, die die Tragfliache als erstes erreichen. Das nochmalige Ansteigen des Gradienten hinter
At = 0.8s entsteht beim Verlassen des Tragflichenprofils. Dies ist in Abbildung anhand eines
einzelnen Partikels sichtbar.

Beim Clustering spielt es ebenfalls eine Rolle, ob auf den Kurven der FTLE-Werte oder auf dessen
Gradienten gearbeitet wird. Abbildung[7.4]stellt den Vergleich zwischen normalem Clustering und dem
Clustering auf dem Gradienten dar. In beiden Fillen wurde das Teilen durch At unterdriickt, um auch
die Peaks beim Verlassen des Tragflichenprofils ausreichend zu beriicksichtigen. Als Zeitbereich wurde
At = 0.6s bis At = 0.98s gewihlt. Die Form und Lage der 5 Cluster unterscheidet sich maf3geblich:
Beim normalen Clustering spielt der Absolutwert hier eine groflere Rolle. Deshalb ist fiir die Zuordnung
der Cluster der Zeitpunkt, zu dem ein Teilchen die Tragflichenkante erreicht der dominante Faktor. Beim
Clustern auf den Gradienten hingegen ist die Stiirke der Anderung zu betrachten. Diese ist abhiingig von
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"I Zeit: [0.00199598sec bis 0.988008sec] - Werte: [-0.04( 2 b

(a) Darstellung des Gradienten ohne Division durch At mit den gleichen Partikeln wie
in Abbildung[7.2}

Zeit: [0.00199598sec bis 0.988008sec] - Werte: [-0.04[-|(0][x]

(c) Darstellung des Gradienten ohne Division durch At. Es wurde 1 Partikel verfolgt,
bei dem der Peak beim Verlassen der Tragfldche sehr deutlich zu erkennen ist.

(b) Position des Partikels zum mit
der gelben Markierung in Abbil-

dung markierten Zeitpunkt.

(d) Position des Partikels zum mit
der gelben Markierung in Abbil-

dung markierten Zeitpunkt.

Abbildung 7.3: Betrachtung des Gradienten der Diagrammkurven.
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Zeit: [0.00200401sec bis 0.995992sec] - Werte: [-9.58 - |[0][x]

(a) Clustering auf normalen Diagrammkurven. (b) Darstellung der Cluster zu Ab-
bildung[7:3(a)

Zeit: [0.00199598sec bis 0.988008sec] - Werte: [-0.04[-|[0](x]

(c) Clustering auf den Gradienten der Diagrammkurven. (d) Darstellung der Cluster zu Ab-
bildung

Abbildung 7.4: Clustering auf FTLE-Werten und deren Gradienten.

der Entfernung zur Tragfliche wihrend des Vorbeistromens. Teilchen mit grofer Entfernung erfahren
nur eine geringe Anderung der Separation und werden dem griinen Cluster zugeordnet. Die Teilchen
die die Tragfliiche mit geringerem Abstand umstreifen und somit eine groBere Anderung des FTLE-
Wertes erfahren, befinden sich in den iibrigen 4 Clustern. Die Gebiete dieser Cluster unterschieden sich
hauptsichlich durch den Zeitpunkt, wann das Erreichen der Tragflichenkante (und damit das Auftreten
des Peaks) stattfand.

7.2.1 Fourier-Transformierte des Werteverlaufs

Auf der Suche nach wiederkehrenden Mustern und periodischen Effekten, wie sie z.B. in Wirbeln
auftreten konnen ist die Fourier-Transformation zur Betrachtung des Frequenzspektrums ein méchtiges
Werkzeug. Mit Hilfe der in der FFTW-Library enthaltenen Fast-Fourier-Transformation (FFT)
werden die Spektren der einzelnen Kurven der FTLE-Daten berechnet. Diese Berechnung wird auf der
CPU durchgefiihrt. Bei der Betrachtung der Diagramme ist zu beachten, dass der k-te Wert (von links
nach rechts) der Frequenz k /N entspricht. N ist hierbei die gesamte Anzahl Samplingpunkte der Kurve.
In der linken Hilfte des Diagramms sind die positiven Frequenzen dargestellt, in der rechten Hilfte
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1" Zeit: [0sec bis 16sec] -

A\

(a) Frequenzspektrum der FTLE-Wertekurve. (b) Frequenzspektrum der FTLE-Wertekurve ohne durch At.

Abbildung 7.5: Gradienten der in Abbildung [7.1] gewihlten Region KurvenAt.

die negativen Frequenzen. Dies bedeutet auch, dass in der Mitte des Diagramms die hochste Frequenz
dargestellt wird und diese nach auBen hin abfillt. Am linken bzw. rechten Rand des Diagramms ist der
Gleichanteil eingezeichnet. Da die Ergebnisse in diesem Modus lediglich Qualitativ beurteilt werden
sowie die Ergebnisse des Clusterings auf dem Frequenzspektrum untersucht wird wird auf die BemalBung
der Frequenz im Diagramm verzichtet.

Bei der Betrachtung des Frequenzspektrums muss stets beachtet werden, dass bei Frequenzen |k| > %N
Artefakte auftreten konnen. Niheres iiber das Sampling Theorem und dessen Einfliisse konnen [FroQ7]
entnommen werden. Auf die hier gewihlte Diagrammdarstellung bezogen bedeutet dies, dass lediglich
das linke bzw. rechte Viertel des Diagramms untersucht werden darf. Die roten Streifen am linken Rand
der Diagramme von Abbildung[7.5sind die Beschriftungen der y-Achsen, die sich aufgrund des groBen
Wertebereichs der Fouriertransformierten iiberschneiden.

7.3 Clustering

Als Verfahren fiir das Clustering wird k-means eingesetzt. Fiir den eindimensionalen Fall wird das
Vorgehen in erldutert. Dies kann jedoch sehr einfach auf den zweidimensionalen Fall {ibertragen
werden: Bei diesem Verfahren werden zuerst zufillige Kurven als Reprédsentant eines Clusters gesetzt.
Im zweiten Schritt wird jede Kurven des FTLE-Diagramms dem Cluster zugeordnet, zu dem sie den
jeweils geringsten Abstand haben. Im néchsten Schritt werden Représentanten des Clusters aktualisiert:
Jeder Stiitzpunkt des Reprisentanten zum Zeitpunkt ¢ ist der Mittelwert der Stiitzpunkte zum Zeit-
punkt ¢ aller in diesem Cluster enthaltenen Kurven. Das Zuordnen der Kurven und Aktualisieren der
Représentanten wird so lange wiederholt, bis keine Verdanderungen in der Clusterzuordnung mehr statt-
finden. Als Metrik zur Bestimmung des Abstandes zwischen Clusterrepréisentanten und der zu verglei-
chenden Kurve wird hier die Summe des quadratischen Abstands der Werte verwendet.

d(vcentroida Ucurve) = Z (Ucent'roid (t)) - Ucurve(t))2 (7.4)
t

Eine Eigenschaft des k-Means Clustering ist, dass je nach (zufillig gewihlten) Startwerten andere
Cluster-Zuordnungen auftreten konnen. In der Praxis hat sich jedoch gezeigt, dass beim Wiederholen
des Clusterings lediglich die Reihenfolge (IDs) der Cluster variiert, die Inhalte der Cluster jedoch bis
auf wenige Ausnahmen gleich bleiben.

Der Clustervorgang kann iiber die Anzahl Cluster k gesteuert werden. Ebenfalls hat die Wahl des
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Zeitbereiches, tiber den die Werte verglichen werden einen Einfluss auf das Ergebnis.

Die Auswahl des Zeitbereichs wird mit Hilfe des Datensatzes ,,bottleneck assymetric (siche Abschnitt
[8.1.4) und 4 Clustern untersucht. Dieser Datensatz bietet durch die Engstelle ein starkes Schwanken
des FTLE-Wertes iiber die Zeit. Trotzdem ist das Verhalten von Teilchen in diesem Datensatz sehr
tiberschaubar, es gibt keine nennenswerten Verwirbelungen. Durch die dominante Stromungsrichtung
von links nach rechts ist auch die Uberpriifung, ob Teilchen bereits das Betrachtungsfeld verlassen haben
einfach moglich. Clustering wird iiber einen Zeitbereich durchgefiihrt die Berechnung des FTLE-Bildes
hingegen visualisiert lediglich die Separation zum Zeitpunkt 7°0 + At. Es konnen sich unterschiedliche
Strukturen ausbilden, die nicht zwingend vergleichbar sind. Bei der ersten Gruppe in Abbildung [7.6]
werden fiir das Clustering lediglich die FTLE-Werte zwischen At = 0s und At = 0.3s betrachtet.
Hierzu gehort das Ansteigen der Werte zu Beginn der Betrachtung sowie ein Abfallen, nachdem die
Teilchen die Engstelle passiert haben. Zum Zeitpunkt At = 0.3s haben bereits alle Partikel, die sich
innerhalb des im FTLE-Bild selektierten Bereichs befinden die Engstelle durchlaufen. Hierbei spielt bei
der Zuordnung der Cluster hauptsichlich der Zeitpunkt wann die Teilchen die Engstelle passieren eine
Rolle. Wihrend der Partikel die Engstelle durchliuft herrscht dort eine sehr hohe Geschwindigkeit und
damit verbunden eine hohe Separation. Diese duflert sich in einem kurzen, aber starkem Anstieg des
FTLE-Wertes und fillt sofort hinter dem Engpass wieder steil ab. In Abbildung wurden diese
Peaks mit roten Kreisen markiert. Da der Zeitpunkt, an dem die Engstelle durchschritten wird, direkt
von der Entfernung zu dieser abhéngt, bilden sich die Cluster ringférmig um die Engstelle herum aus.
Beim zweiten gewihlten Zeitbereich, bei dem die Kurven nur zwischen At = 0.3s und At = 0.6s fiir
das Clustering beriicksichtigt werden, weicht die Form der Cluster stark von der zuletzt beschriebenen
ab. Am Anfang des betrachteten Bereiches passieren die in der Selektion des FTLE-Bildes ganz links
liegenden Partikel noch den Engpass. Deswegen ist die linke Grenze zwischen rotem und griinem Cluster
in Abbildung noch in Form einer Ellipse um den Engpass ausgebildet. Bis At = 0.6s entfernen
sich die Partikel immer weiter von der Engstelle, wobei die Anderung der Separation und somit die
Anderung des FTLE-Wertes immer geringer wird. Am Ende des Betrachtungsbereiches mit At = 0.65s
hat jedoch noch kein Partikel den rechten Rand des Datensatzes iiberschritten.

In Abbildung[7.6(f)lund dem zugehérigen Diagramm [7.6(e)] erreichen hingegen Partikel aus allen Clus-
tern bereits den rechten Rand. Uberwiegend die auf der y-Achse in der Mitte liegenden Teilchen iiber-
schreiten die Datensatzgrenze. Teilchen die den Rand erreichen sind in jedem Cluster enthalten, keines
der Cluster enthalt ausschliefSlich Teilchen die am Rand ankommen. Da Teilchen, die die Datensatz-
grenze iiberschreiten dort ,.eingefroren* und nicht mehr weiter advektiert werden, stellt sich dort eine
Art stationdrer Zustand ein: der Wert beim Verlassen des Feldes wird somit maBgeblicher Faktor zur
Auswahl des Clusters. Die Hohe dieses Wertes wird in diesem Datensatz hauptsidchlich durch die y-
Position mit der der Partikel die Engstelle passiert bestimmt. Auch wenn die Form der Cluster symme-
trisch und gleichmiBig erscheint ist ein praktischer Nutzen der Analyse von Kurven, deren Partikel zu
unterschiedlichen Zeiten das Feld verlidsst zweifelhaft oder zumindest mit Vorsicht zu betrachten. Jedoch
steht auBer Frage, dass die Auswahl des fiir das Clustering zu betrachtenden Zeitbereiches wesentlichen
Einfluss auf das Ergebnis und die Aussage des Clusterings hat.

Es muss ebenfalls untersucht werden, welche Rolle die Lange des Zeitbereichs hat, auf dem geclustert
wird. Hierzu wird der Startzeitpunkt fest auf At = 0s gelegt und lediglich der Endzeitpunkt variiert.
Clustering auf nur einem Slice zu Beginn des Datensatzes liefert das in Abbildung|[7.8|gezeigte Resultat.
In Abbildung ist anzumerken, dass zur Zuordnung der einzelnen Kurven zum jeweiligen Cluster
nur der im Diagramm selektierte Zeitbereich betrachtet wird - das Berechnen der Reprisentanten erfolgt
hingegen der Anschaulichkeit wegen iiber den kompletten Zeitbereich. Ansonsten wiren lediglich 4
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I Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200] E]@E]

(a) gewihlter Zeitbereich: Anfang bis At = 0.3sec.

Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200]

(c) gewibhlter Zeitbereich: At = 0.3sec bis At = 0.6sec.

Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200]

(e) gewihlter Zeitbereich: At = 0.6sec bis At = 1sec.

(b) resultierende Cluster.

(d) resultierende Cluster.

(f) resultierende Cluster.

Abbildung 7.6: Diagramm-Darstellung des FTLE-Werteverlaufs.
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L] Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200]

(a) Zeitpunkt der in Abbildung [7.7(b)] dargestellten Partikel (gelbe Linie). Die Peaks  (b) in unterschiedlichen Clustern
des FTLE-Wertes beim Durchstromen der Engstelle wurden mit roten Kreisen markiert.  gestartete Partikel.

Abbildung 7.7: Tracen von Partikeln in den Clustern aus Abbildung [7.6(¢) bzw. [7.6(T)l

IC Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200] (=][2)[x]

(a) Clustering auf nur 1 Slice: Dargestellt sind lediglich die Représentanten der 4 (b) Anordung der Cluster.
Cluster.

Abbildung 7.8: Variation des Zeitbereichs, auf dem geclustert wird.
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Punkte statt der 4 Kurven darstellbar. Auf die Zuordnung der Kurven zu ihren Clustern hat diese
zusitzliche Berechnung jedoch keinen Einfluss. Auffillig ist hierbei, dass die Cluster hierbei nicht zu-
sammenhingen. Der blaue Cluster in Abbildung tritt ganz links sowie ganz rechts auf, darauf
folgen von auflen nach innen der griine und der tiirkisfarbene Cluster. Lediglich der rote Cluster in
der Mitte tritt nur einmal auf. Den Grund fiir dieses Verhalten liefert eine Betrachtung von Partikeln,
die in den jeweiligen Feldern gestartet werden. In Abbildung wurden in mehreren Clustern Partikel
gestartet. Im Diagramm sind die Cluster-Représentanten (wei3) sowie die Kurven der verfolgten Partikel
(hellgrau, breitere Linien) eingezeichnet. Zu erkennen ist, dass die Partikel des linken blauen Clusters
die Engstelle noch nicht passiert haben, die des rechten blauen Clusters befinden sich hingegen bereits
dahinter. Partikel des griinen Clusters sind ebenfalls noch vor der Engstelle (linkes griines Cluster) bzw.
dahinter (rechtes griines Cluster), jedoch deutlich ndher am Cluster. Nur die Partikel, die im roten
Clusters gestartet wurden befinden sich zum Zeitpunkt des fiir das Clustering beriicksichtigten Slices
direkt in der Engstelle. Da beim Clustering auf einem einzelnen Zeitschritt lediglich die Momentanwerte
beriicksichtigt werden und nicht der Verlauf des Wertes fallen hier die Partikel mit gleichem FTLE-Wert
in ein Cluster, unabhiingig davon ob dieser vor- oder nach dem beim Passieren der Engstelle auftretenden
Peak auftritt.

Wird hingegen iiber einen ldngeren Zeitraum geclustert, so fillt der zeitliche Verlauf stirker ins Gewicht.
Abbildung zeigt die Cluster, die unter Beriicksichtigung des Kurvenverlaufs zwischen At =
0.3s bis At = 0.8s erstellt wurden. Durch Setzen von Testpartikeln wurde iiberpriift, dass auch am
Ende der Betrachtungszeit noch keine Teilchen den rechten Bereich des Datensatzes verlassen haben.
Wie zu erwarten spielt es bei der Betrachtung iiber diesen ldngeren Zeitraum nun eine Rolle, zu welchem
Zeitpunkt das Teilchen die Engstelle passiert - nicht zusammenhingende Cluster treten nicht mehr auf.
Ebenfalls verindert der Verzicht auf die Division durch At bei der Berechnung des FTLE-Wertes die
Resultate Da alle At bei diesem Zeitfenster kleiner als 1 sind sinken die Werte deutlich, weshalb
die Zoomeinstellung im Diagramm angepasst wurde. Durch das Auslassen dieser Division, die die
Dampfung der Werte mit wachsendem At reduziert, wichst hierbei der Einfluss der Werte gegen Ende
des Betrachtungszeitraumes. Die hierdurch resultierende Aufteilung der Cluster zeigt Abbildung[7.10(d)}

7.4 Visuell vereinfachte Untersuchung von Symmetrien durch Clustering

Das Auffinden von Symmetrien sowie von unsymmetrischen Bereichen wird anhand des Datensatzes
,.bottleneck (siche Abschnitt durchgefiihrt. Hierzu wird mit Hilfe von Matlab ein modifizierter
Datensatz erzeugt, bei dem der untere Teil des Hindernisses nach rechts verschoben ist (Abbildung
[7.11(b)). Der Versatz betriigt gerade einmal 10% des Abstands zwischen oberer und unterer Hindernis-
spitze und ist im FTLE-Bild mit bloBen Auge nur schwer erkennbar.

In Abbildung wird das Bild mittels Clustering untersucht. Der fiir das Clustering verwendete
Zeitbereich geht tiber die komplette Datensatzlidnge von At = Osec bis At = 0.1sec, da gegen Ende des
Zeitbereiches keine extremen Schwankungen auftraten. Bei einem Clustering mit 4 Clustern (Abbildung
sind an den Grenzen des rot gefidrbten Bereichs bereits Auswirkungen der Assymetrie erkenn-
bar: der tiirkisfarbige Einschnitt ist im unteren Bereich deutlich gréBer als im oberen. Bei einer Erth6hung
der Clusterzahl auf 10 werden wie in Abbildung[7.13(b)|ersichtlich noch mehr Details deutlich: der Rand
zwischen hellgriinem und gelbem Cluster hat einen unterschiedlich groBen Einschnitt. Ebenfalls ist der
rechte, rosafarbige Cluster etwas unterhalb der Mitte stark eingeschnitten.
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= Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200] =|{O]|=

’ ' 1 | 1 | | |
!b 7,014 0,027 0,041 0,054 0,068 0,081 0,09¢

Abbildung 7.9: Untersuchung der Clusteraufteilung durch Verfolgung von Partikeln.
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iC Zeit: [0sec bis 0.1sec] - Werte: [-100 bis 200] S]] (x]]

(a) Kurven der 4 Cluster-Reprisentanten. Um diese besser erkennen zu kénnen wurden
die tibrigen Kurven ausgeblendet.

(W Zeit: [0.000399998sec bis 0.0996sec] - Werte: [-7.312(_] (0] (x]]

(c) Diagramm der FTLE-Werte und der 4 Cluster-Reprisentanten. Hier wurde die
Division des FTLE-Wertes durch At unterdriickt.

(b) Resultierende Cluster zu Abbil-
dung [7T0a)

(d) Resultierende Cluster zu Abbil-
dung [TT0CY

Abbildung 7.10: Durchfithrung des Clusterings auf einem groeren Intervall von At = 0.3s bis At =

0.8s.
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(a) Symmetrische Form des Hindernisses im Datensatz  (b) modifizierter Datensatz mit assymetrischem Hindernis.
,.bottleneck1*.

Abbildung 7.11: Vergleich des FTLE-Bildes zwischen originalem und modifiziertem Datensatz.

Beim symmetrischen Bild (Abbildung hingegen sind die Cluster absolut symmetrisch ausge-
bildet - sogar die Ausreifler des rechten, gelben Clusters sind oben und unten gleich weit ausgebil-
det. Auffillig ist auch, dass die Cluster nahe der Engstelle beim assymetrischen Bild deutlich schirfer
abgegrenzt sind als beim symmetrischen, obwohl der Zeitbereich sowie die Schrittweite des Runge-
Kutta-Integrators unveréindert blieben. Dieses Verhalten blieb auch bei Verkiirzung des Zeitbereichs und
mehrmaligem Neusetzen der (zufillig gewihlten) Startwerte des K-Means Clusterings bestehen. Ein
VergroBern der Schrittweite des RK4-Operators verstirkt den Effekt. Es ist also anzunehmen, dass beim
symmetrischen Datensatz die bei der Integration entstehenden Fehler stirker ins Gewicht fallen als beim
assymetrischen.

Der Vorteil dieses Ansatzes zur Erkennung von assymetrischen Bereichen ist, dass nicht nur die Se-
paration zu einem konkretern Zeitpunkt betrachtet wird, sondern die Veridnderung der FTLE-Werte
iber einen groBeren Zeitraum eine Rolle spielt - und sich kleinere Unterschiede zu einer groBeren
Wirkung aufsummieren kénnen. Auch wird hierbei die volle Bildfliche zur Darstellung von Information
ausgenutzt: gerade in den bei diesem Datensatz sonst einheitlich schwarz erscheinenden Bereichen
erscheinen die fiir den Benutzer wichtigsten Details in Form von ausgeprigten Clustergrenzen.
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(a) Symmetrische Form des Hindernisses im Datensatz  (b) modifizierter Datensatz mit assymetrischem Hindernis.
,bottleneck1.

Abbildung 7.12: 4 Cluster.

(a) Symmetrische Form des Hindernisses im Datensatz  (b) modifizierter Datensatz mit assymetrischem Hindernis.
,.bottleneck1.

Abbildung 7.13: 10 Cluster.
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7.5 Kriterium: FTLE-Wert fillt iiber ein gewisses Intervall unter Max

Beim Betrachten sinkender Werte ist es notwendig, die Division durch At zu deaktivieren, um nicht
filschlicherweise das Abfallen der Werte durch die Division zu detektieren. Der ,,bottleneck*-Datensatz
eignet sich zur Untersuchung hervorragend, da die Werte bei Anndherung an den Engpass steigen und
dahinter rasch abfallen. Der Startzeitpunkt fiir die Anwendung des Kriteriums wurde auf At = 0.004s
gelegt. Zu diesem Zeitpunkt ist der initiale Anstieg der FTLE-Werte bereits abgeschlossen, jedoch hat
noch kein Teilchen den Engpass erreicht. In Abbildung wurde von Abbildung bis Abbil-
dung ein Interval von 10 slices gewahlt. Das Diagramm besteht hierbei aus 500 slices, wodurch
das Interval eine Linge von 0.002 Sekunden hat. Bei Abbildung [7.14(e)|und [7.14(h)| wurde das Interval
auf 70 slices (0.014 Sekunden) verlidngert. Dies bedeutet, dass der niedrige Wert iiber eine ldngere Zeit
gehalten werden muss, wodurch Werte die zu spit abfallen nicht mehr beriicksichtigt werden. Auffillig
ist, dass dies erst Einfluss auf den Selektionsbereich in der Nihe der Engstelle hat, der linke Bereich der
Selektion bleibt unverindert gegeniiber[7.14(b)} Grund ist, dass die Teilchen, die sich zum Startzeitpunkt
bereits nahe an der Engstelle befinden zum Ende der Betrachtungszeit bereits den Datensatz auf der
rechten Seite verlassen haben und deren Position dort eingefroren wird. Dieser Effekt ist in den meisten
Fillen nicht erwiinscht, muss jedoch beriicksichtigt werden und ist hier sehr deutlich zu erkennen.
Detailliert wird diese Problematik in Kapitel |/.7|behandelt.

Weiterhin besteht die Moglichkeit, den mindest-Abfall des FTLE-Wertes nicht absolut sondern in Prozent
anzugeben. Dies ist sinnvoll, wenn Kurven die mit sehr grofler Streuung gleichzeitig auf fallende Werte
untersucht werden sollen. Kurven mit hohem Maximum miissen verhéltnisméBig stirker abfallen um
dem Kriterium zu entsprechen als Diagrammkurven mit geringerem Maximum. Zu sehen ist diese
verdanderte Form des selektieren Bereichs in Abbildung Werte mit geringerem Maximum und
geringerem Abfall des Wertes befinden sich vorwiegend oberhalb bzw. unterhalb des Selektionsgebietes.
Dort erweitert sich das Gebiet, das dem Kriterium entspricht, und wurde ebenfalls blau geférbt.

7.6 Kriterium: FTLE-Wert steigt iiber ein gewisses Intervall iiber Min

Eine andere Auswahlmoglichkeit ist das Aufspiiren von Werten, die iiber ein festgelegtes Intervall iiber
dem Minimum des FTLE-Wertes innerhalb der Selektion liegen. Abbildung|[7.15|zeigt die Anwendungen
des Kriteriums. Wird die Hohe des Wertes, um die das Minimum iiberschritten wird vergrofert, so
entsprechen weniger Diagrammkurven diesem Kriterium. Der blau markierte Bereich der FTLE - Wer-
teverldufe die diesem Kriterium entspricht befindet sich in desto groerer Entfernung, je hoher die
Schwelle angesetzt wird. Die Ursache liegt darin, dass die FTLE-Werte mit groferer Entfernung zu
Beginn einen niedrigeren Wert aufweisen und somit ein geringeres Minimum besitzen. Es fillt jedoch
auf, dass sich in Abbildung eine Art Zunge in der Nihe der Engstelle ausbildet. In Abbildung
wird die Trajektorie eines Partikels an dieser Position verfolgt. Hierbei wird deutlich, dass die
FTLE-Werte in dieser Region kurz hinter der Engstelle sehr stark abfallen und dadurch das Uberschrei-
ten des hierbei gesetzten Minimums erleichtert ist. Die gelbe Zeitmarkierung in Diagramm
markiert den Zeitpunkt, zu dem das in der Zunge gestartete Teilchen direkt in der Engstelle steht (Peak
des FTLE-Wertes), um die Partikel zuordnen zu kénnnen. Dem Vergleich zwischen Abbildung
und Abbildung kann man entnehmen, dass beim VergroBern des zu erfiillenden Intervalls von
10 auf 30 slices Werte mit groBer Entfernung zur Engstelle ausgefiltert werden.
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Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(_|(0][x]

L L e e e i e

(a) Dagestellt sind Kurven, die iiber 10 Slices um 3 Einheiten unter dem Maximalen  (b) Detektierter Bereich im FTLE-
FTLE-Wert liegen. Bild zu Abbildung[7.14(a)]

Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|(0][x]

R AR T

(c) Dagestellt sind Kurven, die tiber 10 Slices um 4 Einheiten unter dem Maximalen  (d) Detektierter Bereich im FTLE-
FTLE-Wert liegen. Bild zu Abbildung[7.T4(c)]

Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|[0)(x]

(e) Dagestellt sind Kurven, die iiber 70 Slices um 3 Einheiten unter dem Maximalen  (f) Detektierter Bereich im FTLE-
FTLE-Wert liegen. Bild zu Abbildung[7.14(e)]

Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|(0][x]

N AR

(g) Dagestellt sind Kurven, die iiber 70 Slices um 400% unter dem Maximalen (h) Detektierter Bereich im FTLE-
FTLE-Wert liegen. Bild zu Abbildung[7.14(g)]

Abbildung 7.14: Detektion fallender FTLE-Werte.
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Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|(0](x]

(a) Die selektierten Kurven liegen iiber ein Intervall von 10 slices um mindestens 4,0 ~ (b) Selektierter Bereich im FTLE-
Einheiten iiber dem Minimum. Bild zu Abbildung[7.15(a)]

(W Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(—|(0](x]

(c) Die selektierten Kurven liegen iiber ein Intervall von 10 slices um mindestens 4,5  (d) Selektierter Bereich im FTLE-
Einheiten iiber dem Minimum. Bild zu Abbildung[7.T5(c)]

Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|(0](x]

(e) Die selektierten Kurven liegen iiber ein Intervall von 10 slices um mindestens 5,0  (f) Selektierter Bereich im FTLE-
Einheiten iiber dem Minimum. Bild zu Abbildung[7.15(e)]

Abbildung 7.15: Betrachtung von Gebieten, deren FTLE-Wert iiber ein Intervall von 10 slices (0.002
Sekunden) um den vorgegebenen Betrag iiber dem Minimum der jeweiligen Kurve liegt.
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W Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(- (0] [x]

b il

(a) Selektion von Werten, die das Minimum um 4 Einheiten iiber ein Interval von 30  (b) Selektierter Bereich im FTLE-
slices iiberschreiten. Bild zu Abbildung[7.16(a)]

Abbildung 7.16: Wie Abbildung[7.13] jeodch VergroBerung des zu erfiillenden Intervalls auf 30 slices.

7.7 Schwierigkeit: Uberschreiten der Datensatzgrenzen

Vorsicht ist auch bei der Wahl des richtigen Zeitbereichs im Bezug auf den zu untersuchenden FTLE-
Bildbereich: Falls der Zeitbereich zum Ende hin zu grof3 gewéhlt wird kénnen Teilchen das Feld bereits
verlassen. Anschaulich gezeigt werden kann dies am Tragflichen-Datensatz: In Abbildung [7.17] ist
das FTLE-Bild der Tragfliche gezeigt. Das Gebiet wurde so gewihlt, dass auch ein an der rechten
Kante des selektierten Bereichs liegendes Partikel innerhalb des entsprechend Abbildung[7.18|gewihlten
Zeitbereichs noch nicht die Grenzen des Datensatzes verldsst. Somit ist sichergestellt, dass der nahe
der verfolgten Partikelgruppe blau markierte Bereich nicht falschlicherweise aufgrund von FTLE-Wert-
Schwankungen, die beim Verlassen der Datensatzgrenze entstehen, selektiert wurde. Der FTLE-Wert
fillt beim Passieren der Hinterkante des Fliigels kurzzeitig ab: hier treffen die Partikel oberhalb der
Tragfliche mit den Partikeln, die unterhalb des Fliigels vorbei advektiert wurden wieder zusammen -
und die Partikelgruppe wurde in der vertikalen Achse etwas ndher zusammengedriickt.

Fiir Abbildung [7.19 wurde hingegen ein deutlich groBerer Zeitbereich untersucht - der Plot der ent-
sprechenden Kurven befindet sich in Abbildung Man beachte, dass die Endposition der verfolg-
ten Partikel (gelber Balken im Diagramm) innerhalb der Selektion liegt, die Teilchen aber bereits auf
der rechten Seite den Bildbereich verlassen haben. Es ldsst sich dadurch nicht mehr klar erkennen,
ob der Abfall des FTLE-Wertes durch das Verlassen des definierten Datensatzbereiches oder beim
Vorbeistromen an der Hinterkante der Tragflachenkante verursacht wurde. Da hier alle Teilchen fast
gleichzeitig das Feld verlassen, ist die Schwankung des FTLE-Wertes im Diagramm nicht sichtbar.

7.7.1 Losungsansitze

Ein vom Benutzer durchfiihrbares Mittel zur Plausibilitétspriifung ist das Setzen von Partikeltracern an
den Grenzen des selektierten Bereiches bzw. auch vorwiegend in den bereits durch das Anstiegs- oder
Abfallkriterium markierten Bereiches. Hierdurch kann festgestellt werden, ob und wann Teilchen die
Datensatzgrenze verlassen. Darauthin kann falls n6tig im Diagramm der gewihlte Zeitbereich angepasst
werden. Diese Anpassung des Betrachtungsbereichs sowie die Auswahl des Zeitbereiches ist jedoch
nicht trivial. Beim Tragflachen-Datensatz ist eine Eingrenzung iiber den Zeitbereich noch machbar, da
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Abbildung 7.17: FTLE-Bild mit selektiertem Bereich. Blau markiert ist das Gebiet, indem das Kriterium
(angestiegener FTLE-Wert) zutrift. Unterhalb des Fliigels wurde die Trajektorie einer Partikelgruppe
gezeichnet

Abbildung 7.18: Diagramm der selektierten Kurven bei richtiger Begrenzung von At: die gelbe Linie
hinter dem selektierten Bereich zeigt die aktuelle Position des in Abbildung gezeigten Partikels.
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Abbildung 7.19: Der selektierte Bereich sowie die Partikel-Startposition entspricht der Konfiguration in
Abbildung Die Endposition der verfolgten Partikel liegt jedoch bereits auflerhalb des Datensatzes.

Abbildung 7.20: Diagramm der selektierten Kurven zu Abbildung
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nur eine dominante Stromungsrichtung (nach rechts) vorliegt und Abweichungen/Verwirbelungen ge-
geniiber der horizontalen Bewegung vernachléssigbar sind. Jedoch ist auch hier bereits die Problemstel-
lung gegeben, dass weiter links liegende Teilchen erst zu einem spiteren Zeitpunkt den rechten Bildrand
verlassen - wenn ein an der rechten Tragflichenkante gestartetes Teilchen bereits die Datensatzgren-
ze verldsst erreicht ein ganz links gestartetes Teilchen ggf. noch nicht einmal die rechte Fliigelkante.
Bei sehr weit links liegenden Teilchen werden hier bei kurzen Zeitbereichen Features iibersehen, bei
rechts liegenden hingegen besteht die Gefahr, Randgebietserscheinungen als Feature misszudeuten. Bei
komplexeren Datensitzen ist die Auswahl des Zeitbereiches desto komplexer bzw. fiihrt nicht zum ge-
wiinschten Ergebnis.

Gelost werden kann dies durch ein Abbruchkriterium, dass sobald ein Teilchen den Bildrand verldsst
(und die Kurve bis dahin noch nicht als markiert galt) eine weitere Untersuchung dieser einzelnen
Kurve unterbindet. Somit konnen beliebig lange Zeitbereiche untersucht werden, ohne dass ungewollte
Spriinge durch das Verlassen der Datensatzgrenze einbezogen werden. Ein Verwerfen der kompletten
Kurve ist hingegen nicht sinnvoll, da die Werte vor dem Verlassen der Datensatzgrenze giiltig sind -
und bei chaotischen Datensitzen nach hinreichender Intergrationszeit sehr viele Startpositionen zu einer
Endposition auBerhalb des Datensatzes fithren konnen.

7.8 Kombination beider Kriterien

Um Bereiche zu finden, bei denen der FTLE-Wert zuerst ansteigt und darauthin wieder abfillt (bzw.
umgekehrt) kann das Kriterium auch ein zweites Mal mittels ,,und*-Verkniipfung angewendet werden.
Die Erfiillung des zweiten Kriteriums wird jedoch nur auf dem Bereich, der zeitlich nach der Erfiillung
des ersten Kriteriums liegt, gepriift. Wiirde dies nicht beriicksichtigt, so kénnte nicht unterschieden
werden ob ein Wert zuerst {iber das Minimum ansteigt und dann unter das Maximum abfillt oder zuerst
abfillt und dann ansteigt. In Abbildung muss der FTLE-Wert ein Minium haben, iiber das er
dann wieder ansteigt. Zur Erfiillung der Kriterien in Abbildung ist hingegen ein Maximum mit
darauffolgendem Abfallen der Werte notwendig.

7.9 Resonanzen und Drehgeschwindigkeiten von Wirbeln

Der QuadGyre Datensatz (siehe Abschnitt[8.1.1]) besteht aus 4 Wirbeln. Die Drehrichtung dieser Wirbel
ist in Abbildung mit gelben Pfeile eingezeichnet. Im Diagramm werden durch diese Wirbel perio-
dische Schwingungen hervorgerufen (Abbildung[7.23(b)). Bei der Erstellung des Diagramms wurde die
Division durch At deaktiviert, um auch gegen Ende des Betrachtungszeitraumes noch Wertschwankung-
en verfolgen zu konnen. Um die Umlaufdauer zu untersuchen wird ein Partikel an einer Stelle verfolgt,
die ein deutliches Oszillieren des FTLE-Wertes im Diagramm aufweist. In Abbildung wurden die
Integrationsléngen jeweils so gewihlt, dass im Diagramm an dieser Stelle ein Minimum vorliegt. Dies
ist jeweils beim Erreichen des Ausgangspunktes der Fall, also nach vollstdndigen Umdrehungen. Da die
Trajektorien des Particle Tracers durch lineare Abschnitte interpoliert werden und die einstellbaren Zeit-
schritte diskret sind muss hier 1 Zeitschritt vor dem Tiefpunkt sowie 1 Zeitschritt nach dem Tiefpunkt
untersucht werden. Falls diese weiter vom urspriinglichen Startpunkt entfernt sind als die Position am
Tiefpunkt, so kann die Position am Tiefpunkt als vollstindige Umdrehung angesehen werden. Nach der
5. Umdrehung wurde am verfolgten Partikel eine Integrationsldange von t;,qcer = 1.728s ermittelt. Die
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Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(-|[0](x]

(a) Zuerst abfallen um 4 iiber 10 slices, dann ansteigen um 0,1 iiber 10 slices. (b) Zusitzlich wurde ein Partikel
eingestreut, der den Peak nach
unten verdeutlicht.

Zeit: [0.0012024sec bis 0.0997996sec] - Werte: [-15.5(- (0] (x]

(c) Zuerst abfallen um 4 tiber 20 slices, dann Ansteigen um 3,1 tiber 20 slices. (d) FTLE-Bild zu Abbildung
[7.21(c),

Abbildung 7.21: Verkniipfung der Detektion abfallender und ansteigender Werte.
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(a) Fiir die Betrachtung des Diagramms selektierter (b) Vergleich der Umlaufzeiten: im Wirbelzentrum ist
Bereich. die Umlaufzeit kiirzer.

Abbildung 7.22: Drehrichtung und Umlaufzeiten eines Wirbels des QuadGyre-Datensatzes.

Umlaufdauer des Teilchens betrdgt somit ¢, = % In Abbildung ist anhand der verfolgten
Partikel sichtbar, dass die Umlaufdauer im Zentrum des Wirbels geringer als am Rand des Wirbels ist.
Im Diagramm &duBert sich dies durch ein Auseinanderdriften der Position der Tiefpunkte: Zum Zeit-
punkt der Abbildung[7.24(b)| fallen noch alle Tiefpunkte auf die gleiche Position auf der Z-Achse. Beim
finften Wirbel (Abbildung [7.24(})) hingegen ist der Zeitpunkt, zu dem der Tiefpunkt auftritt bereits je
nach Position des Teilchens deutlich frither oder spiter.

Beim Clustering fallen Kurven mit dhnlichem Auftrittszeitpunkt des Tiefpunktes in das gleiche Cluster.
Hierdurch bilden sich beim Clustering kreisformige Ringe als Clusterform aus.

(@ Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432 [ |(0][x]]

(a) Fiur die Betrachtung des (b) Periodische Schwingungen im Diagramm.
Diagramms selektierter Bereich.

Abbildung 7.23: Untersuchung des Diagramms eines Wirbels.
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7.9.1 FFT

In Abbildung [7.26] wird die Fourier-Transformierte des FTLE-Werteverlaufs betrachtet. Mittels Zoom
ist der Betrachtungsbereich des Diagramms in Abbildung [7.25(b)| auf das erste Viertel beschriinkt. Die
Frequenzen sind im Diagramm aufsteigend von links nach rechts angeordnet. Der deutliche Peak bildet
sich durch das zyklische Steigen und Fallen des FTLE-Wertes aufgrund der Rotation im Wirbel aus.

) Zeit: [0:0320641sec bis 7.91984sec] - Werte: [-4:5274. 5 @)

(a)  Gewdhlter Betrach- (b) Betrachtung des Frequenzspektrums des Bereiches aus Abbildung

tungsbereich des QuadGyre- 7.25(a)]
Datensatzes.

Abbildung 7.25: Betrachtung der Fourier-Transformierten.

Wenn wie in Abbildung [7.25(b)| nur ein kleines Gebiet selektiert wird, ist sind die Umlaufdauer aller
Teilchen @hnlich. Wird jedoch ein groerer Bereich nahe des Wirbelzentrums gewihlt, fallen Partikel
mit unterschiedlicher Umlaufdauer in diesen Bereich. Das Frequenzspektrum enthilt mehrere, weniger
scharf begrenzte Peaks (Abbildung[7.26(b)). Clustering fiihrt hier zu einer Gruppierung der Partikeln mit
dhnlicher Umlaufdauer. Aus diesem Grund bilden sich in Abbildung [7.26(b)| kreisformige Cluster aus.
Beim Bouyancy-Datensatz hingegen herschen viele Verwirbelungen, die zu einem chaotisch wirkenden
Frequenzspektrum fithren. Erwartungsgemal liefert Clustering hierauf eine sehr verrauschte Clusterauf-
teilung, dies ist in den Abbildungen[7.26(c) und[7.26(d)|ersichtlich.




(a) Gewihlter Betrachtungs-
bereich des QuadGyre-
Datensatzes. Die 4 Cluster
bilden kozentrische Kreise.

(c) Im Bouyancy-Datensatz
sind die Cluster weniger
zusammenhéngend.

7.9. RESONANZEN UND DREHGESCHWINDIGKEITEN VON WIRBELN

(W Zeit: [0.0961924sec bis 6.50902sec] - Werte: [-0.2512(—] (0] [x]]

(b) Betrachtung des Frequenzspektrums des Bereiches aus Abbildung
7.26(a))

(@ Zeit: [0.0425716sec bis 3.05452sec] - Werte: [-0.7685() (0] (%]

(d) Betrachtung des Frequenzspektrums des Bereiches aus Abbildung
7.26(c)

Abbildung 7.26: Betrachtung der Fouriertransformierten und Clustering.
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(a) 1. Umdrehung.

(¢) 2. Umdrehung.

(e) 3. Umdrehung.

(g) 4. Umdrehung.

(1) 5. Umdrehung.

(W Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432—| (0] (x]|

(b) Periodische Schwingungen im Diagramm.

(@ Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432 _][0] ]|

(d) Periodische Schwingungen im Diagramm.

(W Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432 ][0 [x]|

(f) Periodische Schwingungen im Diagramm.

(W Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432[_| (0] [x]|

(h) Periodische Schwingungen im Diagramm.

(W Zeit: [0.0661845sec bis 1.78358sec] - Werte: [-7.4432(—|[0][x]|

(j) Periodische Schwingungen im Diagramm.

Abbildung 7.24: Untersuchung der Tiefpunkte im Diagramm.
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Kapitel 8

Auswertung

8.1 Stromungsdatensitze

Stromungsdatensitze konnen entweder analytisch oder in Form von diskretisierten Werten auf einem
Gitter vorgegeben werden. Die Wahl der Speicherungsmethode hingt maBgeblich von der Herkunft
der Daten ab - analytische Simulationsdaten kénnen sowohl als Formel gespeichert werden als auch in
diskrete Werte umgewandelt werden. Die Umwandlung von Gitterbasierten Daten einer Simulation in
ein analytische Form ist jedoch nur durch Approximation und Interpolation (z.B. durch lineare Interpo-
lation oder Bézierkurven) moglich - und ergibt in vielen Fillen unhandlich groe Gleichungssysteme.

8.1.1 Analytisch vorgegebene Stromungsdatensiitze

Bei analytischer Vorgabe eines Stromungsdatensatzes wird der Geschwindigkeitsvektor ¥/ (15, t) eines
Teilchens an der Position P zum Zeitpunkt ¢ mit Hilfe eines Gleichungssystems vorgegeben. Diese
Vorgehensweise ist nur fiir simulierte Stromungsfelder verwendbar, da bei Messungen diskrete Mess-
werte statt einer Gleichung vorliegen. Der Vorteil eines analytischen Datensatzes liegt darin, dass keine
Interpolation zwischen Messwerten notwendig ist. Problematischer ist allerdings die Einbindung solcher
Datensitze in das Auswertungsprogramm, da der Datensatz entweder bereits zum Zeitpunkt des Com-
pilierens in den Quelltext eingebunden werden muss - oder ein Interpreter fiir mathematische Formeln
verwendet werden muss. Analytische Datensédtze wurden hier lediglich zur Validierung verwendet und
fiir diesen Verwendungszweck fest in den Quelltext einprogrammiert. Die zur Auswertung verwendeten
analytisch erstellten Datensitze wurden auf einem karthesischen Gitter mit 41x41 Punkten diskretisiert.

DoubleGyre Auf einem 412412321 groflen
Feld werden 2 Wirbel simuliert.
Die Formel zur  Erstellung des
Datensatzes  lautet  ¥(z,y,t) =
—mAsin(mf(x,t)) cos(my)

(ﬂ'A cos(mf(x,t))sin(my) g{;)
f(z,t) = a(t)z? + b(t)x

a(t) = esin(wt)

b(t) = 1 — 2esin(wt) und stammt aus
[SLMO5]]. Als Paramter wurden ¢ = 0.25
und w = 27 gewihlt. In dieser Abbildung
betrigt T0 = 1.0sec, At = 0.81sec.

mit
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QuadGyre Vierfacher Wirbel.

Der Datensatz wurde mit der gleichen
Formel wie der DoubleGyre erstellt,
allerdings wurde die y-Achse auf
einem Bereich von [0..2] statt [0..1]
skaliert. Fiir die Darstellung wurde wie
beim DoubleGyre 70 = 1.0sec und
At = 0.81sec verwendet.

8.1.2 Stromungsdatensiitze auf reguliren Gittern

Die vorliegenden Datensétze liegen in einem Dateiformat vor, das diskrete Werte auf einem regulidren
Gitter beinhaltet. Prinzipiell sind auch andere Datensatzformen denkbar: Beispielsweise konnte statt
des reguldren Gitters ein an Regionen mit komplexem Stromungsverhalten feiner aufgeldstes Gitter
verwendet werden, um dort die Stromungsdaten detaillierter erfassen zu konnen. Auch wére ein rundes
statt eines rechteckigen Gebietes denkbar - diese Moglichkeiten werden hier jedoch nicht behandelt, es
wird stets ein regulédres Gitter mit equidistanter Unterteilung angenommen.

Bouyancy Der von Sadlo in [SWI10] verwendete
Datensatz simuliert eine geschlossene
Kammer, in der ein Gas angeregt durch
unterschiedliche Temperaturniveaus
zirkuliert. In der Mitte dieser Kammer
befindet sich ein fiir das Gas nicht
durchdringbares Hindernis.

Die GroBle des Datensates betrigt 41x41
Eintrige in x-/y-Richtung und 321 Zeit-
schritte. Abgebildet ist der Datensatz
zum Zeitpunkt 70 = 4.5sec mit einer
Integrationsliange von At = 0.8sec.

8.1.3 Datensatz: elektrisches Feld

Bei diesen Datensitzen wird die Wirkung eines elektrischen Feldes auf eine Probeladung simuliert.
Zwischen im Raum verteilten Punktladungen bildet sich ein elektrisches Feld aus. Es wurden zwei
positive und eine negative Punktladung verwendet. Die Probeladung hat eine negative Ladung von
Aprobe = 10e™. !

Beim Eletrco3-Datensatz werden 1 negative und 2 positive Punktladungen auf einer 2-dimensionalen
Ebene platziert. Die positiven Ladungen sind )1 und Q2 mit ¢; = 400C und g2 = 200C. Diese befinden
sich bei den Koordinaten Py, = (1.01em|1.01cm) bzw. Py, = (8.01em|1.01cm). Die Negative

Punktladung (3 an Position PC33 = (7.Olcm|8.010m) ist mit g3 = —200C geladen. Bei der Erstellung

e~ ist die Konstante fiir die Ladung eines Elektrons, wird in Coulomb angegeben und betriigt e~ ~ —1.60E~°C [NIS].
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weiterer Felder wurde die Position der Punktladungen, deren Anzahl und Ladung variiert.
Die Kraft, die zwischen Probeladung und einer Ladung (),, wirkt, wird mit Hilfe der Coulombschen
Gesetze [MIT10] berechnet und ist durch die Formel

- Qprobe * dn Pprobe - Pn
F, = 8.1
probe,n 47T60€r ‘Pprobe — Pn|3 ( )

beschrieben. Die resultierende Kraft unter Beriicksichtigung aller 3 Punktladungen wird mittels Super-
position ermittelt:

3
Fp’r‘obe,res = Z Fprobe,n (82}
n=1

—

Fprobe,res Wird fiir jede Gitterzelle im Datensatz berechnet. Hierfiir wird die Position der virtuellen
Probeladung auf den jeweiligen Gitterpunkt gesetzt und die resultierende Kraft ermittelt. Es ist zweck-
miBig, die Koordinaten der Punktladungen nicht exakt auf einen Gitterpunkt des Datensatzes zu legen,
da sonst | Pyrope — Pn, |3 = 0 wird und dies in Gleichungeine Division durch 0 erzeugt. Dies wiederum
bringt ein unerwiinschtes Na/N im erstellten Datensatz mit sich, welches bei der Darstellung im FTLE
ein schwarzes Késtchen zur Folge hat, da jeder Zugriff auf diese Stromungsdatensatz-Zelle einen Fehler
hervorruft.

" .

(a) Ungiinstige Position der Punktladungen (b) Glinstigere Wahl der
direkt auf Gitterzellen. Punktladungspositionen.

Abbildung 8.1: Positionierung der Punktladungen beziiglich des Stromungsdatensatzgitters.

Folgende Datensitze wurden erstellt:
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Electrol Auf der linken Seite befindet sich eine
positiv Ladung, auf der rechten Seite
eine negative. Zwischen den beiden
Ladungen befindet sich eine weitere
negative Ladung. Somit wird eine negative
Probeladung, die von der rechten zur
linken Punktladung gezogen wird, von
der mittleren Punktladung zusétzlich
abgestoBen.

Electro2 Im Gegensatz zum Electrol-Datensatz sind
zur Ablenkung 2 positive Punktladungen
angebracht. Durch die zusitzliche
Anziehung zu diesen Punktladungen
kann bei der Verfolgung eines Partikels
von rechts nach links ein temporarer
Anstieg des FTLE-Wertes verzeichnet
werden.

Electro3 Im oberen Bereich befindet sich eine
negative Ladung, im unteren Bereich
sind 2 positive Punktladungen. Bei der
Verfolgung der Trajektorie negativer
Probeladungen kann die Ausbildung
eines Grenzberechs zwischen den beiden
positiven Ladungen beobachtet werden.
Im Detail wird dies in Abschnitt
behandelt.

8.1.4 Mit Matlab als partielle Differentialgleichung erstellte Datensiitze

Matlab verfiigt iiber eine GUI zur grafischen Eingabe und Visualisierung von partiellen Differential-
gleichungen, der Partial Differential Equation Toolbox. Dieses Tool ist in Abbildung [8.2] abgebildet
und dient der Losung partieller Differentialgleichungen. Mit der Erstellung von Diffusionsgleichungen
konnen bei Betrachtung des Gradientenfeldes jedoch auch Fluid-dhnliche Bewegungen simuliert werden.
Bei der verwendeten Version 7.12.0 von Matlab kann diese GUI mit dem Befehl pderool aufgerufen
werden. Mit Hilfe der Maus konnen Ellipsen, Rechtecke und Polygone plaziert werden - die Kanten
dieser Primitive lassen sich zu Randbedingungen der partiellen Differentialgleichung modellieren.

Als Bedingungstyp stehen Neumann- und Dirichletbedingung zur Verfiigung. Die Neumann-Bedingung
ist zur Modellierung undurchlédssiger Hindernisse geeignet, an der Kante des Hindernisses wird ein
Gradient von 0 erzwungen, wass bedeutet dass weder Teilchen in das Hindernis gelangen, noch welche
aus dem Hindernis ausstromen. Die Dirichlet-Bedingung hingegen ist zur Modellierung der Feldkanten
geeignet, der Parameter ,,c** entspricht der Partikelkonzentration, die an diesen Stellen herrscht. Berech-
net wird die Losung der partiellen Differentialgleichung auf einem Dreiecksgitter. Zur Verwendung in
dem fiir diese Diplomarbeit erstellten Programmes miissen die Daten noch auf ein kartesisches Gitter
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U PDE Toolbox - NACAsalziML L E[E]EE)

Options  Draw Boundary PDE Mash Solve Plot  Window Help

o B 3 radfP8 A & = | A
R1-wing

Color: ¢ Wector field: g

|| o 0 [ e]

Abbildung 8.2: Partial Differential Equation Toolbox in Matlab: grafische Eingabe und Visualisierung
von partiellen Differentialgleichungen.

umgerechnet und in das fiir das Auswertungsprogramm erforderliche Format konvertiert werden. Die
Umrechnung und Konvertierung geschieht mit Hilfe eines von Markus Uffinger zu Verfiigung gestellten
Matlab-Scripts.
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Wing

Nachbildung eines NACA6412
Tragflichenprofils [AID11]. Auf
der linken Seite wurde eine hohe
Partikelkonzentration modelliert, sodass
eine Stromung von links nach rechts
vorliegt. Dargestellt ist 70 = 0s, At = 1s.

DoubleWing

Um mehrmaliges Ansteigen und Abfallen
des FTLE-Wertes untersuchen zu kdnnen
wurden 2 NACAG6412-Tragflichen
hintereinander  modelliert.  Dargestellt
ist ebenfalls 70 = 0s, At = 1s.

Bottleneck

An der Engstelle sinken die FTLE-Werte
ab und steigen kurz dahinter wieder an. Die
Darstellung erfolgte hier mit 70 = Os und
At =0.1s

Bottleneck Assymetric

Gleiche Eigenschaften wie der Bottleneck-
Datensatz, allerdings ist die untere Spitze
um 10% des Abstands zwischen oberer
und unterer Hindernisspitze nach rechts
verschoben.
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Circle Umstromen eines kreisformigen
Hindernisses. Das FTLE-Bild wurde
mit 770 = 0s, At = 0.1s erzeugt.

Square Umstromen eines Quadrates. Die hdchste
Konzentration wurde auf der linken Seite
vorgegeben, sodass sich ein Fluss von
links nach rechts einstellt. Parameter zur
Darstellung waren hier 770 = Os und At =
0.1s

8.2 Circle-Datensatz

Die Trajektorie eines direkt vor dem Hindernis gestarteten Partikels ist Abbildung [8.3(a)| bis [8.3(h)|
dargestellt. Zum Zeitpunkt At = 0.075s ist ein Absinken des FTLE-Wertes zu erwarten, jedoch steigt
der Wert kontinuierlich weiter. Ursache ist ein Problem bei der Integration in der Néhe des Hindernisses:
Da innerhalb des Hindernisses die Stromung konstant ¥ = 0 ist endet die Bewegung eines Partikels,
sobald er das Hindernis beriihrt. Eine Losung wire die Modifikation des Integrators: Die Hindernisse
miissten durch ein Flag bzw. einen Eintrag von Na/N (Not a Number) im Strémungsdatensatz gekenn-
zeichnet werden. Falls ein Partikel nach der Integration in ein so markiertes Gebiet eintritt wird es vom
Integrator auf die letzte Position auB3erhalb des Hindernisses zuriickgesetzt.

Das Clustering auf einem Bereich neben dem Hindernis liefert homogene Cluster (Abbildung[8.4(b)). Es
wurde darauf geachtet, dass weder einzelne Partikel bereits die Grenzen des Datensatzes {iberschreiten
noch Partikel einbezogen werden, die am Hindernis stehen bleiben. Abbildung und Abbildung
zeigen die Diagramme mit dem Verlauf der FTLE-Werte. Die in Abbildung und Abbil-
dung [8.4(f) gesetzten Particle Tracer sind auch in den dazugehorigen Diagrammen eingezeichnet. Die
Diagramme beinhalten jeweils nur die Kurven der FTLE-Werte, die in dieses Cluster fallen. Bei dem
Cluster, dass am weitesten vom Hindernis entfernt ist, findet lediglich ein gleichméBiger Anstieg der
Werte statt. Die im griin geférbten Cluster liegenden Werte steigen hingegen deutlich stdrker an und
fallen hinter dem Hindernis wieder leicht ab. Die Kurven der FTLE-Werte haben eine geringe Streuung,
es sind keine Ausreifer feststellbar.
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Zeit: [-0.000801603sec bis 0.0993988sec] - Werte: [-1[_][0](x]

(a) At = 0.034s: Anstieg des FTLE-Wertes durch Separation am
Hindernis.

Zeit: [-0.000801603sec bis 0.0993988sec] - Werte: [-1[_][0](x]

(¢) At = 0.05s: Ein Partikel (hellgriin) tangiert den Rand des
Hindernisses und bleibt dort stehen.

Zeit: [-0.000801603sec bis 0.0993988sec] - Werte: [-1[_][0](x]

(e) At = 0.075s: die Trajektorie des roten Partikels endet ebenfalls.

Zeit: [-0.000801603sec bis 0.0993988sec] - Werte: [-1[_][0](x]

(g) Bei At = 0.097s bewegt sich nur noch 1 Partikel.

KAPITEL 8. AUSWERTUNG

(b) FTLE und Trajektorien zu
Abbildung

(d) FTLE und Trajektorien zu
Abbildung[83(c)]

(f) FTLE und Trajektorien zu
Abbildung[83(e)]

(h) FTLE und Trajektorien zu
Abbildung[83(e)]

Abbildung 8.3: Trajektorie von Partikeln im Circle-Datensatz.
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I Zeit: [0sec bis 0.0354389sec] - Werte: [-6.23484 bis 4[)(0)[x]]

(a) Darstellung des FTLE-Werteverlaufs fiir alle 4 Cluster aus Abbil-

dung BT

(M@ Zeit: [0sec bis 0.0354389sec] - Werte: [-6.23484 bis 4[_|[0)[x]]

(c) Untersuchung des dem Hindernis am nidchsten liegenden
Clusters. In hellgrau sind die FTLE-Werte der verfolgten Partikel
hervorgehoben.

‘M Zeit: [Osec bis 0.0354389sec] - Werte: [-6.23484 bis 4[—) [0)[x]]

L]
INEEE
INEEE
R ————
| !
L]
[

(e) Untersuchung des entfernteren Clusters.

(b) Anordnung der 4 Cluster

(d) FTLE und Trajektorien zu
Abbildung[8:4(c)

(f) FTLE und Trajektorien zu
Abbildung|8.4(e)

Abbildung 8.4: Clustering im Circle-Datensatz.
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8.3 Bouyancy-Datensatz

Am Beispiel des Bouyancy-Datensatzes konnen turbulente Regionen mit starken Verwirbelungen un-
tersucht werden. Die Unterschiede im Verlauf der FTLE-Werte zwischen Bereichen mit homogenener
Stromung und verwirbelten Gebieten sind im Diagramm klar zu unterscheiden: Abbildung zeigt
den Verlauf im Zentrum eines Wirbels. Im Diagramm liegen die einzelnen Kurven bis At = 2.0s sehr
eng beieinander. Erst dahinter divergieren die Kurven starker, da die Trajektorien einzelner Partikel in
verwirbeltere Regionen fiihren. Bei Betrachtung des Gradienten in Abbildung ist dieser Effekt
ebenfalls ersichtlich.

Eine Betrachtung eines turbulenteren Gebietes zeigen Abbildung[8.5(e)| bis [8.5(h)] In Abbildung [8.5(F)]
ist das betrachtete Gebiet zusitzlich durch einen roten Kreis hervorgehoben. In diesem Gebiet befinden
sich viele, eng beieinander liegende ridges. Im Diagramm (Abbildung duBert sich dies durch
eine hohe Divergenz zwischen den Kurven. Der Gradient in Abbildung [8.5(F)] ldsst zudem erkennen,
dass das Steigen und Sinken der Werte zu unterschiedlichen Zeitpunkten stattfindet. Dies erschwert die
Extraktion von Features: das Clustering neigt zum Rauschen. Je hoher die Clusterzahl, desto stérker:
Bei 3 Clustern (Abbildung[8.6(b)) sind diese noch iiberwiegend zusammenhingend, bei 8 Clustern (Ab-
bildung [8.6(d)) bilden sich sehr ungleichmiBige Rénder aus. In homogenen Regionen wie im Zentrum
eines Wirbels liegen die Kurven im Diagramm am Anfang des Integrationsbereiches zusammen. Da die
Trajektorien einiger Partikel aus der Wirbelmitte jedoch in turbulentere Gebiete fiithren treten fiir lingere
Integrationszeiten grofere Unterschiede zwischen den einzelnen Werteverlaufen auf. In Turbulenten
Regionen sind die FTLE-Werte bereits bei geringen Integrationszeiten sehr breit gefichert. Zusétzlich
zu den vielen Minima und Maxima aus Abbildung ist in Abbildung [8.5(g)| zu erkennen, dass
diese fiir die einzelen Kurven zu verschiedenen Zeitpunkten auftreten. Da das Clustering auf einem
Zeitbereich durchgefiihrt wird, die Berechnung des FTLE-Bildes jedoch lediglich die Separation zum
Zeitpunkt 70 + At visualisiert konnen sich unterschiedliche Strukturen ausbilden, die nicht zwingend
vergleichbar sind.

Das Resultat der Detektion fallender und steigender FTLE-Werte ist ebenfalls verrauscht. Aufgrund des
groBBen Selektionsbereichs in Abbildung und der damit verbundenen hohen Anzahl Liniensegmen-
te im Diagramm wird automatisch die Anzahl der Liniensegmente reduziert, um die Speicherauslastung
zu senken. Auf die vom Detektionsalgorithmus zur Extraktion fallender und steigender FTLE-Werte
verwendeten Daten hat diese Darstellungsform jedoch keinen Einfluss. Steigende Werte treten iiberwie-
gend auf ridges auf (Abbildung[8.6(h)). Jedoch konnten keine Parameter ermittelt werden, bei denen die
ridges vollstindig markiert werden, jedoch noch keine Punkte, die nicht auf ridges liegen, hinzukommen.
Fallende Werte hingegen befinden sich iiberwiegend im Bereich zwischen den ridges (Abbildung[8.6(f)).
Um ridges zu detektieren fiihrt jedoch auch eine Invertierung dieser Markierung nicht zum Ziel, da diese
ebenfalls von Rauschen iiberlagert ist.

8.4 Elektro3-Datensatz

Dieser Datensatz basiert auf eine 2-dimensionale Simulation der Krifte elektrischer Ladungen und ist in
Abschnitt [8.1.3|beschrieben. Aufgrund der Anziehung der beiden sich im unteren Bereich befindlichen
positiven Ladungen auf die negative Probeladung wird die Probeladung je nach Startpunkt zu einer
der beiden positiven Ladungen advektiert. Hierbei bildet sich eine Grenze zwischen den Partikeln, die
die linke positive Ladung erreichen und Partikeln, deren Trajektorie in der rechten positiven Ladung
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[C]'Zeit: [0:0158317sec bis a.52786sec] - Werte: [-6.9264) 2 (=] [%)]

(a) Verlauf der FTLE-Werte in einer homogenen Region im Zentrum (b) Betrachtetes Gebiet zu Ab-
eines Wirbels. bildung 8-5(a)

Zeit: [0.0248738sec bis 4.51881sec] - Werte: [-0.2655[_ ][0 [x]
[l

(c) Darstellung des Gradienten. (d) Betrachtetes Gebiet zu Ab-
bildung [825(c)

Zeit: [0.0158317sec bis 4.52786sec] - Werte: [-6.9264[_ ][0 (x]

(e) Verlauf der FTLE-Werte (ohne Division durch At) in einer (f) Betrachtetes Gebiet
turbulenten Region. zu Abbildung [8.5(e)] zur
Hervorhebung rot umrandet.

[T Zeit: [0.0248738sec bis a.51881sec] - Werte: [-0.2655! =) [0 %]

(g) Darstellung des Gradienten. (h) Betrachtetes Gebiet zu Ab-

bildung [8:5(g)}

Abbildung 8.5: FTLE-Werte und deren Gradienten in Gebieten des Bouyancy - Datenstzes.
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Zeit: [0sec bis 7.9sec] - Werte: [-12.91 bis 10.7492] [_](O0](x]

(a) Clustering mit 3 Clustern. (b) FTLE und Trajektorien zu
Abbildung[8:6(a)]

Zeit: [0sec bis 7.9sec] - Werte: [-12.91 bis 10.7492] [_](O](x]

(c) Clustering mit 8 Clustern. (d) FTLE und Trajektorien zu
Abbildung[8:6(c)]

Zeit: [0sec bis 7.9sec] - Werte: [-17.2346 bis 15.0738 (0] (x]

(e) Zeitliche Einschrinkung des Gebietes, auf dem nach abfallenden (f) FTLE und Trajektorien zu
FTLE-Werten gesucht wird. Abbildung[8:6(e)]

Zeit: [0sec bis 7.9sec] - Werte: [-17.2346 bis 15.0738 (0] (x]

(g) Detektion steigender Werte: Zeitbereich. (h) FTLE und Trajektorien zu

Abbildung [8:6(g)}

Abbildung 8.6: Clustering und Detektion von fallenden bzw. steigenden Werten im Bouyancy -
Datensatz.
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endet. Dies verdeutlichen die Particle Tracer in Abbildung Zu erkennen ist, dass fast jede Parti-
kelgruppe die gleiche positive Ladung als Ziel hat. Lediglich ein Particle Tracer wurde exakt auf der
Grenze gestartet: Bei dieser Partikelgruppe ist in Abbildung die Aufteilung in unterschiedliche
Richtungen zu erkennen. Mit sinkender Distanz zur positiven Ladung wird die Beschleunigung des
Partikels immer groBer. Dies hat auch einen Anstieg der Separation zur Folge, was in Abbildung [8.8]
ersichtlich ist. Bei Abbildung ist die Division durch At bei der Berechnung des FTLE-Wertes
unterdriickt. Das Gleichbleiben des FTLE-Wertes nach Erreichen der positiven Ladung wird hierdurch
noch besser ersichtlich.

Das Grenzgebiet, in dem sich die Partikel wie in Abbildung [8.7(d)] zwischen den beiden positiven
Ladungen aufteilen, kann mittels Clustering sehr gut extrahiert werden. Dies ist in Abbildung [8.9] er-
sichtlich. Das Clustering funktioniert auch bei Verdnderung der GroBe des Bereiches, auf dem das
Clustering angewendet wird. Es wurden 3 Cluster eingesetzt. Auf der zusammenhingenden Fldche
des griinen Clusters sind Ausreiler, die dem blauen Cluster zugeordnet wurden. Diese entstehen durch
Spriinge im FTLE-Wert, wenn ein Partikel die positive Ladung erreicht. Aufgrund der sehr hohen Stro-
mungsgeschwindigkeit im Datensatz integriert der RK4-Integrator hier teilweise iiber das Ziel hinaus.
Eine VergroBerung der Schrittweite des Integrators verstirkt diesen Effekt. Die Schrittweite des RK4-
Integrators kann allerdings nicht beliebig verringert werden, da die Berechnungszeit entsprechend an-
steigt. Die Verwendung eines Integratos mit adaptiver Schrittweite wire hier vorteilhaft.

Die Detektion der Grenze mittels Clustering ist der Betrachtung des FTLE-Wertes zu einem festen Zeit-
punkt iiberlegen: Die FTLE-Felder mit verschiedenen Integrationslingen werden in Abbildung [8.10]
verglichen. Beim Clustering bildet die ridge ein eigenes Cluster. Die ridge kann auch durch Binéri-
sierung des FTLE-Bildes durch Setzen eines Grenzwertes separiert werden. Allerdings ist hierzu die
Vorgabe eines Grenzwertes sowie der Integrationsliange durch den Benutzer erforderlich (siehe Abbil-

dung|8.10(e)).
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(a) Position der Partikel fiir At = 0.5s. (b) Position der Partikel fiir At = 2s.

(c) Position der Partikel fiir At = 6s. (d) Position der Partikel fiir At = 15.1s.

Abbildung 8.7: Trajektorien von Partikeln im Elektro3-Datensatz zu unterschiedlichen Zeitpunkten.
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(M Zeit: [0.224449sec bis 11.9279sec] - Werte: [-4.56281_| (0] (x|

v AT AT

A euiA R AT AR R B

(a) Bei Anndherung an die positive Ladung steigt die Separation.

(M Zeit: [0.224449sec bis 11.9279sec] - Werte: [-4.56281_| (0] (x]|

VR A RRVERAI

AdneuiAN R AT AR RN

(c) Maximale der Separation kurz vor Erreichen der positiven Ladung.

(M Zeit: [0.224449sec bis 11.9279sec] - Werte: [-4.56281 | (0] (x|

I AT TR

e AR A AR R B

(e) Nach Erreichen des Zentrums der positiven Ladung herrscht geringe Separation.

(@ Zeit: [0sec bis 16sec] - Werte: [-8.40866 bis 4.92123] (-] (o] (x]]

(g) Betrachtung des FTLE-Wertes ohne Division durch At.
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(f) Trajektorien zu Abbildung|8.8

(h) Trajektorien zu Abbildung[8:8(2)]

Abbildung 8.8: Trajektorien von Partikeln im Elektro3-Datensatz zu unterschiedlichen Zeitpunkten.



(a) Durch Clustering wird das Grenzgebiet deutlich. (b) Clustering iiber ein grofleres Gebiet.

Abbildung 8.9: Detektion des Grenzgebiets durch Clustering.



(a) Bei At = 0.5s sind die ridges um die Pole
nur schwach zu erkennen.

1.

(c) Bei At = 3s sind die ridges noch getrennt.

(e) Abbildung [B.I0(d)] wurde mit Hilfe der
Schwellwert-Funktion eines Bildbearbeitungs-
programms in Schwarzweil umgewandelt. Die
ridge ist nun deutlich zu erkennen.

/

(b) Bei At = 0.9s sind die ridges noch getrennt.

.

(d) Bei At = 12s beriihren sich die ridges,
der Kontrast ldsst aufgrund der automatischen
Normalisierung jedoch stark nach.

(f) Ergebnis des Clusterings aus Abbildung
8.9(b)[nochmals zum Vergleich.

Abbildung 8.10: Vergleich der Ausbildung der ridges bei verschiedenen Integrationsléngen.
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Kapitel 9

Zusammenfassung

Die Betrachtung der zeitlichen Veridnderung des FTLE-Wertes erweitert die Visualisierung der Sepa-
ration nach einem festen Intervall. Bei der Betrachtung des zeitlichen Verlaufs im Diagramm kénnen
markante Stellen bereits identifiziert werden. Durch Transformation der Kurven kdonnen weitere Features
extrahiert werden.

Caching der flow map

Das Caching der flow map stellt einen groen Vorteil dar, da es dem Benutzer ein interaktives Verdndern
der Integrationsldnge erlaubt. Der Benutzer kann sich beim Veréndern des Parameters in Echtzeit einen
Eindruck iiber die Verinderung des FTLE-Bildes verschaffen. Nachteilig ist die Berechnungszeit, die
einmalig fiir die Vorberechnung der flow map bendtigt wird.

Particle Tracer

Weder aus dem FTLE-Wert noch aus dem zeitlichen Verlauf kdnnen Aussagen iiber die Richtung einer
Stromung getroffen werden. Das setzen eines Probepartikels und die Verfolgung dessen Trajektore gibt
diese Information. Die Betrachtung der Nachbarpartikel und deren Separation gibt Aufschluss iiber die
Vorginge und hilft zur Erkennung der Ursache einer Werteverdanderung.

Gradient

Die Betrachtung des Gradienten des FTLE-Werteverlaufs unterdriickt den Einfluss unterschiedlicher
Startwerte. Dies bietet die Moglichkeit, die Anderung statt dem absoluten Wert zu betrachten und
erleichtert die Erkennung dieser. Auch Clustering auf dem Gradienten liefert gute Ergebnisse.

Clustering

Clustering wird eingesetzt, um Bereiche mit dhnlichem Verlauf der FTLE-Werte zu gruppieren. Gerade
bei einem Datensatz mit einer scharfen Trennkante (siche Abschnitt[8.4) konnte diese mittels Clustering
besser hervorgehoben werden als durch Betrachtung des FTLE zu einem festen Zeitpunkt. Auf Daten-
sdtzen mit vielen Wirbeln und feinen Features liefert Clustering hingegen keine sinnvollen Resultate.
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Detektion sinkender Werte

Die Detektion sinkender FTLE-Werte dient der Auffindung von Regionen mit sinkender Separation.
Diese treten an Engstellen sowie an der Hinterkante eines modellierten Tragflichenprofils auf. Bei
ibersichtlichen Datensétzen liefert dies gute Ergebnisse, bei starken Verwirbelungen schwanken die
Werte jedoch sehr stark, was zur Folge hat, dass die detektierten Bereiche immer weniger zusammen-
hiangen und zufillig wirken.

Fourier Transformation

Durch die Transformation der Kurven des FTLE-Werteverlaufs ins Frequenzspektrum konnen perio-
dische Anderungen anhand eines Auftretens einer dominanten Frequenz beobachtet werden. Dies ist
jedoch nur bei Betrachtung eines einzelnen Wirbels (zum Beispiel aus dem QuadGyre-Datensatz) der
Fall. Bei groeren Betrachtungsbereichen oder anderen Datensétzen ist die Darstellung der Fouriertrans-
formierten zu uniibersichtlich, da viele unterschiedlichen Frequenzanteile auftreten.

9.1 Ausblick

Modifikation des Integrators

Bei der Integration der Trajektorien von Partikeln, die sich in der Nédhe von Hindernissen befinden
bleiben diese aufgrund zu grofler Schrittweiten teilweise am Hindernis stehen. Dieses Problem kann
durch einen abgewandelten Integrationsalgorithmus gelost werden: Im Stromungsdatensatz werden Hin-
dernisse durch NaN (not a number) statt dem Nullvektor gekennzeichnet. Dadurch kann dieses bei der
Integration erkannt werden. Falls bei der Integration ein Partikel in ein mit NaN belegtes Feld advektiert
wird, so muss er auf das néchstgelegene giiltige Feld zuriickgesetzt werden.

Adaptive Integrationslinge

In dieser Arbeit wird ein Runge-Kutta Integrator 4. Ordnung mit fester Schrittweite verwendet. Die
Schrittweite wird vom Benutzer als Parameter vorgegeben. Es hat sich gezeigt, dass die GroBenordnung
dieses Parameters je nach Datensatz stark variiert. Bei einer adaptiven Integrationslinge muss der Be-
nutzer lediglich einen maximalen Fehler als Parameter vorgeben. Bei Datensitzen, die groB3e Flichen
mit geringer Stromung enthalten kann ein Integrationsverfahren mit adaptiver Schrittweite auch Perfor-
mancevorteile bieten, da weniger Rechenschritte durchgefiihrt werden.

Weitere Auswertungen auf der Zeitachse

Die hier beschriebene Implementierung detektiert Bereiche anhand festgelegter Kriterien im FTLE-Feld.
Eine denkbare Erweiterung ist, die Features bereits vorab auf der Zeitachse zu markieren. Hierbei steht
nicht im Vordergrund, an welcher Position im FTLE-Feld das Kriterium erfiillt wird sondern wann auf
der Zeitachse. Auch Diagramme, welche die Variation eines Parameters eines Selektionskriteriums der
Anzahl selektierter Bereiche gegeniiberstellt, konnen interessante Informationen beinhalten.
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Alternative Clustering-Algorithmen

In dieser Arbeit wurde k-Means eingesetzt. Bereits die Modifikation der Abstandsmetrik beeinflusst die
Zuordnung der Punkte bzw. Kurven zum jeweiligen Cluster. Auch die Untersuchung mit Clusteringal-
gorithmen, die unterschiedlich auf Verschiebung oder Streckung entlang der Zeitachse reagieren bieten
sich an.

Wavelet-Analsye

Die verwendete Fourier-Transformation dient der Betrachtung im Frequenzbereich, wobei als Basis
Sinus- und Cosinusschwingungen verwendet werden. Als Alternative bietet sich die Wavelet-Analyse
an. Hier kann die Form der Wavelets auch dem erwarteten Verlauf der FTLE-Werte angepasst werden.
Es bieten sich Untersuchungen an, welchen Einfluss das Filtern bestimmter Frequenzbereiche hat und
ob so zum Beispiel das Rauschen beim Clustering oder der Detektion steigender oder fallender Werte
verringert werden kann.

Anwendung in der Physik

Bei dieser Auswertung wurden Datensétze erstellt, die bestimmte Eigenschaften wie fallende FTLE-
Werte oder zyklische Muster aufweisen. Diese Datensitze sind jedoch stark idealisiert. Um den Nutzen
in realistischer Umgebung priifen zu konnen sollten Datensédtze physikalischen Ursprungs wie zum
Beispiel Messungen aus einem Windkanal verwendet werden. Hier muss untersucht werden, inwiefern
sich Ungenauigkeiten bei der Messwerterfassung und der Auftritt gesuchter FTLE-Werteinderungen
auseinanderhalten lassen.
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