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Kurzfassung

Geschaftsprozesse erfreuen sich immer grdBerer Beliebtheit in Unter-
nehmen. Durch den Einsatz von Informationstechnologien kann ein Unter-
nehmen seine Kosten senken und Ertrage steigern. Dabei spielt die Ge-
schaftsprozessoptimierung eine wichtige Rolle. Veranderungen der Prozes-
se kdnnen aber ein Risiko darstellen. Um das Risiko von Fehlern zu mini-
mieren kann eine Simulation des Geschaftsprozess ausgefihrt werden.

Auf Basis der deep Business Optimization Platform (dBOP) wurde ein Si-
mulationsmodell konzipiert, das eine sehr realitdtsnahe Simulation aus-
fuhrt. Dabei verschafft man sich durch das integrierte Data Warehouse
aus Prozessdaten und operativen Daten einen erheblichen Vorteil gegen-
Uber herkbmmlichen Simulationsmaéglichkeiten.

In dieser Diplomarbeit wurde ein Framework entwickelt, das eine Ge-
schaftsprozesssimulation ausitben soll, die mit Hilfe von Data Mining Algo-
rithmen aufgebaut wird. Es wurde ein Konzept entwickelt, das aus dem
vordefinierten dBOP-Modell ein Simulationsmodell aufbaut. Dieses Konzept
wird mit seinen Phasen erlautert. AuBerdem wurde eine prototypische Im-
plementierung entwickelt.

AnschlieBend findet sich eine Evaluation der gewahlten Geschaftspro-
zesssimulation auf Basis eines Beispiels. Es wird anhand dieses Testpro-
zesses aufgezeigt, wie das Simulationsmodell entsteht und welche Beson-
derheiten man beachten muss. AnschlieBend wurden die Ergebnisse der
Simulation analysiert und mit realen Daten und Simulationsdaten, ohne

erweiterte Datenbasis, verglichen.
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Abstract

Business processes are becoming more and more popular in the corpo-
rate environment. With the service of information technology enterprises
can lower their cost and increase their income. Therefore business process
optimization plays an important part. But changes in processes are in-
volved with a certain risk. To reduce the risk of making mistakes there can
be an execution of a simulation of a business process.

On top of the deep Business Optimization Platform (dBOP) we designed a
simulation model that could execute a simulation very close to reality.
Thereby the integrated Data Warehouse consisting of process and opera-
tional data give us a huge edge over conventional simulation models.

In this diploma thesis we designed a framework that would execute this
business process simulation with the help of data mining algorithms.
Therefore a concept is developed that builds a simulation model from the
predefined dBOP model. This concept is described with all its phases. Ad-
ditionally a prototype has been implemented.

After that an evaluation of the simulation model was made based on an
example process. It is described by this example how the simulation mod-
el originates and how we have to treat the specifics. Following this, the
results of the simulation are analyzed with real data and simulation data

of a conventional simulation model.
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1 Einfiihrung

Die Informationstechnologie halt immer weiter Einzug in Unternehmen
und ihrer Wertschdpfungskette. War es anfangs nur ein Mittel zum Zweck,
haben Unternehmen heute erkannt, welches Potenzial in Computer-
Systemen und ihrer richtigen Nutzung stecken. Ein gut automatisierter
Prozess oder auch nur ein Web-Shop kénnen die Ertréage von Unterneh-
men steigern. Dabei spielt die Prozessoptimierung eine wichtige Rolle. (1)

Die richtige Gestaltung und Ausflihrung solcher Geschaftsprozesse ist ein
Gebiet fur sich. Um zu sehen, wie sich Geschaftsprozesse in gewissen Si-
tuationen verhalten, kann man dank der heutigen IT-Systeme Simulatio-
nen solcher Geschaftsprozesse ausflihren. So lassen sich neu entwickelte
Prozesse testen, bevor sie eingesetzt werden, oder mdgliche Grenzwert-
Szenarien durchspielen, bevor sie eintreten, um maogliche Risiken zu ent-
decken.

Im ersten Kapitel dieser Diplomarbeit wird zu kurz der Hintergrund des
Geschaftsprozessmodells vorgestellt, der einer Simulation unterzogen
wird. AnschlieBend wird neben der Aufgabenstellung, die allgemeinen Zie-
le und Inhalte dieser Diplomarbeit genauer beschrieben. Zum Abschluss

der Einflihrung gibt es einen Uberblick des Aufbaus der Diplomarbeit.

1.1 Hintergrund

Diese Diplomarbeit hat als Hintergrund, dass immer mehr dieser Ge-
schaftsprozesse verbessert und optimiert werden miussen. Mit dem Ur-
sprung des Business Process Reengineering (2) ist an der Universitat
Stuttgart das deep Businnes Optimization Platform (dBOP) Projekt ent-
standen. Um zu zeigen, dass dieses Projekt und sein Modell effizient arbei-
ten und relevante Ergebnisse liefern, soll ein Simulationsmodell erstellt

werden.
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Im dBOP Projekt werden namlich nicht nur Prozessdaten gepflegt, son-
dern auch mit operativen Daten zusammengefihrt (3). Diese Zusammen-
fUhrung soll ein besseres Verstandnis der Geschaftsprozesse liefern und
somit besser optimiert werden kénnen. Damit eine Optimierung, z.B.
durch eine Automatisierung einer ,Human-Task"-Aktivitat im Prozess, ge-
rechtfertigt werden koénnte, waren eine Simulation der Automatisierung
und ein Vergleich mit den schon vorhandenen realen Daten (vom manuel-

len Prozess) ein Beleg fur eine Optimierung.

1.2 Aufgabenstellung

Auf Grundlage des dBOP Projekts, das in Kapitel 3 naher erlautert wird,
soll ein Framework entwickelt werden, dass durch die integrierte Datenba-
sis ein Geschaftsprozesssimulationsmodell aufbauen soll und dieses dann
auch ausfuhrt. Dabei sollen Machine-Learning-basierte Verfahren einge-
setzt werden, um mit Hilfe der Datenbasis eine nahezu realistische Simu-
lation durchfihren zu kénnen.

Als Teilaufgaben wurden definiert:

e Simulationsmodell: Ubernahme des dBOP Prozessmodells fir die
Simulation mit Definition der zu simulierenden Prozesseigenschaf-
ten

e Modellbildung: Zur Bildung des integrierten Simulationsmodells
sollen Mining-Verfahren angewendet werden

e Modellanwendung: Das Simulationsmodell soll wahrend der Ge-
schaftsprozessausfiihrung bereitgestellt werden kdénnen.

e Evaluation: Das bereitgestellte Simulationsmodell soll durch ge-
wahlte Merkmale evaluiert werden.

Fur alle Teilaufgaben gilt: Es soll zuerst ein konzeptionelles Modell erar-
beitet werden und in dieser Diplomarbeit dokumentiert werden. Anschlie-

Bend sollen die entwickelten Konzepte implementiert werden.
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1.3 Ziele und Inhalt

Das Ziel dieser Diplomarbeit ist somit die Entwicklung und Implementie-
rung eines Frameworks, der eine Simulation eines speziell entwickelten
Prozessmodells mit Hilfe von Data Mining gestlitzten Algorithmen ausfih-
ren soll. Dabei muss mit Bedacht an dem vorhandenen Prozessmodell ein
Simulationsmodell erarbeitet werden, dass die Besonderheiten des Pro-
zessmodells beachtet und eine realitdtsnahe Simulation ergibt.

Die Simulation soll aufzeigen, dass das vorher erarbeitete Prozessmodell
einen signifikanten Vorteil von herkémmlichen Prozessmodellen bietet.
Durch die erweiterte Information im Prozessmodell sollte eine weitaus rea-
litétsnahere Simulation mdglich sein.

AuBerdem soll diese Diplomarbeit zeigen, dass die analysierten Ergebnis-
se der zusammengeflihrten Daten eine (automatische) Optimierung zu-
lasst und durch die Simulation belegt, dass die Optimierung ohne signifi-

kante Fehler zum gleichen Ergebnis kommt.

1.4 Aufbau dieser Diplomarbeit

Nach dieser kleinen Einfliihrung ist die Diplomarbeit folgendermafBen auf-
gebaut: In Kapitel 2 werden die Grundlagen flr diese Diplomarbeit erlau-
tert. Dabei werden nicht nur einzelne relevante Technologien vorgestellt,
sondern auch allgemein glltige Definitionen, wie flur das Geschaftspro-
zessmanagement. AnschlieBend werden in Kapitel 3 Vorarbeiten, wie das
dBOP Projekt und Modell, und verwandte Projekte vorgestellt, die ein ahn-
liches Ziel verfolgten und auch flr diese Arbeit interessant sind. In Kapitel
4 und 5 kommen wir dann zum eigentlichen Framework mit dem konzep-
tionellen Modell, sowie den Implementierungsvorstellungen dessen. Neben
der genutzten Software werden die Losungen der verschiedenen Teilauf-
gaben erlautert. AuBerdem wird ein Testprozess simuliert und die Ergeb-
nisse in Kapitel 6 dargestellt. Dabei werden die Ergebnisse des Frame-
works analysiert und das gewahlte Evaluationsmodell begrindet. Im letz-
ten Kapitel kommen wir zur kurzen Zusammenfassung der Arbeit und dis-

kutieren Weiterentwicklungsmadglichkeiten.
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2 Grundlagen

In diesem Kapitel werden die grundlegenden Definitionen und Technolo-
gien vorgestellt, die flir diese Diplomarbeit relevant sind. Dabei wird im
Laufe dieses Kapitels ein kleiner Einblick im Verlauf des Titels dieser Dip-
lomarbeit (,Machine-Learning-basiertes Framework fiir eine Geschaftspro-
zesssimulation™) gegeben. Neben relevanten Data Mining Algorithmen
werden Geschaftsprozesse und deren Beschreibung, sowie das Geschafts-
prozessmanagement und die Simulation dieser erlautert. Das ganze wird
von Web Services abgerundet, die im Zusammenhang mit Geschaftspro-

zessmanagement stehen und auch in dieser Diplomarbeit genutzt werden.

2.1 Geschaftsprozessmanagement (BPM)

Vor nicht allzu langer Zeit waren Unternehmen in Funktionen und Abtei-
lungen aufgeteilt, die ihre Aufgaben in der Wertschépfungskette unabhan-
gig voneinander abarbeiteten. Das ist sowohl aus IT Sicht als auch aus der
betriebswirtschaftlichen Sicht eines Unternehmens nicht von Vorteil. Durch
die Trennung in Abteilungen kann es dazu kommen, dass jede Abteilung
ihre eigenen IT Systeme anfordert, sodass in einem Unternehmen viele
heterogene Systeme genutzt werden. Eine spatere Analyse von Prozessen
und der Zusammenfihrung der Daten flr eine Business Analyse ist somit
nur schwer moglich. Einen solchen Gesamtlberblick Uber eine ganze
Wertschdopfungskette und seine anschlieBende Verbesserung ,kann zu
Leistungs- und Qualitatssteigerungen und somit zu Wettbewerbsvorteilen
fuhren." (4) Aus diesem Grund ist heutzutage die Prozess-orientierte Un-
ternehmensgestaltung ein Muss flr jedes gréBere Unternehmen. Daflr ist
das Geschaftsprozessmanagement zustandig, dass ,sich mit dem Doku-
mentieren, Gestalten und Verbessern von Geschaftsprozess und deren IT-

technischen Unterstitzung [befasst]." (4)
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Das Dokumentieren und Gestalten geschieht im Normalfall mit Modellie-
rungssprachen der IT, wie BPMN (5). Diese Modellierungssprachen werden
in Kapitel 2.2 naher erldutert. Diese Modelle und ihre Analyse kann dann
nicht nur ,als Grundlage fir die Prozessverbesserung (...) genutzt wer-
den®, sondern auch fur die technische Implementierung durch die IT-
Abteilung (4).

2.1.1 Betriebswirtschaftliche Sicht

Aus betriebswirtschaftlicher Sicht soll die prozess-orientierte Unterneh-
mensgestaltung die Leistungen des Unternehmens in messbare Kennzah-
len umwandeln. Diese Messung von ,Kosten, Zeiten, Mengen, Ressourcen
usw." ist fur Entscheider im Unternehmen wichtig, um eben diese Ent-
scheidungen zu treffen, die dem Unternehmen z.B. Kosten sparen und es

somit wettbewerbsfahiger machen.

2.1.2 Technische Sicht (IT-Geschiaftsprozessmanagement)

Aus technischer Sicht ist das (IT-)Geschaftsprozessmanagement daftr
zustandig, die ausgearbeiteten Geschaftsprozesse mit technischen Hilfs-
mitteln zu unterstitzen. Dabei sollen Prozesse weitestgehend automati-
siert werden. In der IT wird deshalb auch oft von Workflow-Management
gesprochen. Die Systeme, die diese Arbeitsablaufe darauf technisch um-
setzen, werden Workflow-Management-Systeme genannt (6).

~Workflows sind ein verbreitetes Hilfsmittel zur Implementierung doma-
nenspezifischer Geschaftsprozesse." (4) Sie bestehen wie Geschaftspro-
zesse aus Aktivitaten und ihrer Verknlipfung. Die Workflow-Management-
Systeme sorgen daflr, dass die Aktivitaten in ihrer Reihenfolge und nach
jeweiligen Bedingungen ausgeflihrt werden. Dabei stehen verschiedene
Standards zur Implementierung bereit, wie WS-BPEL, was in Kapitel 2.2
naher erlautert wird.

Die einzelnen Aktivitaten in Workflows werden in zwei Klassen aufgeteilt.
»Automation Workflows" sind automatisierte Aktivitaten, die ,wenn Uber-

haupt, externe Kommunikation Uber technische Schnittstellen zu
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Fremdapplikation ausfuhren.", also insbesondere Services aufzurufen, sie-
he Kapitel 2.5 Uber Web Services. ,Human-Centric Workflows" oder auch
+~Human Tasks" sind Aktivitaten, die einer Interaktion des Benutzers durch
eine GUI bedlirfen (4).

Um eins vorweg zu nehmen, das Ziel der Simulation wird spater sein,
diese Workflows bzw. die einzelnen Aktivitaten durch ein Simulation Ser-

vice zu ersetzen.

2.1.3 Geschaftsprozessoptimierung

In (1) wird erwahnt, dass die Geschaftsprozessoptimierung helfen soll,
.die bisherigen Kosten und Bearbeitungszeiten zu senken.“ Dabei sollen
eben die Prozesse klrzere Wege gehen und dadurch auch an Qualitat ge-
winnen. Fur die Prozessoptimierung gibt es verschiedene Ansatze, die man

verfolgen kann. Abbildung 2.1 zeigt diese:
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Abbildung 2.1: Ansdtze zur Geschaftsprozessoptimierung (1)

2.2 Modellierung von Geschaftsprozessen

Flr eine systematische Beschreibung von Geschaftsprozessen wurden in

den letzten Jahren verschiedene Modelle und Sprachen entwickelt, die dies
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umsetzen sollen. Dabei gibt es zwei Standards, die in der Unternehmens-
welt hauptsachlich genutzt werden. BPMN ist eher flir die graphische Mo-
dellierung und die Fachbereiche vorgesehen, die den Geschaftsprozess
entwickeln, wobei BPEL flr die Implementierung im IT Bereich genutzt

wird.

2.2.1 BPMN

BPMN stand flr Business Process Modeling Notation, seit BPMN 2.0 steht
es laut Spezifikation flir Business Process Model and Notation. Entwickelt
wurde BPMN von der Object Management Group (OMG), ein Konsortium
fur die Entwicklung von IT Spezifikationen im Unternehmensumfeld. Ne-
ben BPMN entwickelte die OMG u.a. auch die UML (Unified Modeling Lan-
guage) und das CWM (Common Warehouse Metamodel). Einen schnellen
Uberblick gibt das Poster der BPM-Offensive Berlin (7). Die genaue Spezi-
fikation findet sich auf der Website (5).

Das Ziel von BPMN ist eine Beschreibung fur Geschaftsprozesse fiur alle
Fachbereiche eines Unternehmens bereitzustellen. Diese Beschreibung soll
einfach und verstandlich sein. Lange Zeit galt BPMN als die graphische
Darstellung von ausfiihrenden XML-basierten Prozess-Sprachen wie BPEL,
was im nachsten Kapitel erlautert wird. Mit BPMN konnten die Fachberei-
che ihre gewlinschten Prozesse visualisieren und so fur den entwickelten
IT-Bereich verstandlich machen. Ein Umwandeln von BPMN in eine techni-
sche Sprache ist moéglich. XPDL (XML Process Definition Language (8))
kann ein vollstandiges Mapping von BPMN anbieten, wohingegen ein BPEL-
Mapping auf die Haupt-Elemente beschrankt ist.

Die graphische Modellierung von BPMN unterteilt sich laut (4) in vier
Klassen. Dies sind die Ablaufelemente, Verbindungselemente, Schwimm-
bahnen und Artefakte. Abbildung 2.2 zeigt einige Elemente flr die vier

verschiedenen Klassen.
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Abbildung 2.2: Haupt-Elemente der BPMN Modellierung (9)

Die Ablaufelemente sind Ereignisse, wie der Start oder das Ende eines
Prozesses, Entscheidungen oder Gateways, die den Fluss des Prozesses
gestalten kdnnen, und die Aktivitaten selbst, die die Teilaufgaben des Pro-
zess beschreiben und lésen. In Abbildung 2.2 sind die Elemente unter
~Flow Objects" zu sehen.

Verbindungselemente sind die Elemente, die z.B. die einzelnen Ablau-
felemente miteinander verbindet. Auch Artefakte, die spater erlautert
werden, werden mit verschiedenen Verbindungselementen miteinander
verbunden. Man unterscheidet zwischen ,Sequence Flow" flir den Ablauf
des Prozesses oder auch ,Message Flow", der flir den Informationsaus-
tausch von Artefakten zustandig ist.

Die Klasse der Schwimmbahnen enthéalt hauptsachlich zwei Elemente:
,Pools" und ,Lanes", auf Deutsch Schwimmbecken und Schwimmbahnen.
Die Pools unterteilen den Prozess in Prozessbeteiligten, die Schwimmbah-
nen unterteilen die Pools nochmal, um z.B. interne Organisationseinheiten
nochmals klarer abzugrenzen. In Abbildung 2.2 sieht man zwei Pools, ei-
nen mit nur einer Lane und einen mit zwei Lanes. Durch die gerade vorge-
stellten Verbindungselemente, kdnnen Prozesse Uber mehrere Pools und
Lanes verbunden werden.

Als letztes, aber nicht unbedingt am unwichtigsten, kann man noch Arte-
fakte in den Ablauf einfligen. Artefakte sind z.B. weitere Modellinformati-

on, die die Prozesse noch genauer beschreiben und nicht in die anderen
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Klassen eingeordnet werden. Dazu gehéren Datenobjekte, die den Infor-
mationsaustausch im Prozess verdeutlichen kénnen. Auch eine Gruppie-
rung kann vorgenommen werden, um gewisse Bereiche besser abzugren-
zen.

Abbildung 3.13 zeigt den spater genutzten Testprozess als BPMN Modell.

2.2.2 WS-BPEL

BPEL steht flr Business Process Execution Language, meist auch WS-
BPEL, wobei das WS flr Web Services steht (Beschreibung von Web Ser-
vices in Kapitel 2.5). BPEL ist eine XML-basierte Sprache, die flr die Im-
plementierung von Workflows auf Workflow-Management-Systemen ge-
nutzt wird. Entwickelt von OASIS Standard findet sich auf deren Website
auch die Spezifikation (10).

In BPEL werden Geschaftsprozesse und ihre zugehdrigen Web Services
definiert. Dabei werden meist graphische Editoren genutzt, um BPEL Da-
teien zu erstellen, da eine manuelle Erstellung sehr mihsam ware. Dabei
kann auch das vorgestellte BPMN Modell genutzt werden. Durch eine
Transformation kann das ausgearbeitete BPMN Modell zu einer BPEL Datei
umgewandelt werden.

Listing 2.1 zeigt die Grundstruktur einer BPEL Datei. Dabei werden unter
<partnerLinks/> die eingebundenen Web Services aufgeftihrt. Unter <va-
riables/> werden alle flir den Geschaftsprozess bendtigten Variablen und
ihre Metadaten aufgezahlt. AnschlieBend geschieht unter <sequence> der
eigentliche Ablauf des Prozess. Dabei stehen verschiedene Aufrufe zur
Verfugung. Unter <receive/> werden die Start-Variablen gefillt. Ein Pro-
zess beginnt mit einem Receive der Input-Parameter. <assign/> ist flr die
Zuordnung von Variablen, sehr wichtig flr die richtige Zuordnung der
<reply/>-Variablen, die hier an (externe) Services geleitet werden.

Der spater eingesetzte Geschaftsprozess ist mit BPEL auf dem IBM Pro-
cess Server (wird in Kapitel 5 zur Implementierung vorgestellt) schon vor

implementiert und wird somit spater fir die Auswertung genutzt.
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<?xml version="1.0" encoding="UTF-8"?>
<process name="Test">

<partnerLinks/>
<!-- Eingebundene Dienste -->
<variables/>
<!-- Workflow-Daten -->
<sequence>
<!-- Workflow-Definition-->
<receive/>
<!-- Dienstaufruf zur Variablenfillung-->
<assign/>
<!-- Variablen-Ubertrag (Verarbeitung)-->
<reply/>
<!-- Variable an Dienst ibertragen -->
</sequence>

</process>

Listing 2.1: WS-BPEL Grundstruktur (4)

2.3 Geschaftsprozesssimulationen

Nachdem nun Geschaftsprozessmanagement im Allgemeinen vorgestellt
wurde, wird in diesem Kapitel die Simulation von Geschaftsprozessen er-
|ldutert. Dabei wird zuerst der Simulationsbegriff in verschiedenen Aspek-
ten betrachtet um die Idee hinter einer Geschaftsprozesssimulation besser

zu verstehen.

2.3.1 Simulation

Die Herkunft des Wortes Simulation kommt aus dem Lateinischen simu-
lare und bedeutet: ahnlich machen, nachbilden; nachahmen. Die im Deut-
schen haufigste Bedeutung von simulieren ist das vortauschen, wenn z.B.
ein FuBballer eine Verletzung simuliert, um Spielzeit von der Uhr zu neh-
men. Die zweite Bedeutung laut Duden ist auch die, die in dieser Diplom-
arbeit genutzt wird: ,Sachverhalte, Vorgange [mit technischen, naturwis-
senschaftlichen Mitteln] modellhaft zu Ubungs-, Erkenntniszwecken nach-
bilden, wirklichkeitsgetreu nachahmen."™ (11) Ein gutes Beispiel ist die Si-
mulation eines Raumflugs, um Erkenntnisse flir die Raumfahrer zu schaf-

fen, damit sie keine tddliche Fehler in der Realitdt begehen.

2.3.1.1 Computer-Simulation

In der Informatik ist die Simulation bekannt als Computer-Simulation.

Durch den Aufstieg des Computers in den letzten Jahren sind Simulationen
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mit Hilfe eben dieser immer wichtiger geworden. Dabei werden komplexe,
reale Ereignisse in naturwissenschaftliche, bzw. mathematische Modelle
umgewandelt. Die erstellten Modelle kénnen mit Hilfe der Computer in

Bruchteilen von Sekunden berechnet werden.

Model

Abbildung 2.3: Modellerstellung fiir die Simulation (12)

»The main advantage in using simulation is the reduction of risk involved
with implementing a new system or modifying an existing one.” (12) Auf
Deutsch: Der Hauptvorteil einer Simulation ist die Verminderung des Risi-
kos mit der eine Implementierung eines neuen oder der Modifikation eines
vorhandenen Systems verbunden ist. Die vorherige Ausflihrung des Simu-
lationsmodells bevor das eigentlich reale Modell ausgefuhrt wird, gibt
schon frih Erkenntnisse Uber Fehlplanungen und anderen Fehlern. Die
frihe Erkennung von Fehlern durch eine Simulation senkt das Risiko eines

Projekts drastisch. Abbildung 2.4 zeigt dies in einem Schaubild.
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Abbildung 2.4: Beispiel einer Verminderung des Risikos durch eine Simulation (12)
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2.3.1.2 Animation

Die Visualisierung der Simulation wird auch als Animation bezeichnet.
Dabei wird meist nur ein einzelner Simulationsprozess ausgeftihrt um den
Ablauf der Simulation zu zeigen. Somit wird zwischen Simulation, was

mehrere Instanzen durchlauft, und Animation unterschieden (13).

2.3.2 Simulation von Geschiftsprozessen

In (13) wird die ,zielgerichtete, experimentelle computergestitzte Aus-
fUhrung von Prozessmodellen [...] als Geschaftsprozesssimulation bezeich-
net." Die Vorteile einer Geschaftsprozesssimulation besteht aus der Ge-
winnung von Erkenntnissen zur Laufzeit, ,ohne diese real ausfihren zu
mussen®.

Fir die Konstruktion der Simulation von Geschaftsprozessen sind ver-
schiedene Modellierungen der Teilbausteine eines Geschaftsprozesses zu
wahlen. Neben der zu wahlenden simulationsrelevanten Attribute sind
auch Modellierungen von Wahrscheinlichkeitsverteilungen, Ablaufalternati-
ven, Prozessinstanziierungen und Ressourcenverfuigbarkeit zu wahlen. Im
Folgenden werden diese Modellierungen vorgestellt. Wie genau die zu-
grunde liegende Geschaftsprozessmodellierung fur die Simulationsmodel-
lierung zu benutzen ist, hangt von Fall zu Fall ab. Heutzutage werden aber
die meisten Geschaftsprozessmodellierungen auch flr eine mdgliche Si-
mulation vorbereitet. Kann die vorhandene Modellierung nicht Ubernom-
men werden, so kann man zumindest Teile enthehmen und so ein neues
Modell erstellen. Dabei ist zu beachten, welche Teile man flr die Simulati-
on benutzt und welche nicht. Eine Auswertung wie sinnvoll eine Simulation

ist fir einzelne Aktivitaten, muss schon im Voraus geschehen (13).

2.3.2.1 Attributierung

Far eine Geschaftsprozesssimulation gilt es einige wichtige Attribute zu
beachten. Dazu gehéren als Hauptinformationen (13):
- ,Verteilung der Bearbeitungsfunktion jeder Funktion" bzw. Aktivitat

- Ressourcen, die die Aktivitat bendtigt
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- Verzweigungsregeln, d.h. welche Wege werden im Prozessablauf,
wann, warum und mit welcher Wahrscheinlichkeit gegangen

- Haufigkeit der Instanziierung

Naturlich kénnen auch weitere Attribute genutzt werden. Diese Diplom-
arbeit wird aufzeigen, dass durch weitere hilfreiche Informationsgewin-
nung eine ,genauere" Simulation madglich ist. Dabei ist natlrlich die Ge-
nauigkeit auch von der Skalierung der bendétigten Attribute wichtig, d.h. je
detaillierter die Daten zur Verfigung stehen, desto genauer sollte auch die
Simulation sein.

Abbildung 2.5 zeigt Beispiele flr die Attributierung an den einzelnen
Punkten im Geschaftsprozess. Neben den verschiedenen Verteilungen fir

die Bearbeitungszeiten ist auch eine Wahrscheinlichkeit fir Gateways an-

gegeben.
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Abbildung 2.5: Beispiel fiir Attributierung in einer Geschiaftsprozesssimulation (13)

2.3.2.2 Wahrscheinlichkeitsverteilungen

Wahrscheinlichkeitsverteilungen werden an einigen Stellen in der Ge-
schaftsprozesssimulation angewendet. Dazu gehdéren neben Erstellung der

zufalligen Input-GroéBen auch die der Bearbeitungszeit der Aktivitaten. Da-
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bei koénnen verschiedenste Wahrscheinlichkeitsverteilungen eingesetzt
werden. Abbildung 2.6 zeigt die wichtigsten. Die Wahl der Verteilung
hangt von den gegebenen Informationen ab. Stehen nur wenige Informa-
tionen zur Verfigung, so bedient man sich mit der Gleichverteilung und
gibt nur Mindest- und Maximalwerte an und jeder Wert dazwischen kommt
mit der gleichen Wahrscheinlichkeit vor. Hat man einen geeigneten Mit-
telwert zur Hand und kann die Streuung gut einschatzen, lassen sich die

Normal-, die Lognormal-, sowie in seltenen Fallen die Dreiecksverteilung

nutzen.
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Abbildung 2.6: Beispiele fiir Wahrscheinlichkeitsverteilungen (13)

2.3.2.3 Ablaufalternativen

Nachdem nun Simulationen flr einzelne Aktivitaten und Input-GrdBen
modelliert wurden, mussen auch die Prozesse an sich simuliert werden.
Dazu gehdéren die Ablaufalternativen, die ,als exklusive oder inklusive O-
der-Verzweigungen modelliert [sind und] (...) fur die Simulation zusatzlich
Angaben (...) gemacht werden [missen]." (13) Flr diese Alternativen gibt
es einfache und komplexere Lésungsmaéglichkeiten. Eine einfache ist die
konstante Wahrscheinlichkeit der Verzweigung, wenn der Ablauf ,unab-

hangig vom bisherigen Prozessverlauf erfolgt." Die wahrscheinlich bessere
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Mdglichkeit ist die ,Verzweigung auf der Basis von Attributwerten®, die
haufig in Geschaftsprozessen genutzt werden (13).

Abbildung 2.7 zeigt ein Beispiel einer Input-GréBe mit einer Lognormal-
verteilung. AnschlieBend wird bei der XOR-Verzweigung auf Basis des
Werts entschieden, welcher Pfad fortgeschritten wird und somit welche

Aktivitat ausgefiuhrt wird.
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Abbildung 2.7: Beispiel fiir eine bedingte Verzweigung (13)

2.3.2.4 Prozessinstanziierung

Bei der Prozessinstanziierung geht es um die Haufigkeit des Prozess-
stars. Dabei kann der Prozessstart nach zwei Mdglichkeiten instanziiert
werden. Die einfachere Mdglichkeit ist die Instanziierung nach einer kon-
stanten Zeit. Hier wahlt man ein Intervall, z.B. jede halbe Stunde, in der
der Prozess mit seinen simulierten GréBen gestartet und durchlaufen wird.

Als zweite Mdglichkeit gibt es die stochastische Instanziierung. Dabei
werden nach einer Wahrscheinlichkeitsverteilung (z.B. Gleichverteilung auf

die Minuten) die Prozessstarts auf den Tag verteilt simuliert (13).

2.3.2.5 Ressourcenverfligbarkeit

Will man noch weiter ins Detail gehen, so muss man auch die verfligba-
ren Ressourcen in die Simulation mit einbeziehen. So kann eine Art
~Schichtplan® eingefiihrt werden, um zu zeigen ,in welchen Zeitrdumen

eine Ressource zur Verfligung steht." (13) Es muss angegeben werden,
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wie viele Mitarbeiter zur Verfigung stehen und zu welchen Zeiten. Wenn
dann ein Mitarbeiter gerade an einer Aktivitat arbeitet, sollte diese Person
dann auch keine weitere bearbeiten kénnen. Dies sollte in der Simulation

bertcksichtigt werden.

2.3.3 Auswertung der Geschaftsprozesssimulation

Nach der mehrfachen Prozessinstanziierung kénnen die Werte der Pro-
zessdaten zusammengefihrt und analysiert werden. Dabei sind folgende
Erkenntnisse von groBer Bedeutung:

- Aggregierte Auswertungen: Kennzahlen auf den Gesamtprozess bezo-
gen, z.B. Anteil erfolgreich beendeter und nicht erfolgreich beendeter
Prozesse.

- Instanzenbezogene Auswertungen: Detaillierte Kennzahlen fir jeden
Prozess und seine Durchlaufzeiten.

- Ressourcenbezogene Auswertungen: Kennzahlen flr die Auslastung
der jeweiligen Ressourcen, wie z.B. Mitarbeiter.

Die Daten sollten auch exportiert und flr weitere Analysetools zuganglich
gemacht werden kdnnen. Somit sollen auch weitere Analysen ermdglicht
werden, wie z.B. Data Mining Analysen, die im nachsten Kapitel vorgestellt
werden (13).

In der Auswertung kann geschaut werden, inwiefern die Simulation mit
den erwarteten oder den realen Ergebnissen uUbereinstimmt. In (13) wur-
de in einem Fachbeispiel erwahnt, dass zwar die Simulation sinnlos war,
da man keine besonderen Ergebnisse erlangt hatte, aber die Auseinander-
setzung mit dem Prozess hat zum besseren Verstandnis gefihrt und somit

andere Verbesserungen herbeigefihrt.

2.4 Data Mining

Data Mining gehért zu den neuesten aufsteigenden Technologien der In-
formatik. Die groBe Datenflut, die im Computer Zeitalter auf uns zu-
kommt, bedarf an Techniken diese zu bandigen - dazu gehdért Data Mi-

ning. Auch bekannt als ,Machine Learning“ oder ,Pattern Recognition"
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geht es um den Informationsgewinn aus sortierten und unsortierten Da-
ten. Durch die Hilfe von Computer-Systemen kdénnen Strukturen nicht nur
schneller erkannt werden, sondern auch andere gefunden werden, die mit
dem bloBen Auge nicht zu sehen waren.

Die Informationsgewinnung im Data Mining geschieht durch verschiede-
ne Algorithmen, die im Laufe der Jahre entstanden sind. Zu den bekann-
testen gehdrt das Clustering-Verfahren oder das aus der Mathematik be-
kannte Regressionsverfahren. In diesem Kapitel werden die fir diese Dip-
lomarbeit relevanten Algorithmen vorgestellt. Dabei stand das Buch von
(14) zur Hilfe.

2.4.1 Klassifikationsbaume

Das Ziel von Klassifikationsbaumen ist die Entscheidungsfindung eines
Outputs mit Hilfe eines Baumes, der die verschiedenen Input Werte in
Klassen aufteilt. Klassifikationsbaume sind auch als Entscheidungsbaume
(engl. decision trees) bekannt. Dabei wird von der Wurzel eines Baumes,
das einem Input-Wert entspricht, je nach Auswahl zum nachsten Knoten
gefuhrt, bis man zu einem Blattknoten gelangt, das dem Output bzw. der
Ziel-Klasse entspricht.

Die Erstellung eines Klassifikationsbaumes flr eine gegebene Datenmen-
ge wird nach dem Divide-And-Conquer Prinzip durchgefthrt. Dabei werden
die Daten nach den Attributen aufgeteilt und anhand der aufgeteilten
Klassen analysiert. Das Attribut, dass durch seine Aufteilung den gréBten
Informationsgewinn zur Aufteilung der Zielklasse hervorbringt, wird vor-
rangig als Knotenpunkt genommen. Sind die Klassen vollstandig aufgeteilt
- oder ist auch die gewlinschte Ziel-Tiefe des Baumes erreicht -, ist der
Baum vollstandig. Wenn nicht, werden die weiteren Teilbdume nach dem
gleichen Prinzip nach Attributen aufgeteilt und ihr ,Information Gain" neu
beurteilt (15).
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Abbildung 2.8: Ein Beispiel Klassifikationsbaum

In Abbildung 2.8 sehen wir einen so gebauten Klassifikationsbaum. Bei
der Erstellung wurde als Zielklasse (a,b) angegeben und die Tiefe 2. Der
linke Teilbaum wurde vollstandig klassifiziert. Der rechte Teilbaum hat ein
Blattknoten mit einem 95%-Ergebnis flr b und ein 5% Ergebnis fir a.

Fir die Geschaftsprozesssimulation ist dieses Verfahren hilfreich um die
Output Daten von diskreten Ergebnissen von Geschaftsprozessaktivitaten
zu simulieren. Dabei stehen die Input-Daten der Aktivitat als Attribute flr
die Aufteilung des Baumes zur Verfligung. Solche Entscheidungsbaume
sind auch hilfreich fur die Eliminierung von Human Tasks aus Geschafts-

prozessen und die maschinelle Verarbeitung dieser Aktivitaten (16).

2.4.2Lineare Regression

Werden keine diskreten Daten als Output Parameter einer Prozessaktivi-
tat erwartet, so muss eine andere Mdglichkeit gefunden werden, die Out-
put Parameter vorherzusagen. Eine Moglichkeit ware, die Klassen von
nicht-diskreten Werten fur Klassifikationsbaume zu einer plausiblen Klasse
zu berechnen. Die einfachere Mdglichkeit ist die Verwendung eines ande-
ren, fir numerische Werte ausgelegtes Verfahren: der linearen Regressi-
on.

Das aus der Mathematik bekannte Verfahren kann als numerische Vor-
hersage genutzt werden. Dabei wird ein Output oder zu bestimmende
Klasse durch die numerischen Attribute bestimmt. Jedem Attribut a;, wird

durch den Data Mining Algorithmus ein Gewicht w, zugewiesen, das be-
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schreibt, wie ,schwer" dieses Attribut den Output beschreibt (14). Als
Formel sieht das Ganze dann so aus:
X =wy+wia +wyay + -+ wrag

Bei einer spateren Simulation eines Output Wertes kénnen dann alle In-
formationen anhand der Attribute vorhergesagt werden. Ein sehr gutes
Beispiel daflr ist die Simulation von Bearbeitungszeiten einer Aktivitat.
Durch ,alte" Daten kédnnten Gewichte flur die Attribute berechnet werden,
und so eine sehr realistische Vorhersage fur die Bearbeitungszeit gewon-

nen werden.

2.4.3 Training und Testen

In der Ausflihrung von Data Mining Algorithmen unterscheidet man in
u.a. zwei Phasen: Training und Testen. Dabei soll durch diese Aufteilung
eine sog. ,error rate" berechnet werden. Die Trainingsphase ist die einfa-
che Auslibung des gewlinschten Data Mining Verfahrens auf die ,alten"
Daten. Dabei werden, wie in den vorherigen speziellen Beispielen, z.B.
Klassen gebildet. Deswegen werden die Daten, die zur Erstellung der Klas-
sifizierung genutzt werden auch ,classifier data" oder ,training data™ ge-
nannt. Wirde man jetzt die ,error rate™ nur auf Grundlage der genutzten
Daten berechnen, ware dieses Ergebnis zu abhangig, da man genau auf
diese Daten die Klassifizierung durchgefihrt hat. Um ein genaueres Er-
gebnis zu bekommen, benétigt man noch weitere ,test data™. Diese Daten
sollen am besten unabhangig von den bisher genutzten Daten sein, um so
ein genaueres Ergebnis der ,error rate" zu erhalten (14).

Flr diese Diplomarbeit sind diese zwei Phasen nicht nur flur die Auswer-
tung der Klassifizierungen wichtig, sondern auch flr die spatere Evaluation
der Simulationsergebnisse. Die Fehlerrate sollte anhand von Trainings-
und Testphase flr die Simulation bekannt sein, um die Relevanz der Si-

mulation zu gewahrleisten.

34



2.5 Web Services

Web Services haben sich in den letzten Jahren in der IT etabliert. Dabei
sind Web Services durch die vorherrschende und auch gewollte Service-
orientierten Architektur immer wichtiger geworden (17). Web Services
werden spater auch fir die Implementierung der Simulation genutzt, um
Prozesse zu starten und Aktivitaten zu ersetzen. In diesem Kapitel wird
kurz neben SOA auch der Bezug zum Geschaftsprozessmanagement erlau-
tert. AnschlieBend werden auch die Web Services Technologien vorge-

stellt, die in dieser Arbeit genutzt wurden.

2.5.1SOA

SOA steht flr ,Service-oriented Architecture”. Dabei ist das Hauptele-
ment dieser Architektur, wie der Name schon sagt, der Service. Die wich-
tigste Eigenschaft des Services oder Dienst auf Deutsch ist ,eine funktio-
nal klar abgegrenzte AusflUhrungslogik™ (4). Dieser Service, der eigen-
standig arbeitet, kann immer wieder in verschiedenen Bereichen einer Im-
plementierung aufgerufen werden. Dabei steht im Allgemeinen flr jeden
Service eine Dokumentation der Schnittstelle zu diesem Service zur Ver-

figung.

2.5.2SOA und BPM

Was hat das nun mit dem Geschaftsprozessmanagement gemein? Laut
(4) lassen sich die ,Dienste einer Service-orientierten Architektur ... mit
den Aktivitaten einer Workflowdefintion identifizieren." Das wird auch im
Laufe dieser Diplomarbeit aufgezeigt, wo einzelne Aktivitaten mit ihrem
bisherigen Service-Aufruf durch einen Simulations-Aufruf ersetzt werden.
AuBerdem kann auch der ganze Geschaftsprozess als Service angesehen
werden. Wie man in der Implementierung spater sehen wird, wird fur die

Simulation der ganze Geschaftsprozess als Service ausgefihrt.
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2.5.3WSDL

WSDL steht flir Web Services Definition Language, wobei auch Descripti-
on anstatt dem Definition genutzt wird. Selbst auf der HTML Webseite der
W3C Organisation mit der WSDL Spezifikation steht zwar als Uberschrift
Web Services Definition Language, der Titel der Webseite ist aber Web
Service Description Language. Die unterschiedlichen Namen andern aber
nichts an der Spezifikation der XML-basierten Sprache. WSDL ist eine be-
schreibende Sprache zur Verbindung von Web Services. Mit Hilfe von
WSDL kénnen z.B. Prozesse mit gegebenen Parametern aufgerufen wer-
den. Dabei enthalt die zugehoérige .wsdl Datei die Schnittstellen Informati-
onen. Neben der auszufihrenden Operation enthalt die Datei weitere In-
formationen Uber die genauen Datentypen. Aktuelle Version ist seit Juni
2007 WSDL 2.0. In dieser Diplomarbeit wird aber noch Version 1.1 ver-
wendet, durch die gegeben Vorarbeiten, die in Kapitel 3 vorgestellt wer-
den (18).

2.5.4 SOAP Web Services

SOAP steht fir Simple Object Access Protocol und ist wie WSDL ein
Standard der W3C Organisation. SOAP ist das Standardformat fur die
Nachrichten, die zwischen den Services ausgetauscht werden (4). Die

Spezifikation ist wiederum auf der offiziellen Website verfiigbar (19).

<env:Envelope xmlns:env="http://www.w3.0rg/2003/05/soap-envelope">
<env:Header>
<n:alertcontrol xmlns:n="http://example.org/alertcontrol">
<n:priority>1</n:priority>
<n:expires>2001-06-22T14:00:00-05:00</n:expires>
</n:alertcontrol>
</env:Header>
<env:Body>
<m:alert xmlns:m="http://example.org/alert">
<m:msg>Pick up Mary at school at 2pm</m:msg>
</m:alert>
</env:Body>
</env:Envelope>

Listing 2.2: Beispiel einer SOAPMessage (19)
Auch diese Sprache ist XML-basiert, wie man in Listing 2.2 sehen kann.
Dabei enthélt der Umschlag (,envelope") einen Kopf (,header") und einen

Korper (,body"), ahnlich wie bei HTML. Der ,wichtigere™ Teil ist der body,
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den hier werden die Parameter flir die Operation, die aufgerufen wird,
festgesetzt. Diese SOAPMessage muss namlich so aufgebaut sein, wie es
in der zugehdrigen WSDL Datei dargestellt wurde.

In Abbildung 2.9 sieht man das Schema, wie dieses Protokoll funktio-
niert. Ein Client kann die XML-basierte SOAPMessage per HTTP an einen
Server schicken. Nach auB3en ist von dem Server nur die WSDL Spezifika-
tion bekannt. Der Server wird seinen Service ausfihren und eine

SOAPMessage zurlick zum Client mit dem Ergebnis senden.

SOAP
Client XML
[HTTP)

Abbildung 2.9: Schema der SOAP Web Services (17)

2.5.5JAX-WS

».Java API for XML Web Services" ist wie der Name schon sagt eine Java
Schnittstelle fir XML-basierte Web Services. Mit JAX-WS koénnen die vor-
gestellten Technologien von WSDL Interfaces und SOAPMessage einfach in
Java umgesetzt werden. Diese Schnittstelle wird spater genutzt, um die
Simulation als Web-Service aufzurufen. Weitere Information und die Spe-
zifikation auf der offiziellen Website (20).
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3 Vorarbeit und verwandte Projekte

Es wurden schon einige Versuche in Richtung Geschaftsprozesssimulati-
on gegangen. Dabei unterscheiden sich die Projekte in der Zielsetzung.
Die Zielsetzung dieser Diplomarbeit wird in diesem Kapitel klarer. Es wer-
den erst vorherige Projekte vorgestellt, die diese Diplomarbeit erst mdg-
lich gemacht haben. Darauf wird ein Projekt vorgestellt, dass die Ge-
schaftsprozesssimulation als Hauptthema hatte. Als Abschluss wird noch
ein Beispiel-Prozess vorgestellt, der aus den Vorarbeiten des dBOP Pro-

jekts entstanden ist.

3.1 Vorarbeiten zu dieser Diplomarbeit

Die vorgestellten Projekte wurden an der Universitat Stuttgart durchge-
fiuhrt. Dabei entstand aus der Business Impact Analysis (21) spater die
deep Business Optimization Platform (3). Der Hauptgedanke der Projekte
ist die Zusammenfihrung von Prozessdaten und operativen Daten. Durch
diese Zusammensetzung kénnen Geschaftsprozesse besser analysiert
werden und geben somit tiefere Einblicke in die Geschaftsprozesse. Die

Optimierung dieser ist das Ziel durch diesen Informationsgewinn.

3.1.1 Business Impact Analysis

Um Geschaftsprozesse zu verbessern, bedarf es einer Analyse des bishe-
rigen Prozesses. Dabei sollten alle relevanten Informationen zur Verfl-
gung stehen. Leider stehen Geschaftsprozessen meist nur die Audit-Logs
eines Prozess zur Verfigung, um eine Verbesserung durchzufihren. Wei-
tere relevante Daten waren die des Data Warehouse eines Unternehmens
mit seinen operativen Daten. Aber auch dies waren dann zwei unter-
schiedliche Analysen. Im Business Impact Analysis Projekt der Universitat
Stuttgart sollte nun genau diese beiden Quellen an Daten zusammenge-
fiUhrt werden. In Abbildung 3.1 ist die Idee der Business Impact Analysis

zu sehen.
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Abbildung 3.1: Uberblick der Business Impact Analysis (22)

Zuerst werden aus dem Prozess- und Data-Warehouse-Design die zu-
sammengehdrenden Daten ,gematcht". Dabei werden die Daten ver-
knlpft, d.h. der aus den Prozessdaten bekannt Customer mit der ID = 2
wird mit seinem Namen und Alter aus dem DWH zusammengeknUpft. Die-
se neue zusammengesetzte Information wird nun als integriertes Business
Warehouse gespeichert. Darauf lassen sich nun Analysen ausflihren, wie
die Simulation in dieser Diplomarbeit. Aus den Ergebnissen lassen sich
dann hoffentlich auch Verbesserungen in den Geschaftsprozessen ableiten.

Um die operativen und Prozess Daten miteinander zu verbinden wurde
der BIAEditor entwickelt, der anhand der Parameter des Prozesses und der
Datenbank Attribute (semi-)automatisch verbindet und eine Meta-
Verknipfung aufbaut. Durch diese Informationen kénnen die Daten dann
spater zusammengeflhrt werden. Der BIA Editor wird spater in Kapitel

5.2.1 in der Implementierung vorgestellt.

3.1.2deep Business Optimization Platform

Auf Grund der wichtigen Stellung, die Geschaftsprozesse in einem Unter-
nehmen inzwischen inne halten, entwickelte sich an der Universitat Stutt-
gart darauf auch die deep Business Optimization Platform. Die Problem-
stellung war, dass eine Prozessoptimierung bisher nur durch relativ wenig
Daten begrindet worden konnte und nur auf Grund der Analyse-
Fahigkeiten von Mitarbeitern durchgefihrt wurde. Die Optimierung von
Geschaftsprozessen soll mit Hilfe einer gréBeren Datenmenge durch ein

integriertes Data Warehouse geschehen. Die Zusammenfliihrung von ope-
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rativen und Prozess-Daten wurde schon durch das Business Impact Analy-
sis Projekt im vorherigen Kapitel erlautert.

Die Optimierung soll aber nicht nur a-posteriori geschehen, sondern auch
vor und wahrend der Prozessausfuhrung. Die a-priori Optimierung baut
auf ,Best Practices" auf, wobei die Optimierung wahrend eines Geschafts-
prozesses auf eine optimale Ressourcenverteilung strebt. Die Analyse
nach der Ausfihrung baut dann am meisten auf das integrierte Warehouse
aus. Informationen, die aus dem Prozess gesammelt wurden, werden nun
genutzt, um den Geschaftsprozess zu verbessern, indem man ihn mdg-
licherweise umstrukturiert. Alle diese vorgestellten Optimierung bauen
aber auf vorherigen Geschaftsprozessen und den Informationen, die man
gesammelt hat. ,Best Practices", optimale Ressourcenverteilung und Um-
strukturierung des Prozess brauchen Information, die als Vorlage in der

Plattform zur Verfliigung stehen.

S Y ~

deep Optimization stages
Business pti e
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y
Process N :
Optimi- Design Execution Analysis I
|
[
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Preprocessing, Analytics
and Aggregation

Integrated DWH

Process Operational
Data Data

Abbildung 3.2: Layer der deep Business Optimization Platform (3)
Abbildung 3.2 zeigt den Aufbau der Plattform. Die untere Schicht zeigt
die deep Business Data Integration, die durch die Business Impact Analy-

sis gegeben ist. AnschlieBend wird das integrierte Data Warehouse in der
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deep Business Analytics Schicht analysiert. Diese Informationen werden
dann fur die verschiedenen Optimierungsmadglichkeiten fiir die Geschafts-

prozesse zur Verfliigung gestellt.

3.1.2.1 deep Business Data Integration

Diese Schicht baut auf der Idee der Business Impact Analysis auf. Dabei
ist das ausgearbeitete Matching der Daten die wichtigste Funktion. Die zu-
gehdrige Zusammenfihrung der Daten geschieht in drei Phasen, wie in
Abbildung 3.3 dargestellt. Als erstes muss das Matching, wie die Prozess-
daten und operativen Daten zusammengehdéren, bestimmt werden. Ist das
geschehen, werden die Daten nach den Matching Regeln zusammenge-
fihrt. Am Ende werden die Daten in ein integriertes Data Warehouse kon-

solidiert. Naheres dazu in (16).

7] Operational Data [ Process Data ¢ Matching

€ Annotation and matching @ Matching propagation € Data consolidation

LI\LI\

Y Ry e
L CHCH O %%

Abbildung 3.3: dBOP Data Integration Phasen (16)

3.1.2.2 deep Business Analytics

Aus Abbildung 3.2 bekannt ist die deep Business Analytics Schicht die
Schicht flr die Vorbereitung zur Optimierung von Geschaftsprozessen. In
dieser Analyse sollen relevante Informationen aus dem integrierten Da-
tenbestand gefiltert werden. Das geschieht in zwei Phasen, die auch aus
dem Data Mining bekannt sind: Data Preprocessing und die eigentlich Aus-
fihrung der Analyse.

Beim Data Preprocessing werden die Daten aus dem ,Integrated DWH"

flir die Analyse vorbereitet. Neben den im Data Mining benétigten Schrit-
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te, wie dem Data Cleansing, sind weitere Preprocessing Schritte mdglich

und vielleicht auch ndétig. Abbildung 3.4 zeigt die Mdglichkeiten.
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Abbildung 3.4: Data Preprocessing der deep Business Analytics Schicht (3)
Neben einer schematischen Gruppierung (Teil 1) ist auch z.B. eine Elimi-
nierung von Aktivitdten im Prozess mdglich (Teil 2), wenn diese keine
Auswirkung auf den Output hat, und somit nicht relevant fiir das Data Mi-
ning Ergebnis ist. Darauf kann dann das bekannte Data Preprocessing mit
z.B. Data Cleansing erfolgen (Teil 3).

In der Analyse Phase werden dann die vorbereitenden Daten analysiert.
Dabei werden auch ganz einfache Daten, wie die Eckdaten (Min-, Max-,
Mittelwert, u.a.) jeder Aktivitat berechnet. Darliber hinaus werden auch
Data Mining Algorithmen ausgeflihrt, wie die des vorgestellten Klassifikati-
onsbaums. Abbildung 3.5 zeigt einen solchen Klassifikationsbaum eines
dBOP Prozesses. Dabei kdnnen Knoten sowohl Prozessattribute als auch

Attribute der operativen Daten sein.

operational data
service process data
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Abbildung 3.5: Klassifikationsbaum-Beispiel fiir den weiteren Ablauf nach Attributen

(3)
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3.1.2.3 deep Business Process Optimization

Das Ziel der deep Business Optimization Platform ist — wie der Name
schon sagt - die Optimierung. Deshalb ist die dritte Schicht, die deep Bu-
siness Process Optimization, die wohl wichtigste hinsichtlich der Verbesse-
rung von Geschaftsprozessen. Dies kann mit Hilfe von ,Optimization Pat-
terns® geschehen, die im dBOP Projekt entwickelt wurden (23). Um diese

zu nutzen, muss zu allererst eine Zielfunktion definiert werden.
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Abbildung 3.6: Ubersicht der deep Business Process Optimization Schicht

Abbildung 3.6 zeigt die einzelnen Schritte, die fur die Optimierung not-
wendig sind. Als erstes die Definition der Zielfunktion, mit Bestimmung
der Wichtigkeit von Zeit, Kosten, Qualitdt und Flexibilitat des Prozesses.
Auf Grund der bestimmten Zielfunktion, wird darauf erkannt welche Pat-
tern im gegebenen Prozess angewendet werden kénnen. Sind diese dann
ausgewahlt, werden sie im letzten Schritt angewendet.

Die wichtigste Information dieser Schicht liegt im Pattern Katalog. Aus
Abbildung 3.6 kann man die Pattern Parallelization, Decomposition und

|\\

Elimination entnehmen. In (3) wird das ,Automated Approval® Pattern ge-
nauer vorgestellt. Dieses Pattern hat als Ziel eine ,Human Task™ in einem
Prozess, d.h. eine Aktivitat, die von einem Mitarbeiter erst Uberprift wer-
den muss und somit Zeit und Geld kostet, in eine automatische umzuwan-
deln. Durch eine Automatisierung ist es mdglich Zeit und Geld einzuspa-
ren. Im weiteren Verlauf wird ein Beispiel Prozess vorgestellt, in dem die-

ses Pattern eingesetzt werden kdnnte.
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3.1.2.4 dBOP Prozessmodell

Das dBOP Prozessmodell ist ahnlich zu gewo6hnlichen Prozessmodellen
mit ein paar speziellen Unterschieden. Eine genaue Beschreibung findet
man in (23). Der Kontrollfluss ist ziemlich ahnlich, nur die genaue Imple-
mentierung einer dBOP Aktivitat ist spezieller. Eine dBOP Aktivitat bezieht
sich neben den Ublichen Input und Output Daten und seiner Implementie-
rung, auch einer Ressourcenverwaltung. AuBerdem ist eine Aktivitat im-
mer als Service implementiert. Abbildung 3.7 zeigt eine Aktivitat des dBOP

Prozessmodells.

Implementation
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Abbildung 3.7: dBOP-Aktivitat mit seinen Attributen

Ressourcen werden durch einen Typen, wie Maschinen oder Mitarbeiter,
und seiner Rolle definiert. Durch diese Erweiterung von Ressourcen, be-
stehen verschieden Zugehdrigkeiten im Prozessmodell. Neben den obliga-
torischen Kontrollfluss und Datenfluss ist nun auch ein Ressourcenfluss im
Prozess zu beobachten.

Um das Ganze zu implementieren, bedarf es einer kleinen Modifikation in
der BPEL Implementierung. Eine dBOP Aktivitat kann nicht einfach eins zu
eins in eine BPEL Aktivitat transformiert werden, sondern muss aufgeteilt

werden. Dabei wird vor und nach jedem BPEL Aufruf des eigentlichen Ak-
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tivitats-Services und seiner Implementierung, der ,Resource Manager
Service" aufgerufen, der die Ressourcen fur die Aktivitat bereitstellt. Ab-

bildung 3.8 zeigt wie das Mapping schemenhaft auszusehen hat.
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Abbildung 3.8: BPEL Implementierung einer dBOP Aktivitat

Es sei schon einmal vorweggenommen, dass in dieser Diplomarbeit die
Simulation flr die Ressourcenverteilung nicht implementiert wurde. Dies
kann aber spater mit Hilfe des universellen Simulation Service auch er-

stellt werden.

3.1.3 Bezug zu dieser Diplomarbeit

Diese Diplomarbeit soll eine Geschaftsprozesssimulation ausfihren, die
auf der Analyse aus der deep Business Optimization Platform aufbaut. Da-
bei werden die Ergebnisse aus der Data Mining Analyse der Daten genutzt.
Dies ermdglicht eine erweiterte Sicht auf die Daten und einen groBen In-
formationsgewinn. Im vorgestellten dBOP Projekt mit dem Ziel der Opti-
mierung kann mit Hilfe einer Simulation gezeigt werden, dass die automa-
tisierten Optimierungen, wie das , Automated Approval® Pattern, zu einem
schnelleren und trotzdem genauen Ergebnis kommen. Weiteres dazu in

den weiteren Kapiteln.

45



3.2 Verwandte Projekte (Process Mining)

Diese Diplomarbeit ist nicht die erste wissenschaftliche Arbeit, die sich
mit der Geschaftsprozesssimulation auseinandergesetzt hat. In diesem
Kapitel wird ein weiteres Projekt vorgestellt, das eine @hnliche Thematik
bearbeitet und somit auch einen Einfluss auf diese Arbeit hatte. Die

Hauptargumente und relevanten Ideen werden aufgezeigt.

3.2.1 Uberblick
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Abbildung 3.9: Schematisches Modell vom realen Prozess zur Simulation beim Process
Mining (24)

Dieses Tool namens ProM (kurz fur Process Mining) wurde an der Techni-
schen Universitat in Eindhoven, Niederlande entwickelt. Dabei werden In-
formationen ausschlieBlich aus den Prozess Logs gesammelt und der Pro-
zess analysiert. Dabei muss der Prozess auch erst rekonstruiert werden
(,Control-flow Discovery"). Dies geschieht durch den Alpha-Algorithmus.
AnschlieBend wird der rekonstruierte Prozess in ein Simulationsmodell
umgewandelt. Dieses Modell ist ein Coloured Petri Net (CPN). Dieses Netz
kann dann genutzt werden, um die Prozesse zu simulieren (24).

Das Tool wird als ProM! Framework zur Verfiigung gestellt mit einer Ex-

port Funktion fir die Nutzung mit der CPN Software namens CPN Tools?.

! WWW.processmining.org
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3.2.2Process Mining Technicken

Bevor der Prozess in ein CPN umgewandelt werden kann, werden ver-
schiedene Perspektiven auf den Prozess und seine Log Daten ausgefihrt.
Ein Uberblick gibt die Abbildung 3.10.

Raole Activity set
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Abbildung 3.10: Uberblick der Process Mining Techniken (24)

~Role Discovery" ist die Entdeckung von Rollen bei Ressourcen. Dabei
werden die genutzten Ressourcen durch ihren Einsatz bei Aktivitaten ana-
lysiert. Je nach Einsatz werden die einzelnen Ressourcen in Klassen einge-
teilt.

Bei , Decision Point Analysis" werden die Verzweigungen in Geschaftspro-
zessen analysiert. Dabei spielen die bedingten Verzweigungen eine wichti-
ge Rolle. Es wird ein Klassifikationsbaum mit den Bedingungen, welcher
Weg weiter ausgeflhrt wird, als Zielklassen aufgestellt. Alle Information,
die bisher gesammelt wurden, kdnnen als Input-Parameter flir die Klassi-
fikation genutzt werden. Abbildung 3.11 zeigt Beispiel-Daten (a) und den

zugehdrigen Baum (b), der entstanden ist. ,Aus diesem Entscheidungs-

2 www.cpntools.org
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baum kdénnen (...) jetzt (..) Regeln [abgeleitet werden.]" Diese Regeln

kdnnen nun fur die Aktivitaten zur Simulation eingesetzt werden.

ASA Diagnosis Age class

! ; ASA
3 cervix carcinoma 42 D <=2 >2
2 ovarium carcinoma 23 =
4 vulva carcinoma 65 D o D
1 vulva carcinoma 46 E )
4 ovarium carcinoma 60 D i o0 60
2 ovarium carcinoma 55 E ]

' E D
(a) (b)

Abbildung 3.11: Decision Point Analysis (24)

Als vierte (auch Control-Flow Discovery gehdrt zu ihnen) Process Mining
Technik wird Performance Analysis vorgestellt. Abbildung 3.12 zeigt die

Performance Analyse eines ganzen Prozess.

E:N@#45.2,51) E:N(20.0, 1.6) E: N(30.0, 5.1) E:N(30.1,5.2) E:N(451,17)
W: N(0.0, 0.0) W: N(30.1,5.1) W: N(0.008, 0.2) W: N(2894.5, 957.1) W: N(4320.4, 486.1)
Lab ECG CT
test
First Second Third
visit +@ B D visit visit
@ A F I bO
X ray ECG not MRI
0.0167 new cases needed
per minute
E:N(20.1, 1.8) E:N(0.0, 0.0) E: N(60.4, 6.2) E:N(299, 51)
W:-N(29 8, 4.9) W:N(0.0, 0.0) W: N(7233.9, 468.0) W:- N(1450 8, 471.6)

Abbildung 3.12: Performance Analysis (24)

Dabei werden folgende Daten gesammelt: Die Ausfuhrungs- und Warte-
zeit jeder Aktivitat kann aus dem vorhandenen Logs ausgelesen werden.
AnschlieBend werden der Mittelwert und die Standardabweichung einer
Normalverteilung darauf gebildet. AuBerdem werden die zeitlichen Ab-
stande flr die Prozessinstanziierungen ausgelesen: In Abbildung 3.12 sind

das 0,0167 Prozessinstanzen pro Minute. Um neben der ,Decision Point
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Analysis® noch einen Vergleichswert fur die Ausfuhrungen der Verzwei-
gungen zu erhalten, werden fir jede Verzweigung auch die Wahrschein-

lichkeiten flir jede weitere Kante gesammelt.

3.2.3 Simulations-Evaluation (,,Second Pass")

Dariber hinaus wurde eine Qualitatsevaluation durchgefthrt, in dem die
simulierten Ergebnisse mit den echten verglichen werden. Dabei wurde ein
zweites Simulationsmodell mit Hilfe der simulierten Daten aufgestellt
(deshalb ,Second Pass"). Je mehr die Ergebnisse der Process Mining
Technicken denen der ersten Ausflihrung gleichen, desto besser ist das

Simulationsmodell.

3.3 Beispiel-Prozess

Im Laufe dieser Diplomarbeit soll ein (dBOP) Prozess simuliert werden.
In diesem Kapitel wird dieser Prozess vorgestellt, der in dieser Diplomar-
beit 6fters erwahnt wird um die Konzepte naher zu bringen. Es handelt
sich um ein Szenario fur ein Autovermietungsunternehmen. Das Beispiel

wurde auch schon in (3) vorgestellt.

3.3.1Szenario des Prozess

Dieser Prozess handelt von dem Vertriebs-Prozess der Car Rental Com-
pany Ltd. Dieser Prozess wird auch spater simuliert werden. Im Folgenden
wird der Prozess mit Hilfe von BPMN vorgestellt und anschlieBend noch

seine entsprechende BPEL Implementierung erlautert.

3.3.2 Prozessmodell

Der Prozess betrifft wie schon erlautert den Vertrieb im Unternehmen
und beinhaltet somit den Kunden und das Blro als die zwei Beteiligten in
diesem Prozess. Der Kunde betritt den Laden, winscht ein bestimmtes
Auto zu mieten und kann weitere (ihm vorgeschlagene) Extras wahlen. Ist
dies geschehen, wartet er auf das Ergebnis, ob er die Voraussetzungen fir
das Mieten des gewahlten Auto erflllt. Wenn ja, kann er den Vertrag un-

terschreiben und der Prozess endet flr ihn; wenn nicht, endet der Prozess
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flr ihn ohne Abschluss eines Vertrags. Auf Seiten des Blros als Beteiligter
wird dem Kunden beim Betreten ein Mitarbeiter zugewiesen. Hat der Kun-
de ein Auto gewahlt, so werden vom BUlro aus Extras vorgeschlagen, die
fir den Kunden und seine Wahl des Autos relevant sind. Sind die Extras
gewahlt, muss nun Uberprift werden, ob der Kunde die Voraussetzungen
fir einen Vertragsabschluss erflillt. Ist das der Fall wird ihm ein Vertrag
aufgesetzt; wenn nicht, wird der Prozess abgebrochen. Abbildung 3.13

zeigt den Prozess in BPMN.

Wot
ok Cancel
r® @
hssign Proposs Check car Ok Prapara
{Empu-.-ee] -[Sela-ct Ear] Extras ] —[Ehgitllmf] contract '0
T T T T 5 B

o o

Car Reftal Office

[a] [u] 5 ¥ [u] ¥ ]
Aecsive Ok ]
k5 Eniter Rt Pick = Sign
| o (= E)E (=) o
E FEEL
= bk ok

Abbildung 3.13: BPMN Modell des zu simulierenden Geschafts-
prozesses (3)

3.3.3BPEL Implementierung

Die Implementierung des Geschaftsprozesses geschieht in BPEL auf dem
IBM Process Server (nahere Erlauterung im Kapitel zur Implementierung).
Der Geschaftsprozess wurde im vorigen Kapitel in BPMN schematisch dar-
gestellt. Die Implementierung dieses dBOP Prozesses geschieht wie im
dBOP Kapitel vorgestellt mit einer Ressourcenverwaltung. Der Testprozess
hat daher einen groBen BPEL Aufbau aber nur wenige ,wirkliche™ Aktivita-
ten. Abbildung 3.14 zeigt einen Ausschnitt der eigentlichen Aufrufe der
BPEL Datei.
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v S5 parentSequence

=2 receiveStart

& CreateRental

& SelectCar

& CheckEligibility

& ElSwitchFork

< Case <= Case

& CancelRental & CreateContract

L EndRental

&

Abbildung 3.14: Auszug der BPEL Version des Testprozess im BPEL Editor des WebSp-
here Integration Developer

Der Prozess hat eine Aufrufaktivitdt namens ,receiveStart® und startet
den Prozess mit dem Inhalt der customerID. Durch das Zusammenspiel
von Prozessdaten und operativen Daten, kann spater anhand der custo-
merID die weiteren Daten aus dem Data Warehouse gelesen werden. Mit

I\\

dem ,CreateRental® Aufruf wird ein neuer Prozess mit dem zugewiesenen
Mitarbeiter in die Datenbank geschrieben. AnschlieBend kann sich der

Kunde ein Auto aussuchen (,SelectCar"). Die Aktivitat ,Pick Extras™ aus
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dem BPMN Modell wurde vorerst nicht implementiert, da sie dem , CheckE-
ligibility" sehr selten einen anderen Output ergeben wirde.

Damit kommen wir zum wohl wichtigsten Aufruf flir diese Diplomarbeit,
dem ,CheckEligibility". Mit diesem Aufruf bekommt ein Mitarbeiter alle In-
formationen zugesendet und kann auf Grund dieser entscheiden, ob ein
Kunde ,eligible" (berechtigt) ist oder nicht. Wenn ja, kommt ein Vertrag
zu Stande (,,CreateContract") und der Gesamtpreis wird berechnet, wenn

nicht, dann wird der Vermietungsantrag abgebrochen (,,CancelRental®).

3.3.4 Aspekte der Simulation

Interessante Aspekte in diesem Prozess, die in einer Simulation unter-
suchten werden kénnen und hilfreiche Erkenntnisse Gber den Prozess ge-
ben kénnen, sind folgende:

- ,Check Car Eligibilty*: Die Uberprifung, ob der Kunde die Anforde-
rung fur das Mieten eines Autos erflllt, geschieht durch einen Mitar-
beiter (,Human Task"). Eine Ersetzung dieser ,Task"™ durch einen au-
tomatischen Anforderungscheck kann mit Hilfe einer Simulation be-
grindet werden. Wenn die Simulation aufzeigt, dass diese Aktivitat
nun klrzer arbeitet, sich somit die Wartezeiten der anderen Aktivita-
ten verringert und der gegebene Prozess beschleunigt wird.

- Mitarbeiter-,Success": Zu jedem Prozess werden Mitarbeiter zugewie-
sen, die den Kunden im Laufe des Prozess beraten. Wie entscheidend
ist es, was ein Mitarbeiter fir ein Training hat, auf den Erfolg eines
Vertragsabschluss, kann auch noch gesehen werden.

- Ressourcen-Management: Einer der speziellen dBOP Eigenschaften.
Das Simulieren des Ressourcen-Management kann eventuelle Eng-
passe im Prozess aufzeigen. Dieser Aspekt wird in dieser Diplomarbeit
aber nicht betrachtet.

- Ausfihrungs- und Wartezeit: Die Dauer jedes Prozess kann auschlag-
gebend fur den Unternehmenserfolg sein. Deshalb sollten Geschafts-
prozesse ziigig abgearbeitet werden. Die Wartezeit Analyse in einem

Prozess ist eine der interessanteren Analysen in einer Simulation, da
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in einer Simulation Situationen, die im bestehenden Prozess auftreten

kdnnten, ausgetestet werden kénnen.
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4 Konzepte des Simulations-Framework

In diesem Kapitel wird aufgezeigt mit welchen Mitteln und Wegen diese
Simulation durchgeflihrt wird. Dabei wird zunachst das ganze Vorgehens-
modell kurz vorgestellt, um anschlieBend die einzelnen Phasen detaillierter

zu erlautern.

4.1 Motivation und Ziel

Fir die Simulation ,sollten sich die Daten aus Informationssystemen er-
mitteln lassen.™ (13) Da dies durch das dBOP Projekt gegeben ist (dBOP
Data Integration), bietet sich eine Geschaftsprozesssimulation flir einen
dBOP Prozess an. Um diese These zu stitzen wird am Ende bei der Evalu-
ation aufgezeigt, dass detailliertere Daten eine bessere - im Sinne von
realitatsnaher — Simulation bieten als nur Prozessdaten.

Die Simulation eines Geschaftsprozess wird durch den Austausch von Ak-
tivitaten durchgeflihrt. Dabei werden die Aktivitaten des ,normalen™ Pro-
zess durch neue Simulations-Aktivitaten ersetzt. Diese Aktivitaten sollen
die gleichen Ergebnisse liefern. Dabei sollen die bisherig durchgeflihrten
Geschaftsprozesse mit Hilfe von Data Mining Algorithmen analysiert wer-
den. Wie das Ganze nun von Anfang bis Ende konzeptionell aussieht, ist

das Ziel dieses Kapitels.

4.2 Vorgehensmodell

Um die Simulation durchfihren zu kénnen, missen verschiedene Phasen
durchlaufen werden um einen Prozess zu simulieren. Gestltzt auf (13),
die neun Phasen vorschlagen, aber je nach Zielsetzung verandert werden
kdnnen, wurden hier Phasen flr das Framework abgeleitet. Das gesamte

Vorgehensmodell kann man Tabelle 4.1 entnehmen.
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Phasen Konzept Implementierung

Vorbereitende MaB3-
1. Planung und Analyse nahmen flr eine BPAClient

maogliche Simulation

Vorbereitung flr die dBOPSim
2. Datendefinition und -
Simulationskonstruk- (Settings + Input
erhebung _ )
tion und —ausfuhrung Generator)

Konstruktion der Mo-
3. Simulationskonstruk-
delle und anschlie- Simulation Service
tion und —ausflihrung
Bende Ausfuhrung

4. Bereitstellung der Ergebnisse der Simu- dBOPSim (WEKA) +

Ergebnisse lation auslesen DB2

Tabelle 4.1: Vorgehensmodell aufgeteilt in Phasen

4.2.1Planung und Analyse

dBOP Analysis | Analyse
Ergebnisse

Integriertes Data Mining Speichern der
Data Warehouse Analyse Ergebnisse

Planung

Analyse

Abbildung 4.1: Schema der Planungs- und Analysephase
Grundsatzlich muss geschaut werden, ob eine Simulation Uberhaupt
sinnvoll ist. Ob der Aufwand auch dem Nutzen entspricht. Ist dies der Fall
so wird in der Analyse der zu simulierende Geschaftsprozess angeschaut.
Dabei wird beachtet inwiefern der vorhandene Geschaftsprozess flr die
Simulationsbildung geeignet ist, welche Aktivitaten ersetzt werden muis-

sen. Fur die Planung und Analyse kann das bereits implementierte Insight
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Repository des dBOP Projekts genutzt werden. Abbildung 4.1 zeigt die

Phase schematisch.

4.2.2 Datendefinition und —erhebung

Der zu simulierende Prozess und die dazugehdrigen Daten wurden analy-
siert. Nun mussen Vorbereitung flir die Simulation getroffen werden: Da-
tenbank-Tabellen fir die Simulation missen erstellt werden, damit man
die Ergebnisse der Simulation speichern kann. Es wird auch festgelegt mit
welcher Wahrscheinlichkeitsverteilung die Inputdaten simuliert werden.
AuBerdem kdénnen Elemente, die nicht unmittelbar fur die Informations-
gewinnung relevant sind, entfernt werden und somit wertvolle Ressourcen
eingespart werden. Abbildung 4.2 zeigt das Schema.

Simulations-Tabellen erstellen Datenbank

Analyse
Ergebnisse

Process Web Service Link \

Input-Parameter | Instanziierung

e

IEM Process Server

Datendefinition und -erhebung

Abbildung 4.2: Schema der Datendefinition und —erhebung

4.2.3 Simulationskonstruktion und —durchfiihrung

Die nachfolgende Phase ist eine Konstruktion des Simulationsmodells mit
Hilfe der vorhergegangenen Phasen. Der Prozess bzw. die zu simulieren-
den Aktivitaten werden durch einen Simulations-Service ersetzt. Ist dies
geschehen, wird die Simulation mit der ausgewdahlten Wahrscheinlich-
keitsverteilung fir Input-Daten ausgefuhrt. Abbildung 4.3 zeigt das Sche-

ma.
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Start

Analyse
Ergebnisse

Simulation der Metriken
>‘ = 3
==
=
Simulation der Output-Daten =

IBM Process Server

Simulationskonstruktion Simulationsdurchfiihrung

Abbildung 4.3: Schema der Simulationskonstruktion und -durchfiihrung

4.2.4 Bereitstellung der Ergebnisse

Nachdem die Simulation mit gewahlten Input-GréBen durchlaufen ist,
werden die Ergebnisse aus der Datenbank bereitgestellt. Diese Ubersicht
erlaubt ,eine transparente Erlauterung der Ergebnisse." (13) Dabei sind
vor allem die Ergebnisse der Output Parameter interessant. AuBerdem
wird auch eine Export-Funktion zur Verfligung gestellt, die erlaubt weitere
Analysen mit den Ergebnissen Uber diese Diplomarbeit hinaus zu durch-

laufen.

4.3 Planung und Analyse

Wie bereits vorgestellt, soll diese Diplomarbeit ein Simulationsmodell flr
das Prozessmodell des dBOP Projekts erarbeiten. Mit Hilfe der bereitge-
stellten Tools des Projekts kdnnen bereits durchgeflihrte Geschaftsprozes-
se analysiert werden. Dabei kann jede Aktivitat fur sich mit Hilfe der kon-
solidierten Daten von operativen und Prozess-Daten zu einem ausgespro-
chen guten Simulationsmodell gebaut werden.

Wie in Kapitel 4.2.1 schon erwahnt, wird ein Werkzeug fur die Simulati-
onskonstruktion und Ausfuhrungsphase zur Verfugung gestellt werden.
D.h. in der Analyse Phase missen Informationen Uber den Prozess und
seine Aktivitaten fur die spatere Simulationskonstruktion gesammelt wer-

den. Die Information die gesammelt werden miussen, sind folgende:
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4.3.1 Analyse von einzelnen Aktivitaten

Aktivitaten haben Input-Daten und Output-Daten. Das Ziel ist nun mit
Hilfe der Input-Daten eine Simulation zu erstellen, die auf Basis dieser re-
alitdtsnahe Output-Daten erstellt. Dabei mussen numerische Output-
Daten am besten nach einem Attribut aus der Zusammenflhrung mit den
operativen Daten klassifiziert werden. So lassen sich realitatsnahere Simu-
lationen aufbauen. Ansonsten wirde eine Simulation von numerischen Da-
ten, eine willklurliche Verteilung der Output-Parameter ergeben und die

Simulation ware sehr realitatsfern..

4.3.1.1 Allgemeine Analyse von Outputs

Far alle Outputs gilt: Bestimmung durch die Input-Parameter und ihrer
zugehorigen operativen Daten. Durch die Nutzung der operativen Daten
ist ein realitatsnahere Simulation mdglich, da durch die erweiterte Infor-
mation eine Aktivitat und ihr Output besser vorhergesagt werden kann.
Die Data Mining Algorithmen dirfen dann nur diese fir das Simulations-
modell nutzen. Alle anderen miussen entfernt werden. Im Grundlagen Ka-
pitel wurden die Data Mining Methoden Lineare Regression und Klassifika-
tionsbaume erldutert. Diese beiden werden fir die unterschiedlichen Out-
put-Datentypen angewendet. Die Ergebnisse werden der spateren Durch-
fUhrung der Simulation in einer Datenbank bereitgestelit.

Aber nicht alle Output-Parameter benétigen eine Data Mining Analyse.
Einige Parameter kdnnen auch immer konstante Werte oder aufsteigende
Zahlenwerte zurlickgeben (z.B. Primary Keys). Dabei unterscheidet man
folgendermaBen:

e konstanter Wert (z.B. Output immer gleich 0)

e Output = Input (Der Input-Wert wird in dieser Aktivitat nur weiter-
gegeben)

e ID Wert: Primary Key, der in der Aktivitat fortlaufend erstellt wurde.

Tabelle 4.2 zeigt die unterschiedlichen Mdglichkeiten mit der ein Output

simuliert werden kann.
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Output-Ergebnis Analyse Implementierung

Nur ein Wert als Er-

konstanter Wert ) X=1
gebnis
Es ergibt Output = In-
Output = Input X=Y
put
Werte zu 100% unter-
ID Wert (Primary Key) schiedlich und aufei- X = MAX(ID) + 1
nanderfolgend
Klassifikationsbaum X = Klassifikations-
Nominaler Output
Erstellung mdglich baum
Numerischer Output:
Lineare Regression X =Lineare Regression
Typ A
Xo = Klassifika-
Klassifikation nach wei-
Numerischer Output: tionsbaum
terem Attribut des
Typ B X = get X where (Class

Outputs mdglich
= Xo)

Tabelle 4.2: Mogliche Simulationen von Werten

4.3.1.2 Analyse von nominalen Outputs

Die Konstruktion von nominalen Outputs wird mit Hilfe des Klassifikati-
onsbaums erstellt. Dabei wird der Output durch die Input-Parameter be-
stimmt. Die bisherigen Instanzen werden dabei durch einen Klassifikati-
ons-Algorithmus analysiert und ergeben einen Baum, der zur Bestimmung
des Outputs genutzt werden kann.

Kommt die Analyse zu keinem zufriedenstellenden Ergebnis - Fehlerrate
zu hoch -, so kann folgendermaBen vorgegangen werden. Die Klassen
kdnnen weiter aufgeteilt oder zusammengefasst werden. Dadurch wird
vielleicht eine Klassenbestimmung genauer. Bei einer Zusammenfassung
von Klassen, muss darauf eine Verteilung der Klassen in den zusammen-
gefligten Klassen angegeben werden. Dies kann auf Grundlage der bishe-

rigen Instanzen geschehen.

59



4.3.1.3 Analyse von numerischen Outputs

Um numerische Werte zu simulieren kann der Algorithmus flr Lineare
Regression genutzt werden (Typ A). Dabei ist dies nicht immer sinnvoll.
Wenn die Analyse mit Linearer Regression zu einer zu hohen Fehlerquote
fihrt oder aus einfachen Griinden keinen Sinn ergibt, so muss die Analyse
erweitert werden.

Eine Erweiterung ist die Aufteilung der numerischen Werte in einen no-
minalen Wertebereich (Typ B). Durch die Gegebenheiten des dBOP Pro-
jekts kénnen numerische Werte in Klassen von den operativen Daten auf-
geteilt werden. Fur die spatere Implementierung geschieht die Output-
Bestimmung in zwei Schritten. Als erstes wird die nominale Klasse durch
einen Klassifikationsbaum und anschlieBend wird per Zufall ein numeri-
sches Element ausgewahlt, dass der simulierten nominalen Klasse ent-
spricht.

Als Beispiel kann das Autovermietungsbeispiel dienen. Dabei sucht sich
der Kunde ein Auto aus (SelectCar Aktivitat). Um dies zu simulieren, ware
eine lineare Regression auf die carID auf Grundlage des Kunden und sei-
nen Attributen (average_income, etc.) nicht sinnvoll. Was aber Sinn ma-
chen kdénnte, ware eine Simulation mit Hilfe eines Klassifikationsbaums fir
die Typen der Autos (Type der carID in der operativen Car-Tabelle). Eine
Simulation auf Basis der Kunden-Attribute auf die Typen der Autos. An-
schlieBend kénnte per Zufall eine carID mit der zugehdrigen Typ-Klasse
ausgewahlt werden. Wir werden spater im Evaluationskapitel sehen, dass

dies einen erheblichen Vorteil bringt.

4.3.1.4 Analyse der Metriken

Far die Metriken (execution time und waiting time) wird ein einfaches
Simulationsmodell genutzt. Bei der Analyse werden der Mittelwert und die
Standardabweichung gespeichert, mit der auch spater die Zeiten konstru-
iert werden. Eine komplexere Simulation wurde Uber den Rahmen dieser
Diplomarbeit gehen. Das Ziel dieser Diplomarbeit ist auch zu zeigen, dass

die Ersetzung von ,Human Tasks" durch automatisierte Aktivitaten - wie
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die der Simulation - zu realitatsnahen Ergebnissen kommt. Daflir ware

eine Simulation der Ausfiihrungszeit nicht notig.

4.4 Datendefinition und -erhebung

Wie schon im vorherigen Kapitel vorgestellt, besteht diese Phase aus der
Vorbereitung der Simulation und der Auswahl der relevanten Input-

Eigenschaften flr die Simulation.

4.4.1Vorbereitung der Simulation

Zunachst mussen fur jede zu simulierende Aktivitat Datenbank-Tabellen
erstellt werden, die die Ergebnisse jeder Prozessinstanz speichern werden.
Dabei bestehen diese Datenbank-Tabellen aus vier Spalten-Kategorien:

e Primary Key: Mit der ID der Ausflihrung
e Metriken: Execution Time und Waiting Time (2 Spalten)
e Input-Parameter: x Spalten fir jeden Input

e Output-Parameter: y Spalten fir jeden Output

4.4.2 Bestimmung des zu simulierenden Prozesses

Als erstes muss dem Framework der zu simulierende Prozess und seine
Input-Operation mit den bendétigten Attributen zur Verfliigung gestellt wer-
den. Dabei wird ein Web Service Port zur Verfligung gestellt, der den Si-
mulations-Prozess aufrufen kann. Dabei sind auch die Input-Parameter

(Attribute) des Gesamtprozess zu benennen.

4.4.3 Bestimmung der Simulation fiir die Input-Parameter

Ist dies geschehen k&énnen die verschiedenen Attribute bzw. Input-
Parameter bestimmt werden. Um eine mdglichst groBe Anzahl an Prozess-
durchlaufen zu simulieren, kédnnen die gewahlten Input-GréBen mit ver-
schiedenen Wahrscheinlichkeitsverteilungen bestimmt werden. Dabei
werden als Datentypen Integer, (Double) Float, Boolean und String Werte
far die Simulation unterstatzt.

FUr die numerischen Datentypen kann auf die gleiche Weise die Input

Parameter simuliert werden. Fir boolean Werte ist die Sache noch einfa-
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cher, da man nur zwei Werte simulieren muss. String Werte sollten ei-
gentlich keine Auswirkung auf Prozesse haben, trotzdem wurde ein Simu-
lationsmodell fir diesen Datentyp zur Mdglichkeit der spateren Nutzung

herausgearbeitet.

4.4.3.1 Numerische Datentypen (Integer, Float)

Fiar Integer und Float Datentypen gibt es eine einfache Mdéglichkeit flr
die Simulation: eine Wahrscheinlichkeitsverteilung. Diese wurde im
Grundlagen Kapitel zur Geschaftsprozesssimulation schon vorgestellt. Fur
diese Diplomarbeit genligen zwei Wahrscheinlichkeitsverteilungen Die ers-
te ist die Gleichverteilung der simulierten Daten nach Min- und Max-
Werten. Dabei ware eine Simulation von Integer Werten zwischen 1 und 6
jeweils inklusive gleichzusetzen mit einem Wdrfelspiel. Die zweite Még-
lichkeit ist die einer GauBschen Normalverteilung. Die bendtigten Parame-
ter hierflr sind der Mittelwert und die gewollte Standardabweichung als

Angabe der Streuung des Mittelwerts.

4.4.3.2 Boolean

Die Boolean Simulation ist die einfachste, da sie auch nur zwei Werte
annehmen kann. Deswegen wird bei der Simulation auch nur ein Parame-
ter abgefragt und das ist, wie oft (in Prozent) der Wert true ergeben soll.
Als Beispiel ware z.B. das Feld ,male?" als boolean, das bestimmt, ob die-

se Person mannlich oder weiblich ist.

4.4.3.3 String

Ist ein String Parameter als Input verlangt, so kédnnen die Daten z.B.
nicht durch eine Normalverteilung von Min- und Max-Werten simuliert
werden. Das ergabe keinen Sinn. Als Ersatz kénnen Moéglichkeiten von
Werten flr den Datentypen durch ein Semikolon getrennt eingegeben
werden. Diese Namen werden als Parameter gleichverteilt Ubergeben.
Méchte man einen Wert haufiger haben als andere, so gibt man einfach
zweimal in der Liste der Mdglichkeiten an. Eine Beispiel-Eingabe ware:

Mayer;Bauer;Mayer;HauBmann.
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4.4.4 Bestimmung der Prozessinstanziierungen

Wie im Grundlagen Kapitel schon erlautert, gibt es zwei grundlegende
Mdglichkeiten die Abstdnde der Prozessinstanziierung zu bestimmen. Die
erste ist mit einem konstanten Abstand der Instanziierungen. Die zweite
ist eine stochastische und komplexere Instanziierung. In diesem Frame-
work beschrankt sich die Instanziierung auf eine konstante und eine einfa-
che stochastische Méglichkeit. Die stochastische Mdglichkeit ist eine nor-
malverteilte Instanziierung. Dabei wird die konstante Instanziierung mit
einer Streuung ausgeflthrt. Dies soll mégliche Hoch- und Tiefdruck Zeiten

in einem Prozess simulieren.

4.5 Simulationskonstruktion und —durchfiihrung

Zeitlich gesehen geschieht der wichtige Teil der Konstruktion der Simula-
tion schon vor der Datendefinition der Input-Parameter, namlich bei der
Analyse des Geschaftsprozess. Auf Grund der Bestimmung des Prozess
und seinen zugehdrigen Input-Parameter sollte aber erst jetzt die Simula-
tion konstruiert werden, da auf Grund der Auswahl der Input Daten und
der Prozessinstanziierung ein besseres Verstandnis zum Geschaftsprozess
und der gewlnschten Simulation herrschen sollte. Nachdem dies nun klar-

gestellt wurde, kommen wir zur eigentlichen Konstruktion der Simulation.

4.5.1 Simulationskonstruktion

Es wird ein Simulations-Service fur die Simulationskonstruktion zur Ver-
flgung gestellt. Dabei werden die zuvor gesammelten Informationen in
dem Simulation Service implementiert. Dabei unterscheidet man zwischen

der Implementierung der Metriken und der Output-Parameter.

4.5.1.1 Simulation der Metriken

Fir die Simulation der Metriken werden die bereits gesammelten Infor-
mationen aus der Analysephase genutzt. Eine einfache Berechnung mit

Hilfe eines , Randomizer® und dem ermittelten Mittelwert und der Stan-
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dardabweichung wird genutzt. Dies wlrde ahnlich wie beim Process Mining

geldst.

4.5.1.2 Simulation der Output-Daten

Wie in der Analyse Phase schon vorgestellt, werden Data Mining Algo-
rithmen auf die Output Daten ausgeflihrt. Nun sind diese auf Basis der
operativen Daten geschehen, d.h. das auch in der Simulation eine Brlicke
zu den operativen Daten geschaffen werden muss. Die Implementierung
muss somit eine Verbindung zu den operativen Daten herstellen und je
nach Input Parameter die weiteren Informationen aus den operativen Da-
ten erhalten, um den Output Wert bestimmen zu kénnen. AnschlieBend
werden die erstellten Analysen nach dem Schema aus Tabelle 4.2 imple-

mentiert. Naheres zur Implementierung dann in Kapitel 5.

4.5.2 Simulationsdurchfiihrung (Simulations-Service)

Nachdem die ganzen Aktivitaten analysiert wurden und die Simulationen
konstruiert wurden, werden die Aktivitaten durch den erstellten Simulati-
ons-Service ausgetauscht. Dabei muss auch beachtet werden, dass die
verschiedenen Variablen im Prozess richtig zugeordnet werden. Durch den
Austausch des Service kann es da zu Unstimmigkeiten kommen.

Der Simulations-Service erhalt als Input-Daten auch die Input-Daten der
eigentlichen Aktivitaten. Dazu kommt noch der Name der zu ersetzenden
Aktivitat, damit die richtige Operation ausgefihrt wird und die Ergebnisse

in die richtige Datenbank-Tabelle gelangen.

4.6 Bereitstellung der Ergebnisse

Die Bereitstellung der Ergebnisse geschieht tabellarisch. Dabei werden
die Information zu jeder Aktivitat aufgeteilt dargestellt. Die bei der Kon-
struktion vorgestellte Datenbank Tabelle fur jede Aktivitat wird wahrend
der Simulationsdurchflihrung geftlit.

AnschlieBend kann jede Tabelle fir sich abgefragt und analysiert werden.

AuBerdem steht eine Export-Funktion zur Verfligung um die Datenbank-
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Tabellen zu extrahieren und weiterbearbeiten zu kénnen. Naturlich kdnnen
auch die Tabellen direkt abgefragt werden. Dies sollte aber mit Vorsicht
geschehen, damit man die Ergebnisse nicht verfalscht.

Um einen Vergleich der Simulation mit den realen Daten zu erstellen,
mussen die realen und simulierten Daten miteinander ,gejoint® werden.
Dies kann durch einen ,Join™ der beiden Tabellen (real und simuliert) auf
Basis der Input-Parameter geschehen. Dabei mulssen vielleicht auch die
operativen Datenbank-Tabellen miteinander verknlpft werden, damit ein
Vergleich auf Basis von Klassen geschehen werden muss und nicht auf

numerische Daten.
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5 Implementierung des Framework

Die Implementierung des Konzepts basiert auf vielen verschiedenen Bau-
teilen. Als erstes wird ein Uberblick der Implementierung gegeben. An-
schlieBend wernde schon implementierte Vorarbeiten und Daten vorge-
stellt, die zur Verfigung stehen, die die Implementierung des Frameworks
erleichtern. AuBerdem werden genutzte Software und Schnittstellen vor-
gestellt, die die Entwicklung des Frameworks ermdglicht haben, wie der
WebSphere Integration Developer, und auf die das Framework aufbaut.
AnschlieBend kommen wir zum eigentlichen Framework, dass den Arbeits-
titel dBOPSim (kurz flr: deep Business Optimization Platform Simulation)
bekommen hat. Nach dem Aufbau der GUI werden die einzelnen imple-
mentierten Modellelemente von dBOPSim erlautert. Flr die eigentliche

Konstruktion des Simulation Services gibt es auch noch ein Kapitel.

5.1 Uberblick der Implementierung

Um ein besseres Verstandnis fur die unterschiedlichen Teile des Simula-
tions-Frameworks zu bekommen, zeigt Abbildung 5.1 das Zusammenspiel
der unterschiedlichen Implementierungen flr die Simulation. Dabei wer-
den zuerst der Prozess und seine Daten im Allgemeinen mit Hilfe des
BPAClient analysiert. Diese Analyse-Ergebnisse werden anschlieBend flr
die Erstellung des Simulation Service genutzt, der anschlieBend auf den
IBM Process Server ,deployt" wird. AuBerdem werden in der Analyse die
Parameter der Aktivitats-Tabellen festgestellt, die mit Hilfe des dBOPSim
Tools in der DB2 Datenbank erstellt werden. AnschlieBend kann der Pro-
zess auch mit dem dBOPSim Tool auf dem IBM Process Server gestartet
werden. Die Simulations-Ausfliihrung schreibt wahrend der Prozess-
Ausfihrung die Simulations-Parameter in die DB2 Datenbank. Nach Ab-
schluss der Simulation kénnen die Daten aus der DB2 Datenbank ausgele-

sen werden.
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BPAClient
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Analyse —— dBOPSIim
Ergebnisse
i DB2 Ergebnisse
Datenbank
Simulation =
— -
Service =

IBM Process Server

Abbildung 5.1: Uberblick des Zusammenspiels der verschiedenen Implementierungen

5.2 Vorarbeiten fiur die Simulation

Fir diese Diplomarbeit wurden schon viele Vorarbeiten geleistet, wie
schon in Kapitel 3 vorgestellt. In diesem Kapitel werden die Implementie-
rung der vorgestellten Projekte vorgestellt und inwiefern diese in dieser

Diplomarbeit genutzt werden.

5.2.1 BIAEditor

Der BIAEditor ist das Matching Tool flur operative und Prozessdaten. Wie
schon in Kapitel 3.1.1 erwdhnt, wurde der BIAEditor flr die Business Im-
pact Analysis erstellt. Die Matchings, die im BIAEditor vorgenommen wer-
den, kénnen per XML Datei extrahiert werden und so fir eine Konsolidie-
rung verwendet werden.

In dieser Diplomarbeit wird die zugehérige XML-Matching Datei des Test-
prozesses bendtigt, um die relevanten Daten zu joinen und somit, die Da-
ta Mining Algorithmen durchzuflihren. Abbildung 5.2 zeigt die VerknUtpfung

der Prozessvariablen mit den operativen Tabellen in der Datenbank.
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variable (inputVariable) | Data Connection |Match Overview ™~

2} message (RentalProcessRequestMessage) !
— | Please accept or adjust the matches below
= = part(payload) *

L

--{  element (RentalProcessProcessRequest) E 4 Match Overview
= | Al complexType (rentalType) TT] REnTAL.CUSTOMER
- 988 sequence | [TT] renvaL.cARNAME
€ element (rentaliD) | {TT] RENTAL.RENTAL TRANSACTION.OFFICEID
+ £ element (customer) ; Eﬂ HUMANRES.AGENT.EMPNO
+ { element (car) ' [TT] RENTAL.RENTAL TRANSACTION.AMOUNT
+ ' element (rentalOffice) VA
=@ element (employee) |
= 4 ) complextype (employeeType) ‘
- 8948 sequence
£ element (EmployeelD)

Abbildung 5.2: Matching View des BIAEditor (22)

So werden nun die Prozessvariablen mit weiteren Informationen aus der

operativen Datenbank angereichert werden.

5.2.2dBOP Editor

Der dBOP Editor ist das Haupt-Tool des dBOP Projekts. Hier kénnen Pro-
zesse nach dem dBOP Modell eingepflegt werden, die nach einer Optimie-
rung verlangen. Ist dies geschehen, kénnen die vorgestellten ,Optimie-
rungspattern® durchgefihrt werden und Geschaftsprozesse verbessert
werden. In dieser Diplomarbeit wurde er nicht genutzt, da der Testprozess

aus Kapitel 3.3 schon implementiert war.

5.2.3 BPACIlient

Im Rahmen des dBOP-Projekts wurde in (25) ein Client entwickelt, der
den Process Insight Repository implementiert. Dabei werden anhand der
bekannten Matchings aus dem BIA-Editor operative Daten und Prozess-
Daten gejoint. Mit Hilfe des genutzten WEKA Tools (wird in Kapitel 5.3 na-
her erlautert) kébnnen Data Mining Algorithmen auf diese Daten angewen-
det werden und spater ausgelesen werden, um Muster zu erkennen und

somit Verbesserungen, die vorher unerkannt blieben, auszufihren.
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Abbildung 5.3: GUI des BPAClient (Konsolidierungs-Ansicht) (25)

Der BPAClient ist die Implementierung flr die Erstellung des Insight
Repository aus den operativen Daten. Als Inputs werden die operativen
Daten, die Prozessdaten, sowie das XML-basierte Matching aus dem BIA-
Editor benétigt, um den Repository zu erstellen. Ist dieser erstellt kdnnen
die Metriken Berechnungen angeschaut und weitere Data Mining Analysen
durchgeflhrt werden. Die Ergebnisse kénnen exportiert werden und somit
fur weitere Analysen genutzt werden. In dieser Diplomarbeit wird dies als

Input flir die Simulationserstellung genutzt.

5.3 Genutzte Software und Schnittstellen

Das Framework wurde nicht auf einer grinen Wiese implementiert, son-
dern baut auf anderer Software auf. Als Programmierumgebung wurde der
WebSphere Integration Developer von IBM genutzt. Als Datenbank wurde
IBMs DB2 Windows Version genutzt. Fir die Data Mining Algorithmen
wurde die Open Source Software WEKA benutzt. Weiterhin wurden Quell-
codes des dBOP Editor und des BPACIlients benutzt, die im vorherigen Ka-
pitel vorgestellt wurden. Als BPEL Engine flr die Geschaftsprozessausfiih-

rung wurde der Process Server von IBM genutzt.
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5.3.1 WebSphere Integration Developer

Der WebSphere Integration Developer ist eine Eclipse-basierte Entwick-
lungsumgebung flr die Erstellung von Integrationsldsungen. Dabei steht
die Service-oriented Architecture im Vordergrund. Die Entwicklung ge-
schieht unter dem WebSphere Process Server um Services und Geschafts-
prozesse miteinander zu verbinden. Dabei werden auch Java-
Implementierungen und Madoglichkeiten der manuellen Bearbeitung von
Services bereitgestellt.

Dieses Tool wurde sowohl flir die Java-Implementierung des dBOPSIim
Tools (Kapitel 5.5) genutzt, als auch flir die Implementierung und Integra-

tion des Simulation Service (Kapitel 5.6).

5.3.21IBM DB2

Die Datenbank, die flr die das dBOP Projekt und auch die Simulation ge-
nutzt wird, ist IBMs Datenbank Software DB2. DB2 ist fur alle gangigen
Betriebssysteme erhaltlich, sowie auch fur IBMs Mainframe z/0OS. Da die
Entwicklung des Frameworks auf Java basiert, kann mit den JDBC Driver
fur DB2 die Datenbank einfach angesprochen werden.

Alle Informationen laufen auf diese Datenbank zusammen. Zwar ge-
schieht die Prozessausfihrung und spater auch die -simulation auf dem
Process Server, aber am Ende jedes Prozesses, werden die Erkenntnisse

durch den Simulation Service in die DB2 Datenbank geschrieben.

5.3.3 Workflow-Management-System

Als Workflow-Management System wurde die IBM WebSphere Software
genutzt. Der WebSphere Application Server und der WebSphere Process
Server werden flr das Workflow-Management genutzt. Dabei wird spater,
wie bereits mehrmals erwahnt, ein eigener Simulation Service erstellt, der
vom Geschaftsprozess anstatt des normalen Prozessaufruf aufgerufen

wird.
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Der IBM WebSphere Business Choreographer kann zur Administrierung
des Workflow-Management-System genutzt werden, falls sich Probleme

bei der Simulation bzw. der Prozessausflihrung darstellen.

5.3.4 WEKA

WEKA ist eine Data Mining Software der Machine Learning Group, entwi-
ckelt an der Universitat von Waikato, Neuseeland. Diese in Java geschrie-
bene Software ist eine Kollektion von verschiedenen Data Mining Algo-
rithmen. Dabei kédnnen Daten nicht nur innerhalb des Tools genutzt wer-
den, sondern die Algorithmen kénnen auch als Service vom eigenen Code
genutzt werden.

Im Framework werden die bereitgestellten Algorithmen genutzt um die
Datenanalysen durchzufiihren. Dies geschieht mit dem BPAClient der im
vorherigen Kapitel vorgestellt wurde. Die analysierten Daten kénnen be-
trachtet werden und flr die Simulationskonstruktion spater verwendet
werden. Wie im Modell schon vorgestellt, werden die Ergebnisse der Ana-
lyse als Service implementiert.

Das Tool wurde schon im BPACIient integriert und dient der Analyse der
Output Daten, wie im Konzept vorgestellt. Dort werden die einzelnen Algo-
rithmen, wie Lineare Regression auf die Output Daten ausgefuhrt und die
Modelle extrahiert. AuBerdem wurde es flr die Bereitstellung und Analyse
der Simulations-Ergebnisse spater auch in das Framework eingebaut. (26)

Abbildung 5.4 zeigt die graphische Oberflache des Weka Explorer.
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f Q 06 Weka Explorer
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Abbildung 5.4: WEKA Explorer: Ansicht fiir das Preprocessing (26)

5.4 Planung und Analyse

Fur die Planung und die Analyse werden die zur Verfligung stehenden
Tools genutzt. Wurde ein Prozess ausgewahlt, so wird er mit Hilfe des
BPAClient analysiert. Jede Aktivitat wird mit operativen Daten gejoint, um
eine madglichst realitatsnahe Simulation zu erstellen.

FlUr jede Aktivitat gelangt man in das Preprocessing Panel des BPACIient,
ahnlich Abbildung 5.4. Man entfernt nun alle nicht relevanten Attribute,
die fur die Simulation keinen Sinn ergeben. Dazu gehéren die Information,
ob spatere Aktivitaten durchlaufen wurden, die Start- und Endzeiten und
das (mehrfache) Vorkommen von IDs.

In der Analyse Phase werden jetzt die Information flr die spatere Kon-
struktion gesammelt. Fur jede Aktivitat werden die Metriken und die Out-
put-Daten analysiert. Flr die Metriken ist dies vergleichsweise einfach. Im
Preprocessing Panel wird auf das zugehoérige EXECUTIONTIMEMSEC und
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WAIITINGTIMEMSEC geklickt und die zugehérigen Mittelwerte und Stan-
dardabweichung ausgelesen. Abbildung 5.5 zeigt ein Beispiel. Der Mittel-
wert betragt 413,14 ms und die Standardabweichung 312,935 ms.

Selected attribute

Name: EXECUTIONTIMEMSEC Type: Numeric
Missing: 0 (0%) Distinct: 86 Unique: 74 (74%)
. Statistic Value
| Minimum 199
| Maximum | 2653
Mean 41314
| StdDev 312935

Abbildung 5.5: Eigenschaften der Ausfithrungszeit einer Aktivitat

Die Analyse fur die Output-Daten ist erheblich komplexer. Wie im Kon-
zept-Kapitel schon erwahnt, geschieht dies mit Data Mining Algorithmen.
Es kann aber auch vorkommen, dass Output-Werte keiner Data Mining
Analyse bedirfen. Dies wurde in Kapitel 4.3 schon erlautert, wenn die
Output-Werte z.B. nicht verandert werden. Das kann auch im Preproces-
sing Panel schon herausgeschaut werden.

Ist aber eine Data Mining Analyse ndtig, so ist der nachste Schritt die
Output-Daten z.B. mit dem ,,Classifier: Lineare Regression" fir numerische
Werte und dem ,Classifier J48" (Klassifikationsbaum) fir nominale Werte
zu analysieren. Dies mag nicht gleich beim ersten Mal zum gewlnschten
Ergebnis fihren, dass man wieder ein Schritt zuriick muss, und im Prepro-
cessing Panel, doch noch einige Attribute entfernen muss. AuBerdem muss
man beachten, ob nicht eine Klasse flir numerische Werte auf Basis der
operativen Daten geschehen kann. Als Beispiel aus dem Geschaftspro-
zessbeispiel ist das Simulieren der Auswahl einer carID. Durch eine Klassi-
fizierung der carID zu Autotypen kann man leichter simulieren, welcher
Kunde welche Autoklasse auswahlt, anstatt welches Auto er explizit aus-

wahlt. In Kapitel 6 wird die Auswahl des Klassifikationsbaums zu diesem
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Beispiel naher erldutert. Dort wird an zwei Beispielen die Analyse Phase

noch gezielter betrachtet.

5.5 dBOPSim (deep Business Optimization Platform Simula-

tion)

Kommen wir nun zum eigentlichen Programm, der die Simulation beglei-
tet. Dieses Kapitel ist ahnlich wie das Konzept-Kapitel nach den Phasen
aufgebaut. Als erstes gibt es einen Uberblick Uber die einzelnen Phasen
der Simulation anhand des GUI fur die Simulation. AnschlieBend werden
alle Phasen der Simulation einzeln erlautert und ihre Implementierung na-

her gebracht.

5.5.1GUI

Die GUI wurde mit Hilfe der Java Klassen Swing und AWT umgesetzt.
Dabei ist die GUI so aufgebaut, dass sie dem Vorgehensmodell nach mit
ausgefuhrt werden kann. AuBerdem wurde flir ein besseres Aussehen die
Substance® Look And Feel Erweiterung fiir Swing Komponenten genutzt.
Flr die genutzten Java GUI Komponenten kann man sich ein Bild in (27)

machen.

5.5.2 Aufbau

Abbildung 5.6 zeigt den Aufbau der GUI nach den Klassen, die erstellt
und genutzt wurden. Daflr wurde ein vereinfachtes UML-Modelldiagramm
genutzt, um die wichtigen Inhalte der einzelnen Phasen zuzuordnen. Dabei
sind die weiBen Kastchen die genutzten Klassen der GUI, die roten be-
schreiben die Hauptaufgaben jeder Spalte und die blauen machen klar, zu

welcher Phase die Komponenten gehdren.

3 http://java.net/projects/substance/
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http://java.net/projects/substance/

dBOPSimGUI

dBOPSimMain
dBOPSimPreSettings dBOPSimInputGenerator dBOPSimAnimation dBOPSimResults
dBOPSimInputShow -
dBOPSimResultsPanel
dBOPSimInputChooser
Verbindun Verbindun . . Bereitstellung der
& g Start der Simulation . &
(Datenbank) (Process Server) Ergebnissse
Simulations- Input-Parameter Animation der .
. . . Export-Funktion
Tabellen erstellen Bestimmung Simulation

Simulations-

ausfiihrung Ergebnisse

Datendefinition und -erhebung

Abbildung 5.6: Aufteilung der Komponenten der dBOPSim GUI

Die GUI ist ein JFrame (dBOPSIimGUI), das hauptsachlich aus einem
JTabbedPane (dBOPSimMain) besteht, das wiederum die verschiedenen
Phasen der Geschaftsprozesssimulation als Tabs besitzt. Abbildung 5.7

zeigt die vier Tabs, die die vier Spalten aus Abbildung 5.6 reprasentieren.

£, dBOP Simulation

File

F%&hﬂngq Input GeneratorY Simulation T Results)

Abbildung 5.7: Tabs der GUI

Die Inhalte der Tabs sind ]JScrollPanes, damit die Inhalte auch bei Veran-

derung der Fenster-GroBe durch Scrollen noch sichtbar sind. Im Pre-
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Settings Tab wird die Verbindung zur Datenbank erstmals hergestellt und
es besteht die Mdglichkeit, die Simulations-Tabellen zu erstellen. Anschlie-
Bend kann die Verbindung zum Web Service auf dem Process Server her-
gestellt werden und die bendétigten Input-Parameter bestimmt werden. Im
nachsten Tab - der Simulation - kann der User die Simulation mit den
ausgewahlten Parametern ausfihren. AnschlieBend werden die Ergebnisse
im Ergebnisse-Tab dargestellt. Eine genauere Erklarung der vier Spalten

folgt nun.

5.5.3 Pre-Settings

Im Pre-Settings Tab (JScrollPane dBOPSimPreSettings) werden die DB2
Eigenschaften (DB-Name, DB-User, DB-Passwort) eingegeben, mit der das
Programm die neuen Tabellen erstellen wird, die fur die Simulation erfor-
derlich sind. Die Verbindung geschieht mit Hilfe des JDBC Treibers, der
eine Verbindung zu einer DB2 Datenbank so einfach wie méglich macht.
AnschlieBend muss flur jede simulierte Aktivitat eine neue Tabelle erstellt
werden, die die Attribute aus Kapitel 4.4.1 enthalt. Fur selectCar aus dem

Beispiel-Prozess ware dies folgende Tabelle:

CREATE TABLE SIM SELECTCAR
(ID INT NOTNULL,
EXECUTIONTIME INT,
WAITINGTIME INT,

IN _CARID INT,

IN CUSTOMERID INT,

IN _ELIGIBLE VARCHAR(5),
IN PRICE DOUBLE,

IN RENTALID INT,

OUT CARID INT,

OUT PRICE INT,

PRIMARY KEY (ID))

Listing 5.1: CREATE TABLE fiir eine zu simulierende Aktivitit

Das ist Listing 5.1 vorgestellte CREATE TABLE kann dann in die groBe
JTextArea des Tabs eingefliigt werden und erstellt werden. Mit einem Klick
auf ,Create Tables!" wird die Datenbank Tabelle erstellt. Es missen nun
alle benétigten Datenbank-Tabellen flr die Simulation so nacheinander
erstellt werden, damit der Service spater die Ergebnisse richtig eintragen
kann. Abbildung 5.8 zeigt das Pre-Settings Panel.
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] dBOP Simulation
File

Wlnput Generator | Simulation | Results |

Create Simulation Tables

Database: Username: Password:  |welcomel
|

Tables for the Activities: ( Create Tables!_ )

Abbildung 5.8: dBOPSim Pre-Settings Panel fiir die Erstellung der Simulationstabellen
in die Datenbank

5.5.4 Input-Generator

Der Input Generator hat zwei Aufgaben. Als erstes wird der zugehdrige
WebService und die zugehdrige WSDL Datei mit den Parameter der Simu-
lation ausgesucht. Ist das geschehen, werden die Parameter geparst und
man kann im Tool die Parameter-Auswahl vornehmen. AnschlieBend kann
auch der zeitliche Abstand der Instanziierung des Prozesses in der Simula-

tion ausgefihrt werden. Alle Teile werden nun einzeln genauer erklart.

5.54.1 Verbindung zum Web Service (dBOPSimInputGenerator)

Pre-Settings | Input Generator SimulationYResultsw

Input Generator: Waehlen Sie die WSDL Interface Datei des Prozess aus:

| http://localhost:9080/ExportProzessWeb/sca/WSExportl l

|C:\Diplomarbeit\dBOPSim\Testprozess.wsdI I ( Browse )

( ‘Get Inputs! )

Abbildung 5.9: Auswahl des Web Services und der Schnittstelle
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Abbildung 5.9 zeigt die Parameter flr die Verbindung zum Prozess. Beide
zu parsende Dateien sind WSDL Dateien, die XML-basiert sind. WSDL Da-
teien wurden bereits im Grundlagen Kapitel 2.5 Gber Web Services schon
vorgestellt. Nun mulssen diese Dateien ausgelesen werden, um den dyna-
mischen Web Service Caller des Frameworks die richtigen Parameter zu
Ubergeben, damit ein Aufruf des Geschaftsprozesses mit den simulierten

Instanzen maoglich ist.

5.5.4.2 Parsen des Web Services

Die WSDL Datei des Web Services kann mit Hilfe des Anhang ,?wsdl" an
der URL des Web Service aufgerufen werden. Fir das ,invoken™ des Pro-
zess Uber den Web Service sind verschiedene Parameter notig. Dazu sind
neben dem Namespace des Web Services, der Name, der Port sowie der
Endpoint (die Aufruf-Operation des Gesamtprozess) nétig. AuBerdem steht
auch der Name des Input Parameters flr die Operation in dieser Datei.

Die Datei wird mit Hilfe der javax.xml.parsers.* Klasse geparst und an-
schlieBend mit der org.w3c.dom.* Klasse in ein DOM-Dokument umge-
wandelt. Damit kdnnen Elemente nach Eigenschaften in XML Dokumenten
durchsucht werden. Dadurch ist es einfach alle Information aus dem Do-

kument zu erhalten.

5.5.4.3 Parsen der Input Daten

Nachdem nun flr den Web Service alle relevanten Daten bekannt sind,
muss noch die genaue Beschreibung des Input Parameters herausgefun-
den werden. Die Inputs von Geschaftsprozessen sind oftmals sogenannte
Data Objects (Business Objects im WebSphere Integration Developer).
Diese beinhalten dann die eigentlichen Daten, wie Name als String, oder
customerID als Integer. Die Beschreibung dieser Objekte kann auf unter-
schiedliche Weise geschehen. In dieser Diplomarbeit wurde die WSDL Be-
schreibung document/wrapped genutzt. Dabei wurden die Input Typen als

<complex-type> mit einer <sequence> von <element> definiert.
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<xsd:element name="TestprozessInput">
<xsd:complexType>
<xsd:sequence>
<xsd:element name="customerID" type="xsd:integer" />
</xsd:sequence>
</xsd:complexType>
</xsd:element>

Listing 5.2: Beispiel eines Input Data Objects

Listing 5.2 zeigt den zu parsenden Teil der Interface Datei. Flr jedes
Element muss nur der Name und der Typ ausgelesen werden, damit die

Auswabhl fur die Simulation geschehen kann.

5.5.4.4 Input-Parameter Auswahl (dBOPSimInputShow)

Nachdem nun alle relevanten Daten des Web Services und des Prozesses
geparst wurden, werden als nachstes die Parameter flir die Input-Daten
Simulation gewahlt. Dabei kénnen je nach Datentyp verschiedene Simula-
tionsverfahren gewahlt werden. Abbildung 5.10 zeigt ein Beispiel Input-
Objekt mit allen implementierten Simulationsdatentypen und seinen még-
lichen Parametereinstellungen. Die ,customerID" wird von 1 bis 25 gleich-
verteilt aufgerufen. Dabei wird per Zufall auch ein ,name" aus der einge-
gebenen Liste ausgewahlt. Die Boolean-Variable ,isMale"™ soll in 95% der
Falle wahr sein und die GroéBe (,height") soll normalverteilt werden: Mit-
telwert 1.80, Standardabweichung 0.20.

Show Inputs:

Name: Type: Verteilung:

customerlD xsd:integer | Gleichverteilung B Min: 1 | Max: 25

name xsd:string tring v Inputs mit ; trennen: ‘Paul;Peter;MichaeI;Florian;Juergen;PauI;PauI;Pete(;Fevdmand;Andrea

isMale xsd:boolean [B ea  Truein % [95 |

height xsd:float Normalverteilung @ Mittelwert: 1.80 Standardabweichung:

Abbildung 5.10: Input Auswahl der Parameter

5.5.4.5 Prozessinstanziierungen (dBOPSimInputChooser)

Als letzte Einstellung, bevor man den Prozess simulieren kann, werden
noch die Parameter fur die Haufigkeit und zeitliche Abstande der Instanzi-
ierung des Geschaftsprozesses bendtigt. Dabei stehen folgende Parameter

zur Auswahl: Anzahl der zu simulierende Instanzen und der zeitliche Ab-
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stand (gleichverteilt oder mit einer Streuung). Abbildung 5.11 zeigt die

Auswahl mit Beispiel-Eingaben.

Input Chooser:

Anzahl Instanzen: ! 1000 ’

Zeitabstaende: verteilt @ Zeitinms: (1000 Streuung inms: |50

konstant
verteilt C

0K )

Abbildung 5.11: Auswahl der Prozessinstanziierung

5.5.5 Simulation (dBOPSimAnimation)

Die Simulation geschieht dann auf Basis der ausgearbeiteten Data Mining
Ergebnisse und des neuen ,Deployment® des Simulationsmodells. Dies
wird im Simulation Service geschehen, der im nachsten Kapitel erldutert
wird. Dann kommt man wieder zurick und kann die Simulation aus dem
dBOPSim Tool starten.

Wahrend die Simulation auf dem IBM Process Server lauft, steht im Si-
mulation Tab des dBOPSim eine Konsole zur Verfiugung, die anzeigt mit

welchen Input-Daten der gerade simulierte Prozess ausgefihrt wird.

5.5.6 Ergebnisse (dBOPSimResults)

Ist die Simulation vollstandig gelaufen, gelangt man zum Ergebnis der
Simulation. Hier werden die Ergebnisse der Simulation angezeigt und kén-
nen auch aus der Datenbank exportiert werden. Als Ausgabe flr die DB2
Tabellen wurde das WEKA Preprocessing Panel genutzt. Da kein JDBC
Treiber fir DB2 im WEKA vorinstalliert ist, wurde die L6sung vom BPACIi-
ent genutzt. In (25) wurde diese L6sung erldutert und implementiert. Das
zugehorige Panel wurde in die Arbeit implementiert. So kann man die Er-

gebnisse der Simulation schon einmal direkt betrachten.
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Die Betrachtung der Ergebnisse geschieht flr jede Aktivitat flr sich.
Durch Eingabe des Tabellen-Namens in der zusatzlich eingebauten Abfra-
ge wird das WEKA Preprocessing Panel mit den Daten neu geladen. Au-
Berdem enthalt das Panel eine Export Funktion, mit der man die Daten der
Simulation z.B. in eine .csv Datei extrahieren kann und mdglicherweise
weiterverwenden kann. Dazu einfach auf den Button ,Save..." dricken.

Abbildung 5.12 zeigt eine Beispiel-Ausgabe der Tabelle ,SIM_SELECTCAR".

| %/ dBOP Simulation e=ara X )
File
(Pre—SettingsTlnput GeneratortSimuhtionM
Show Results:

Choose simulated Activity: | SIM_SELECTCAR | (Get Resultst )
(_ Open file...) COpen URL...) ( Open DB... ) ( Generate... ) ( Undo 3 ( Edit... ) ( Save... )
-Filter
( - Choose J/!None ( ~ Apply )
~Current relation rSelected attribute

Relation: QueryResult Name: OUT_CARID Type: Numeric
| Instances: 105 Attributes: 10 Missing: 0 (0%) Distinct: 88 Unique: 75 (71%)
réttributes Statistic Value
Minimum 1
( All ) ( None 3 ( Invert 3 ( Pattern ‘\ Maximum 996
E — —— — = Mean 455,933
No. Name || || StdDev 324,535
1D
2 [ EXECUTIONTIME
3 [ WAITINGTIME
4 [ IN_CARID
5[ IN_CUSTOMERID — ~
6 [CIN_ELIGIBLE | Class: OUT_PRICE (Num) [V]| Visualize All)
7 [CIN_PRICE
8 [ IN_RENTALID 38
9 [_[OUT_CARID J
10/[T OUT_PRICE -
24
15
I
( Remove 3
: 1 498 .5 996

Abbildung 5.12: Bereitstellung der Ergebnisse im dBOPSim Tool

5.6 Simulation Service

Fir die Simulation der einzelnen Aktivitdten wurde ein Simulations-
Service implementiert, der die einzelnen Aktivitaten mit seinen Input- und

Output-Daten simuliert. Dabei muss neben den zu simulierenden Input-
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Daten das Simulationsmodell Gibergeben werden, damit die Output-Daten
simuliert werden kénnen.

Die Daten wurde in der Analyse Phase gesammelt und kdnnen nun im
Service implementiert werden. Dabei kann die allgemeine Schnittstelle fur
den Service genutzt werden, die im Folgenden erlautert wird. Innerhalb
des Service muss dann auch die Simulation fur jede Aktivitat implemen-
tiert werden. Es stehen Hilfsfunktion fur die Simulation der Metriken und

die Verbindung zur DB2 Datenbank zur Verfiigung.

5.6.1 Interface Simulation Service

Der Simulation Service kann mit Hilfe eines allgemeinen Interface aufge-
rufen werden. Diese Schnittstelle besteht aus zwei speziellen Geschaftsob-
jekten, die im WebSphere Integration Developer erstellt wurden. Die zu-
gehorige Operation ,simulate™ enthalt die beiden Geschaftsobjekte als In-
put- und Output-Parameter. Fur beide Geschaftsobjekte werden eine un-
begrenzte Anzahl an anyType Datentypen zugelassen, die die einzelnhen
Parameter bei der realen Aktivitatsausfihrung ersetzen sollen. Das Ge-
schaftsobjekt fir den Input Parameter erhalt zusatzlich ein Feld flr den
Namen der Aktivitat, damit innerhalb des Prozess die richtige Simulation
fur die Aktivitat ausgewahlt wird. Abbildung 5.13 zeigt das Geschaftsob-
jekt far den Input aus dem WebSphere Integration Developer.

=) Input
o <Hier klicken zum Filtern von...>

(e] name string

[e] inputs anyType[]

Abbildung 5.13: Geschiftsobjekt Input fiir den Simulation Service
5.6.2Einbindung in die Geschaftsprozesse
Der Simulation Service ersetzt die bisherigen Aufrufe der zu simulieren-

den Aktivitaten. Dabei muss nicht nur der Aufruf umgeleitet werden, son-

dern auch die Input und Output-Parameter neu zugewiesen werden. In
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BPEL muss man die <assign>-Parameter flir den Service-Aufruf auf die
neuen Parameter umtauschen. Dabei muss auch beachtet werden, dass
neben den bisherigen Input-Daten auch der Name des Prozess zu den In-
puts zugewiesen wird. Dieser wird bendtigt, um die Input- und Output-
Parameter flr den Service zu bestimmen und die richtige Implementie-
rung innerhalb des Services aufzurufen. AuBerdem muss die Datenbank

wissen in welche Tabelle die Daten spater geschrieben werden sollen.

5.6.3Java Implementierung (Hilfsfunktionen)

Fir die Implementierung des Services wurde Java genutzt. Es wurden
Hilfsfunktionen erstellt, die flr die Simulation von allen Aktivitaten genutzt
werden kénnen. Zum Beispiel missen bei jeder Simulation die Input- und
Output-Parameter ausgelesen werden. Diese stehen als DataObject
(commonj.sdo.DataObject) zur Verfigung. Damit diese ausgelesen
werden kdénnen, gibt es die ,,getDataObject" Funktion.

Fir die einfache Berechnung von Ausfliihrungs- und Wartezeiten steht die
»~SimulateDuration™ Funktion zur Verfigung, die auf Basis einer GauB3schen
Normalverteilung funktioniert. Die Mittelwerte und Standardabweichungen
fur die Metriken wurden fur jede Aktivitat schon herausgearbeitet. Diese
beiden Werte werden als Parameter tGbergeben.

AuBerdem ist eine ,DBConnect" Funktion implementiert, die, wie der
Name schon sagt, eine Verbindung zur DB2 Datenbank mit dem JIDBC
Treiber herstellt. Als Parameter werden der Datenbank-Name, -User und -
Passwort benétigt. Diese Funktion wird benétigt, um die Ergebnisse in die
Simulations-Aktivitatstabellen zu speichern. Dies ist wiederum ndétig, um

spater die Ergebnisse auslesen zu kénnen.

5.6.4Service Implementierung (Aktivitdten)

Die Implementierung geschieht auf Basis des Ubergebenen Namens filr
die Aktivitat. Dabei wird flr jede bendtigte Aktivitat eine Funktion aufge-

rufen, die diese Aktivitat simuliert. Nach Aufruf der Schnittstellen-
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Operation , simulate®™ wird auf Grund des Namens, der mit Gbergeben wur-
de, die jeweilige Funktion mit den Input Daten aufgerufen.
Die aufgerufene Funktion wird wie folgt aufgebaut:
e Lesen der DataObjects flir Input und Output
e Verbindung zur Datenbank herstellen
e Simulation der Metriken
e Simulation der Output-Parameter
e Ergebnisse in Datenbank schreiben
Die ersten drei Punkte kdnnen mit Hilfe der in Kapitel 5.6.3 vorgestellten
Hilfsfunktionen implementiert werden. Flr die zwei letzteren Punkte be-

darf es einer konkreteren Implementierung.

5.6.5 Simulation der Output-Parameter

In der Analyse Phase wurden flr jeden Output-Wert Modelle aufgestellt,
die nun implementiert werden missen. Dabei wird auch auf die operative
DB2 Datenbank zugegriffen. Auf Basis der Modelle wird darauf die Java-
Implementierung der Simulation durchgeflihrt. Ein genaues Beispiel wird
in Kapitel 6 vorgestellt.

In Kapitel 4.2 haben wir in Tabelle 4.1 gesehen, dass unterschiedliche
Mdglichkeiten der Simulation vorherrschen. Dabei muss nicht jeder Output
anhand eines Data Mining Modells implementiert werden. Die Simulation
von Output-Parametern fur konstante Werte und ,Output-ist-gleich-Input"
Werten ist trivial. Flr die Implementierung der IDs, die keine signifikante
Aussage machen, aber trotzdem zumindest ,DISTINCT" sein mussen, be-
hilft man sich der erstellten Datenbank-Tabelle, die die bisherigen IDs ge-
speichert hat. Durch eine einfache Abfrage, wie Listing 5.3, erhalt man die
letzte ID. Durch eine Erhéhung dieser ID um eins, hat man bereits die Si-

mulation dieses neuen Werts erstellt.

SELECT MAX (ID) FROM SIM_ACTIVITYNZ—\ME
Listing 5.3: DB2 SQL fiir Abfrage der letzten ID
Die Analyse der weiteren Outputs ist dann schon komplexer. Als erstes

muss jeder Data Mining Parameter, der in der Analyse zur Bestimmung
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des Outputs genutzt wurde aus der Datenbank gelesen werden. Dazu ge-
héren vor allem die operativen Daten, die nicht automatisch als Input-
Parameter Ubergeben wurden. Daflir missen dann DB2 SQL-Abfragen er-
stellt werden und in Hilfsvariablen gespeichert werden. Sind alle Parame-
ter gegeben, kdnnen die eigentlichen Modelle implementiert werden.

FUr die lineare Regression werden die Output-Parameter in einer einfa-
chen Gleichung simuliert. Die Formel der linearen Regression in Java im-
plementiert sieht man in Listing 5.4. Dabei wurden die zugehdérigen Ge-
wichte in der Datenanalyse analysiert. Ist der Output-Typ sogar ein ganz-

zahliger Typ, muss das Ergebnis noch umgewandelt werden.

output = weightO + weightl * parameterl + .. + weightx * parameterx

Listing 5.4: Implementierung der linearen Regression

Die Klassifikationsbaume werden mit Hilfe von geschachtelten if-
Anweisungen implementiert. Dabei werden wiederum die erweiterten In-
put-Parameter aus der Datenbank bendtigt. Die erweiterten Input-
Parameter werden jetzt in den if-Anweisungen abgefragt. Wenn man das
allgemeine Klassifikationsbaum Beispiel (Abbildung 2.8) aus dem Grund-

langen Kapitel nimmt, so wirde die Implementierung so aussehen:

if (X > 0) {
if (Y > 1)
Output = “a%“;
} else {
Output = "b”;
} else {
if (Y > 3) {
Output = "a”;
} else {
Output = ”b”; // einfache Variante

}
Listing 5.5: Code-Beispiel fiir die Implementierung eines Klassifikationsbaums

Wie im Baum dargestellt, ist der letzte Blattknoten 19-mal b und einmal

a. Die einfache Variante ist den Wert, der 6fter vorkommt, zu tbergeben.

Eine weitere Mdglichkeit ist eine Wahrscheinlichkeit fir den Output noch

einzubauen. Dabei wird flr jeden, nicht ganz klassifizierten Blattknoten

eine Wahrscheinlichkeit aus dem Data Mining Modell flr die mdéglichen
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Outputs herausgelesen und implementiert. In Listing 5.5 ware dies beim

letzten Blattknoten eben zu 95% ein b und ansonsten ein a.

5.6.6 Speichern der Ergebnisse

Sind die Output Ergebnisse flr die Input Variablen berechnet, werden
sie, bevor die Outputs zurtickgegeben werden, mit den Input Werten in
die DB2 Datenbank geschrieben, um dann spater analysiert werden zu
kdnnen. Dabei werden die DB2 Tabellen genutzt, die vorher in der Pre-
Settings-Phase erstellt wurden. Dabei muss auch auf die Datentypen ge-
achtet werden, die bei der Erstellung der Datenbank gewahlt wurden. Ein

genaueres Beispiel folgt in Kapitel 6.

INSERT INTO SIM ACTIVITYNAME (..)
Listing 5.6: DB2 SQL-Anweisung zur Speicherung der Ergebnisse
Um die Ergebnisse richtig in die Datenbank zu speichern, muss ein Map-
ping der Datentypen von Java auf DB2 geschehen. Dies muss auch schon
in der Erstellung der Simulations-Tabellen beherzigt werden. Tabelle 5.1

zeigt das Mapping der mdglichen Input-Parameter.

Java DB2
int INT
double FLOAT
boolean VARCHAR(5)
string VARCHAR(255)

Tabelle 5.1: Mapping der Datentypen fiir die Simulation

Das interessanteste am Mapping ist die Wahl des boolean-Datentyps bei
DB2 mit VARCHAR(5). Um die Analyse spater einfach zu machen, wurde
VARCHAR(5) dem INT mit O und 1 als Werten vorgezogen, da dies im
WEKA Panel als nominalen Wert erkannt wird. Somit waren die Analysen

darauf einfacher.
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6 Beispiel, Ergebnisse und Evaluation

Nachdem nun das Modell und die Implementierung des Simulations-
Frameworks vorgestellt wurden, soll in diesem Kapitel gezeigt werden, wie
realitatsnah eine Simulation auf Grundlage des Simulationsmodells flr ei-
nen dBOP-Prozess abschneidet. AuBerdem wird in diesem konkreten Bei-
spiel gezeigt, wie man aus dem dBOP Prozess zum Simulationsmodell ge-
langt.

Natlrlich ist das Ergebnis eines einzigen Prozesses kein sehr guter Be-
weis fur die Verbesserung auf Grund von konsolidierten Daten. Es zeigt
aber schon einmal, dass dies flr einen Prozess Bestand hat und es wo-
madglich in die richtige Richtung geht. Wir werden aber sehen, dass allein
auf Grundlage von mehr Informationen der Daten eine Klassifizierung von

numerischen Daten in nominale Klassen einen erheblichen Vorteil bringt.

6.1 Planung und Analyse des Beispiels

Der Beispielprozess wurde schon in Kapitel 3.3 vorgestellt. Dabei wurden
die einzelnen dBOP Aktivitaten vorgestellt. Wir wissen, dass wir spater die
Aktivitaten durch den Simulations Service ersetzen werden. Deshalb mus-
sen in der Analyse Phase die Information flr die spatere Konstruktion des
Simulation Service gesammelt werden.

Das Simulationsmodell wurde auf Basis von 100 Prozessinstanzen her-
ausgearbeitet. Dabei wurde jede Aktivitat einzeln im BPACIlient Uberprift,
sodass neben der Execution und Waiting Time, die durch die Metriken-
Berechnung schon gegeben sind, auch die Outputdaten simuliert werden
kdnnen. Flr jeden Output wurde ein Simulationsmodell schon herausgear-
beitet, das spater bei der Konstruktion implementiert werden kann.

Nun werden die entstandenen Simulationsmodelle vorgestellt, die flr die
Evaluation ausgearbeitet wurden. Dabei wurden zwei Beispiele herausge-

zogen, die speziell fir diese Simulation interessant sind. Dabei wurden ein
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numerischer und ein nominaler Output mit Hilfe der operativen Daten als

Klasse simuliert. Die wahrscheinlich gréoBte Starke des Simulationsmodells.

6.1.1 Modell-Analyse von SelectCar

Als erstes werden mit Hilfe des BPAClient, die Output Daten analysiert.
Dabei sollen die Output Daten CARID (fur die ID des ausgesuchten Autos)
und PRICE (Preis fir das Auto) simuliert werden. Da beide Werte nume-
risch sind, werden die Daten erst einmal durch den Algorithmus flr Linea-
re Regression analysiert. Fir PRICE ist das einfach, da der Output Wert
immer 0 ergibt (der Preis wird an spaterer Stelle berechnet), und es kann
die Simulation fir konstante Werte genutzt werden. Fir CARID ist das
schon komplexer. Eine lineare Regression kommt da nicht zu einem reali-
tatsnahen Ergebnis, da wohl eine gleichverteilte Wahrscheinlichkeitsvertei-
lung, nicht die Winsche von Kunden realitatsnah simulieren wird. Deshalb
sollte innerhalb der Konsolidierung geschaut werden, ob es weitere opera-
tive Daten flUr diesen Output Wert gibt, und somit eine Klassifizierung die-
ser mdoglich ist. Bei CARID ist das moéglich. Die CARIDs kénnen mit Hilfe
der CAR Tabelle aus den operativen Daten nach Typ (TYPE) klassifiziert
werden. Abbildung 6.1 zeigt die Konsolidierung von SelectCar.
OUT_RENTAL_CARID wird mit operativen Daten analysiert und kann somit

erfolgreich klassifiziert werden.
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Abbildung 6.1: Screenshot des BPACIlient bei der Analyse des Prozess fiir die Simulation

AuBerdem werden auch die Input-Parameter vom Kunden
(CUSTOMERID) und des Mitarbeiters (EMPLOYEEID) fir die Analyse mit
operativen Daten gejoint. Somit kann eine bessere Klassifizierung als ohne
operative Daten geschehen.

In diesem konkreten Fall ware eine Simulation ohne operative Daten zu
ca. 25% genau (TYPE sind vier Klassen, bei eventueller Gleichverteilung
der Autos). Mit den zusatzlichen operativen Daten der Input-Parameter
sind die korrekt klassifizierten Autos bei 45% bei einer 80/20 Training-

und Test-Menge. Abbildung 6.2 zeigt den Klassifikationsbaum.
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Abbildung 6.2: Klassifikationsbaum fiir Klasse Type in der SelectCar Aktivitat

6.1.2 Modell-Analyse von CheckEligibility

Als weiteres Beispiel wird die Analyse und Modellerstellung von CheckEli-
gibility erlautert. Dieses Beispiel ist ein klassisches Beispiel fir die magli-
che Ersetzung von ,Human Tasks" in automatisierte Aktivitaten. Eine Si-
mulation einer automatisierten Version kdnnte aufzeigen, dass die auto-
matische Lésung ohne signifikante Nachteile zum selben Ergebnis kommt
und dies selbstverstandlich schneller ausfihren kann. Abbildung 6.3 zeigt
das Automatisierungsbeispiel aus dem dBOP Prozess. Die Simulation wird
nicht in einen Pre-Check lbergehen, wie es in der Abbildung dargestellt
wird. Es wird die reale Aktivitat durch den Simulation Service ersetzt. Ist
es spater einmal erwlinscht, den Pre-Check zu simulieren, um eine Analy-

se der Verkurzung der Bearbeitungszeit durch den Pre-Check aufzuzeigen,
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ist dies auch mdglich. Dabei muss z.B. beachtet werden, dass Blattknoten,
die nicht vollstandig klassifiziert werden konnten, zur normalen CheckEli-

gibility Aktivitat geleitet werden.

Cars |
Original 1D |Type Cancel
eligibility rental
check sub- 1 |Luxury \ ‘) 1 min
= | r
process: All 2 |Economy ~ RentallD A 20% (& Process
L [rene duration:
rentals are ~Jcard P .
extensively ~ Customers 1.8
checkedon  [1D |# Rentals s N F"‘egaft minutes
a manual ! O 25 2 min
P 7
base g g - _'@ 80%
Automated Approval — Detection
Pattern PP
detection & Criteria Check car Ful-
application: eligibility filled?
The . . )
= Duration > 1 min 10 min Ok
“Automated v : '
:ﬁpmg = Decision followed by Cancel Ok
applied to the possible termination rental
e:g'b'k"w *Significant process #Rentals, Ok
eilze attributes exist Type
Car Custorner  Rental
D D [N
Type # Rentals | |RentallD
Optimized T T CarlD [
subprocess: ! i i
Ame SMN— Cust. ID P - @ Process
mated pre- S — e duration:
check auto- 53
matically Eligibiltiy Others | check car minutes
approves pre-check eligibilty
typical cases T 7 gr
@ ' 10 min, 30% Prepare
contract
30 seconds > e 2 mi
100% Rentals > 5 OR Type = Economy (70%) | )‘ Bﬂ";é,"'

Abbildung 6.3: Beispiel des Automated Approval Pattern (3)

Der einzige Output-Parameter der CheckEligibility Aktivitat ist die
boolean-Variable eligible, die aussagt, ob der Kunde berechtigt ist das Au-
tomobil zu mieten. Da es sich um einen nominalen Wert handelt, wird
wiederum ein Klassifikationsbaum aufgestellt. Abbildung 6.4 zeigt diesen

aus dem BPAClIient, der flur die Analyse genutzt wurde.
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Abbildung 6.4: Data Mining Panel des BPACIlient

6.2 Datendefintion und —erhebung des Beispiels

Nachdem nun diese und die weiteren Aktivitdten (CREATERENTAL,
CANCELRENTAL, CREATE CONTRACT) analysiert wurden, kann man mit
den Vorbereitungen flur die Simulation beginnen. Als erstes muss mit Hilfe
des dBOPSim Tools die Datenbank-Tabellen flr die Simulation erstellt
werden. Fur die SelectCar Aktivitat wurde dies schon in Kapitel 5.5.3 mit

Listing 5.1 vorgestellt. Flr CheckEligibility sieht das Beispiel so aus:

CREATE TABLE SIM CHECKELIGIBILITY
(ID INT NOT NULL,
EXECUTIONTIME INT,
WAITINGTIME INT,

IN CARID INT,

IN CUSTOMERID INT,

IN ELIGIBLE VARCHAR(S),
IN PRICE DOUBLE,

IN RENTALID INT,

IN EMPLOYEEID INT,

OUT ELIGIBLE VARCHAR(S),
PRIMARY KEY (ID));

Listing 6.1: Datenbank-Tabellen Erstellung fiir die Simulation
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Man beachtet den Typ der OUT_ELIGIBLE Variable, der, wie in Kapitel 5
beschrieben, als VARCHAR(5) gespeichert wird.

Weiterhin muss die Verteilung der Input-Parameter flir den Gesamtpro-
zess bestimmt werden. Da der Prozess nur die customerID als Input-
Parameter bendtigt, ist die Auswahl recht einfach. Wenn man sich die
Customer-Datenbank des Beispiels anschaut, sind dort 1000 Datensatze
mit der ID 1 bis 1000 gespeichert. Da spater die Simulationsergebnisse
mit den realen Datensatzen verglichen werden soll, ist eine Gleichvertei-
lung der customerID von 1 bis 1000 gewahlt worden. AuBerdem wurden
die Prozessinstanzen mit keinem signifikanten zeitlichen Unterschied ge-
startet, da die dynamische Ressourcenverteilung nicht implementiert wur-
de und das Ziel dieser Analyse die realitdtsnahe Simulation durch die kon-

solidierten Daten ist und nicht die Analyse der Bearbeitungszeit.

6.3 Simulationskonstruktion des Beispiels

Es wurden alle Vorbereitungen flr die Simulation getroffen, nun muss
die Simulation auch implementiert werden. Der zur Verfigung stehende
Simulation Service wird flr jede ersetzte Aktivitat eine Funktion aufrufen,
die nach dem gleichen Schema aufgebaut ist, wie in Kapitel 5.6.4 erlau-

tert. Listing 6.2 zeigt das Beispiel der selectCar Simulation.

public DataObject selectCar (DataObject rental) {

// Lesen der DataObjects fiir Input und Output
DataObject outputR = getDataObject ("selectCar", "rental", false);

// Verbindung zur Datenbank herstellen
Connection cn = DBConnect ("Rental”", "db2admin", "welcomel");
Statement st;

// Simulation der Metriken (Execution + Waiting Time)
int execution = simulateDuration(413140,312935);
int waiting = simulateDuration (60350,35314);

// Simulation der Output-Parameter

// Simulation for price = 0
outputR.setFloat ("price", 0.0F);

// Simulation for carID
int carID = 0;
String type;

int customerID
int employeelID

rental.getInt ("customerID") ;
rental.getInt ("employeeID") ;
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try {
Statement stmt = cn.createStatement () :;
// Get Information of operative Data
ResultSet rs = stmt.executeQuery (
"SELECT Occupation.Averagelncome, Customer.AGE AS CUSTOMERAGE,
Customer .NUMBERRENTALS
FROM CarRental.Occupation Occupation,
CarRental.Customer Customer
WHERE Occupation.OCCUPATIONID = Customer.OCCUPATIONID

AND Customer.CustomerID = " + customerID);
rs.next () ;

int averageincome = rs.getInt(l);

int customerage = rs.getInt(2);

int numberrentals = rs.getInt(3);

rs = stmt.executeQuery (

"SELECT TRAININGID FROM CarRental.EmployeeTRAININGS
WHERE employeeID = " + employeelD);

rs.next () ;

int trainingid = rs.getInt(l);

// get Type with Classification Tree
if (averageincome <= 25000) {
type = "Economy";
} else {
if (customerage <= 26) {
type = "Economy";
} else {
if (averageincome <= 40000) {
if (trainingid <= 1) {
type = "Van";
} else {
if (numberrentals <= 0) {
type = "Luxury";
} else {
if (trainingid <= 2) {
if (numberrentals <= 3) {

type = "Van";
} else {
type = "Compact";
}
} else {
type = "Compact";

}
} else {
if (customerage <= 50) {
if (customerage <= 37) {

type = "Compact";

} else {
type = "Economy";

}

} else {

if (customerage <= 58) {
type = "Compact";

} else {
type = "Luxury";

}

// Type 1is chosen, now get a CarID of this type
rs = stmt.executeQuery (

"SELECT CarID, RAND() as IDX

FROM CarRental.Car



WHERE Type = '" + type +"!'

ORDER BY IDX FETCH FIRST 1 ROWS ONLY");
rs.next () ;

carID = rs.getInt(1l);

// WRITE RESULTS INTO DB2 DATABASE

stmt.executeUpdate (
"INSERT INTO SIM SELECTCAR
VALUES (" + rental.getInt("rentalID") + ", "
execution + ", "
waiting + ", "
0 + vv’ "
rental.getInt ("customerID") + ", "
"lfalsel" + "’ "
"0.0™ + ", "
rental.getInt ("rentalID") + ", "
carID + ", "
MO )
stmt.close();
cn.close();

+ o+ o+

} catch (Exception e) {
e.printStackTrace () ;

}

// Simulation Ende der carID
outputR.setInt ("carID", carID);

// Output-Parameter zuriickgeben
return outputR;

Listing 6.2: Simulation Funktion der selectCar Aktivitit

Das Lesen der DataObjects, die Verbindung zur Datenbank und die Si-
mulation der Metriken kénnen mit den bereitgestellten Hilfsfunktion ein-
fach implementiert werden. Die Simulation der Output-Parameter und das
Schreiben der Ergebnisse in die Datenbank miussen bisher manuell ge-
schehen.

In Listing 6.2 wird der gréBte Vorteil der Simulation auf den konsolidier-
ten Daten vorgestellt. Die Simulation von numerischen Werten auf erwei-
terte Klassen durch das Matching auf operative Daten. Es werden zuerst
alle relevanten Daten aus der Datenbank ausgelesen, die flr die Simulati-
on gebraucht werden. AnschlieBend wurde der Klassifikationsbaum flr die
Klasse in Form von if-Anweisungen implementiert, um die Klasse zu erhal-
ten. Nun kann ein Auto per Zufall ausgewahlt werden, das der Zielklasse
entspricht.
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6.4 Simulationsausfiihrung des Beispiels

Es wurden nun 500 Prozessinstanzen ausgeflihrt, die spater mit den rea-
len Daten verglichen werden kénnen. Eine weitere Erklarung bedarf es in

diesem Abschnitt nicht.

6.5 Ergebnisse des Beispiels

Die interessanten Ergebnisse in diesem Beispiel zur Bestatigung des Si-
mulationsmodells sind zwei Output-Parameter. Das erste ist die CarID bei
der SelectCar Aktivitat. Das zweite ist der boolean Wert der eligible Vari-
able der CheckEligibility Aktivitat. Beide Variablen erhalten eine realitats-
nahere Simulation durch die Bereitstellung der operativen Daten. Erstmals

kdnnen die Ergebnisse im dBOPSim betrachtet werden.
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6.5.1 CarID (SelectCar)

.

| dBOP Simulation Ll_lg-:- =k ’
File
(Pre—SettingsT Input GeneratorT SimulationYW
Show Results:
Choose simulated Activity: | SIM_SELECTCAR | CoetResults!)

(_ Open ﬁle...) (Open URL...} (Open DB... ) ( Generate... \, ( Undo W ( Edit... ) ( Save... \

rFilter

;( ~ Choose }None ( Apply )

rCurrent relation- -Selected attribute- 3

Relation: QueryResult Name: OUT_CARID Type: Numeric
Instances: 499 Attributes: 10 Missing: 0 (0%) Distinct: 388 Unique: 300 (60%)
-Attributes Statistic Value
Minimum 1
C All 3 ( None 3 ( Invert 3 ( Pattern } Maximum 999
Mean 495,802

No. Name || || StdDev 291.499
1[I
2/ [ EXECUTIONTIME
3/ [ WAITINGTIME
4 [CIN_CARID
5[ IN_CUSTOMERID i —
6 [ IN_ELIGIBLE | Class: OUT_CARID (Num) [V visualize All)
7/[CIN_PRICE
8 [CIN_RENTALID 72 71 -
9 [ [OUT_CARID | - 83 _‘_

10 [~ OUT_PRICE 58 f
a7
( Remove )
1 500 299 ‘.ll

Abbildung 6.5: Ergebnis-Abfrage der Simulation fiir die SelectCar Aktivitat

In Abbildung 6.5 kann man die Ergebnisse fir die SelectCar Aktivitat
entnehmen. Die Ergebnisse flir die carID allein sagen erst einmal nichts
fir die Realitatsnahe aus. Das kann dann spater extrahiert werden und
mit den operativen Daten mit verglichen werden. Was man aber schon
sehen kann, ist das 499 Instanzen importiert worden sind und das diese

ganz gut verteilt sind. Weitere Analysen folgen flir dieses Beispiel noch.
6.5.2Eligible (CheckEligibility)

Die Simulation der Eligible Variable, die dann spater auch entscheidet
welchen Zweig der Prozess weiter ausfuhrt, ist auch ein Beispiel fir die
Optimierung eines Prozess durch die Automatisierung von manuellen Akti-

vitaten. Deshalb ist es wichtig, dass diese Simulation so genau wie még-
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lich ausgefiihrt wird. Abbildung 6.6 zeigt die Ergebnisse im Ergebnis-

Panel.
(|| dBOP Simulation
|| File
ﬁ’re-SettinngInput GeneratorTSimulationM]

Show Results:

Choose simulated Activity: | SIM_CHECKELIGIBILITY | CoetResults!)
( Open file... \ (Open URL...) ( Open DB... \ ( Generate... 3 ( Undo 3 ( Edit... ) ( Save... 3
rFilter-
| Choose )None (_ Apply “
rCurrent relation [ Selected attribute

Relation: QueryResult | Name: OUT_ELIGIBLE Type: Nominal
| Instances: 498 Attributes: 10 Missing: 0 (0%) Distinct: 2 Unique: 0 (0%)
rAttributes- ||No. Label Count
| 1 true 431
( All \ ( None \/ ( Invert 3 ( Pattern \, | 2 false 67
[Foame
1D
2 [ EXECUTIONTIME
3/ [T WAITINGTIME
4 [CIN_CARID ‘
5/[IN_CUSTOMERID = W ~
= EIN‘EUGIBLE [ Class: OUT_ELIGIBLE (Nom) [v]| Visualize Al)
7 [CIN_PRICE
8 [ IN_RENTALID 431

9/[TIN_EMPLOYEEID
10 [|OUT _ELIGIBLE

67

Abbildung 6.6: Ergebnis-Abfrage der Simulation fiir die CheckEligibility Aktivitat

I ( Remove 3

Von den 498 Prozessinstanzen, die extrahiert wurden, wurden 431 als
.€ligible™ gewertet und 67 haben keine Freigabe fur die Automietung be-

kommen. Das entspricht einer Erfolgsrate von 86,5%.

6.6 Vergleich der Simulation

Nun wird gezeigt, dass eine Geschaftsprozesssimulation auf Basis der
deep Business Optimization Platform effizienter ist als ohne. Dazu werden
nun Ergebnisse der Simulationen mit den realen Daten Uberprift. Zuerst
werden die simulierten Daten verglichen. AnschlieBend geschieht noch ein

Vergleich zu einer méglichen Simulation ohne konsolidierte Daten.
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Wie Uber das ganze Kapitel schon vorgestellt, sind die interessanten Si-
mulationen die carID und eligible Variablen. Durch die 500 Instanzen, die
ausgefuhrt wurden, wird jetzt eine SQL-Join Abfrage durchgeflihrt, die die

simulierten Daten mit den realen Daten vergleicht.

6.6.1Vergleich von carID (SelectCar)

Abbildung 6.7 (a) zeigt den Vergleich fir die carID. Aus den 500 Pro-
zessinstanzen konnten 45 reale Prozesse nachgeschlagen werden. Dabei
wurden 14 von 15 Economy Autos richtig simuliert. Das entspricht einer
~Success-Rate"™ von 93,3%. Flr die restlichen Typ-Klassen sind das: Luxu-
ry (7/9 = 77,9%), Compact (3/12 = 25%) und Van (1/9 = 11,1%). Das
entspricht einer Gesamt-Erfolgsrate von Uber 50%. Die relativ schlechten
Ergebnisse flir Compact- und Van-Typen lassen sich durch die kleine Men-
ge an Analyse Daten und die einfache Implementierung der nicht voll
klassifizierten Blattknoten erklaren. Trotz der geringen Datenmenge flr
den Aufbau der Simulation und der nicht voll klassifizierten Blattknoten
erreicht diese Simulation ein besseres Ergebnis als eine zufallige Simulati-

on, wie man Abbildung 6.7 (b) entnehmen kann.
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| CUSTOMERDZ | R E =i| SM_TYPE 2 sM2_TYPE % |
742 Economy Compact
963 Compact \Van
361 Economy Economy
584 Economy Economy
349 Compact Luxury
459 Economy Economy
369 Economy Economy
963 Compact Economy
213 Economy Van
280 Economy \Van
415 Economy Economy
415 Economy Economy
123|Economy Economy Compact
554 |Economy Economy Luxury
396|Economy Economy Compact
396|Economy Economy Economy
324 |Economy Economy Compact
101 |Economy Economy Economy
150|Economy Economy Luxury
260|Economy Economy Economy
436 |Economy Economy Luxury
10|Economy Economy Luxury
200|Economy Economy Economy
591 |[Economy Luxury Economy
260|Economy Economy Economy
895|Economy Economy Economy
108|Economy Economy Luxury
349|Luxury Compact Compact
969 |Luxury Luxury Economy
556 |Luxury Luxury Economy
200|Luxury Economy Economy
419|Luxury Luxury Compact
722|Luxury Luxury \an
722|Luxury Luxury Economy
419|Luxury Luxury Economy
896 |Luxury Luxury Luxury
164(Van Economy Compact
386(Van Compact Economy
30{Van Economy Economy
21|{Van Luxury Economy
594 Van Economy Economy
527|Van Economy Luxury
386|Van \an Economy
304 (Van Economy Economy
795(Van Economy Luxury
(a) (b)

Abbildung 6.7: Vergleich der realen und simulierten Auto-Typen

Simuliert man nun die Daten ohne Informationen aus den operativen Da-
ten, kann eine Simulation nur auf zufélligen Werten geschehen. Eine
carID, die simuliert werden wlrde, wirde in der Simulation nur eine Zahl

bedeuten. Die Simulation ware dann eine Gleichverteilung mit den Min-

100



und Max-Werten der Simulation flr diese Aktivitat. Abbildung 6.8 zeigt die
Verteilung der Auto-Typen.

rSelected attribute

Name: TYPE Type: Nominal
Missing: 0 (0%) Distinct: 4 Unique: 0 (0%)

No. Label Count
1 Economy 656
2/ Van 85
3 Luxury 109
4 Compact 140
Class: TYPE (Nom) [Vl Visualize ANl )

140

g-5 i -

Abbildung 6.8: Verteilung der Auto-Typen

Das kdnnte aber zu einer realitatsfremden Simulation fiUhren, wenn z.B.
ein Kunde ein Luxus Auto auswahlen wirde, der das aus Geldgrinden
nicht machen wirde. Abbildung 6.7 (b) zeigt wie so eine zufallige Vertei-

lung aussehen kdnnte. In diesem Beispiel ist die Erfolgsrate nur bei 20%
(9 von 45).

6.6.2Vergleich von eligible (CheckEligibility)

Bei der CheckEligibility Simulation sieht es ahnlich aus. Abbildung 6.9
zeigt den Vergleich der realen und simulierten Daten.
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CUSTOMERID% | OUT RENTAL ELIGIBLE -:| OUT_ELIGIBLES
596 |false true
556|false false
396|false true
225 |false true

41 false false
516(true true
347 ftrue true
347 ftrue true
123true true
439jtrue true
222ftrue true
532jtrue true
347 ftrue true
347 ftrue true
413true true

91 ftrue true
315true true
349jtrue true
181 ftrue true
532jtrue true
179true true
415 true true
686 true true
686 true true

Abbildung 6.9: Ausschnitt des Vergleichs der eligible Variable

Wie die Abbildung zeigt, wurden reale ,false™ Werte fehl-simuliert und in
der Simulation wurde ,true™ zuriickgegeben. Trotzdem ist die ,Success-
Rate™ bei diesem kleinen Beispiel bei 40%. Daflr ist die Erfolgsrate flr
Jtrue® bei 100%. Eine zufallige Simulation ohne erweiterte Datenbasis
kdnnte so etwas ohne eine Data Mining Analyse nicht realitdtsnah simulie-
ren.

Die einfachste Simulation mit geringer Datenbasis ware die Simulation
nach Verteilung, wie in Kapitel 2.3.2.4 Ablaufalternativen vorgestellt. Aus
der realen Datenbasis geht ein ,true™ Wert von 73% hervor. Diese Simula-
tion wirde aber willklrlich zu den realen Daten ablaufen und wirde im
Durchschnitt eine zu hohe Fehlerrate fir mégliche Autovermietungen zu-
rickgeben.

Wie in (16) vorgestellt, sollten nur die voll klassifizierten Blattknoten au-
tomatisiert werden und Ergebnisse, die nicht vollstandig klassifiziert wur-

den wiederum zu seiner manuellen Bearbeitung fihren. AuBerdem sollten
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genugend Datensatze flr die Bestimmung der Automatisierung zur Verfu-

gung stehen.

6.7 Fazit

Wie wir sehen konnten, ist der Informationsgewinn durch das Matching
gegeben. Weil auch der Output von Audit Daten abhangig ist von den ope-
rativen Daten war dies zu erwarten. Vor allem von Aktivitaten, in denen
der Mensch den Aktivitatsausgang beeinflusst, werden mehr Information
gebraucht, um sein Verhalten nachvollziehen und anschlieBend simulieren
zu kénnen. Abbildung 6.10 zeigt Faktoren flr die Entscheidungsfindung

bei ,Human-Tasks".

Operational Data

= Work item, customer = Customer demo-
and resource IDs graphics and other

= Resource attributes attributes

(e.q., trainings) = Work item details

Implicit factors Process data

, Bank Clerk High _
= Cultural and socio- { =  Work itemn, customer
logical background Med- and resource IDs
and biases > ium < »  Activity durations
= Past experience Proceeding and
= Knowledge about = New captured data
external events L —

Abbildung 6.10: Faktoren fiir die Entscheidungsfindung (16)

Es muss auch darauf geachtet werden, dass nicht nur einzelne Aktivita-
ten moglichst realitatsnah simuliert werden, sondern alle Aktivitaten im
Prozess. Eine Fehl-Simulation der Output-Parameter von vorherigen Simu-
lationen kann wiederum zu falschen Ergebnissen der nachfolgenden Simu-
lation flihren. Wenn, wie im Beispiel, die Simulation der carID nicht nach
Typen geschehen ware, ware die CheckEligibility Aktivitat sehr realitats-

fern simuliert, da die Input-Daten nicht mehr richtig klassifiziert wurden.
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7 Zusammenfassung und Ausblick

Somit kommen wir zum Abschluss dieser Diplomarbeit. Als erstes wird
nochmals eine kleine Zusammenfassung des Inhalts flir den schnellen
Uberblick gegeben. AnschlieBend gebe ich einen kleinen Ausblick, was
Uber diese Diplomarbeit hinaus, noch mdglich und zu erwarten ist und

vielleicht eine Untersuchung wert ist.

7.1 Zusammenfassung

In dieser Diplomarbeit wurden die Grundlagen von Simulation, Ge-
schaftsprozessmanagement, Data Mining und Web Services erlautert. Mit
diesen Grundkenntnissen wurde ein Framework entwickelt, das eine Ge-
schaftsprozesssimulation austben soll, die auf Basis von Data Mining Algo-
rithmen geschieht. Durch die bereits geleisteten Vorarbeiten der Business
Impact Analysis (22) und der deep Business Optimization Platform (3)
konnte eine Simulation auf einer erweiterten Datenbasis stattfinden, die
eine sehr realitdtsnahe Simulation Uberhaupt erst moéglich macht. AuBer-
dem wurde mit dem Process Mining Projekt (24) eine interessante ahnli-
che Arbeit vorgestellt, die sich schon mit dem Thema der Geschaftspro-
zesssimulation mit Hilfe von Data Mining Algorithmen auseinandergesetzt
hat.

Darauf basierend wurde ein Konzept entwickelt, dass aus dem vordefi-
nierten dBOP Modell ein Simulationsmodell aufbaut. Die vier Phasen waren
die Planung und Analyse, die Datendefinition und -erhebung, die Simula-
tionskonstruktion und —-ausfihrung und als letztes die Bereitstellung der
Ergebnisse. AnschlieBend wurde noch vorgestellt, wie dieses Konzept im-
plementiert wurde. Mit Hilfe von vorherigen Arbeiten, wie dem BPACIient,
und far wissenschaftliche Arbeiten bereitgestellte Software, wie der ge-
nutzten IBM Software und dem WEKA Tool, wurde dies realisiert. Dabei

wurde nicht nur ein Simulation Service eingerichtet, der die einzelnen Ak-
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tivitdten eines Prozess simulieren konnte, sondern auch ein Tool namens
dBOPSiIim entwickelt, der die Prozesssimulation begleitet.

Der letzte Abschnitt ist die Evaluation der gewahlten Geschaftsprozess-
simulation auf Basis eines Beispiels. Es wird anhand eines Testprozesses
aufgezeigt, wie das Simulationsmodell entsteht und welche Besonderhei-
ten man beachten muss. AnschlieBend wurden die Ergebnisse der Simula-
tion analysiert und mit realen Daten und Simulationsdaten ohne erweiter-

te Datenbasis verglichen.

7.2 Ausblick

Die Geschaftsprozesssimulation, die in dieser Diplomarbeit herausgear-
beitet wurde, ist ein erster Prototyp zur Simulation auf Basis von erweiter-
ten Informationen. Die am Ende bereitgestellten Ergebnisse kdnnten z.B.
einer weiteren Analyse durchzogen werden, um etwaige Schwachstellen
im Prozess zu erkennen. Gezieltere Input-Parameter Auswahl und dadurch
andere Ergebnisse kénnten noch miteinander verglichen werden.

AuBerdem wurde in dieser Diplomarbeit kaum Wert auf die Ressourcen-
auswahl gelegt. Die Simulation fur die Bereitstellung von Ressourcen
kdnnte noch weitere Informationen hinsichtlich der Wartezeit von Aktivita-
ten ergeben. So kdnnte ein hohes Aufkommen an Prozessinstanzen zu ei-
nem Ressourcen-Engpass fihren und so die Wartezeit enorm beeinflussen.
Dies wirde einer alternativen Simulation der ,Waiting Time" entsprechen.

Die Simulationskonstruktion geschieht auch noch vorerst manuell, d.h.
der Service kdnnte noch so erweitert werden, dass die gewinschte Simu-
lation auf Basis der extrahierten Data Mining Ergebnisse aus dem Process
Insight Repository automatisch und nicht mehr manuell implementiert
wird. Dazu kénnte die Data Mining Modell als Parameter (bergeben wer-
den anstatt direkt in den Simulation Service durch Regeln und if-

Anweisungen implementiert zu werden.
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