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Kapitel 1

Einleitung

1.1. Alilgemeine Motivation

Die Verwendung von CCTV ( Closed Circuit Television Cameras ) ist inzwischen ein
gangiges Mittel zur Pravention von Verbrechen und zur Sicherheitsiiberwachung bestimmter
Orte[GSos]. In der Vergangenheit wurden daftir haufig Videobdnder verwendet, auf
denen Aufnahmen im Zeitraffer festgehalten wurden.[Brogs]. Bei zukiinftigen Projekten
kann man davon ausgehen, dass digitale Aufnahmen die analogen ersetzen werden.
Beispiele fiir CCTV Projekte finden sich bei Gill und Spriggs[GSos]. Die verwendete
Anzahl an Kameras variiert dabei von 8 (Project Borough) bis zu 646 (Project London
Hawkeye) Stiick. Dies soll nur einen kleinen Einblick iiber die moglichen Grofsenordnungen
solcher Projekte gewidhren. Wiirde jede dieser Kameras zur Aufzeichnung verwendet
werden, so wird einem klar, dass sich dabei sehr viel Videomaterial ansammeln kann.
Bei Bedarf bieten intelligente Uberwachungssysteme der zweiten und dritten Generation
Moglichkeiten fiir eine automatisierte Analyse des Videomaterials mittels Computer
Vision Technologie[VVo5]. Geht man davon aus, dass es noch einige Zeit braucht, bis
vollautomatisierte Systeme robust genug sind, um eine Detektion von gesuchten Inhalten
zu gewdhrleisten, so bendtigt man immer noch Menschen, die sich bei Bedarf Teile
des Videomaterials ansehen. Da das Uberwachungspersonal nicht dauerhaft das Bild
jeder Kamera beobachten kann ( Beispiel: Nur 15.9% der Zeit innerhalb von 20 Stunden
wurden Kamerabilder in Einkaufszentren beobachtet[HFo4]), ist es durchaus moglich,
dass ein bestimmtes Ereignis wihrend eines Zeitpunktes geschieht, in dem niemand die
Bilder der Kamera live tiberwacht. Kann man den moglichen Zeitraum des Ereignisses
einschranken, so ist das zwar hilfreich, aber es konnen dennoch einige Stunden an Video-
material {ibrigbleiben. Dieses Material in Echtzeit zu betrachten wire sehr langwierig und
anstrengend. Verniinftigerweise wird man das Video beschleunigen, wobei im Regelfall ab
einer gewissen Beschleunigung Bilder {ibersprungen werden, wenn das Video digital vorliegt.



1. Einleitung

Ein Problem beim Uberspringen der Bilder ist die Verstarkung der sogenannten ,Change
Blindness” [SLg7][SAos]. Dies ist ein Effekt der zur Folge hat, dass Menschen unter
bestimmten Umstdnden nicht in der Lage sind, selbst grofie Verdnderungen innerhalb
einer Szene zu erkennen. Als bekanntes Beispiel dient das Experiment von Simons
und Levin[SLg8]. Dabei wurden Passanten angesprochen und nach dem Weg zu einem
Gebdude gefragt. Wahrend der Unterhaltung wurde die Sichtlinie zwischen den Personen
unterbrochen, indem eine Tiir zwischen ihnen vorbeigetragen wurde. Wiahrend der
Unterbrechung wurde die Person, die nach dem Weg gefragt hatte, durch eine andere
Person ersetzt. Nur die Halfte der Versuchspersonen bemerkte diesen Unterschied.

Das von Rensink et al.[ROCg7] , Flicker Paradigm” beschreibt ein Experiment, in dem den
Versuchsteilnehmern ein Bild gezeigt wurde, das sukzessiv von grauen Feldern unterbrochen
wurde. An einer bestimmten Stelle wurde dann eine Anderung in dem Bild vorgenommen,
die erkannt und beschrieben werden sollte. Dabei stellte sich heraus, dass es durch die
Unterbrechungen wesentlich langer brauchte, die Anderungen im Bild wahrzunehmen, als
ohne.

In der Praxis spielt dieser Effekt bei der Unterbrechung von Bewegung, durch das
Uberspringen von Bildern eine wichtige Rolle. So kann beispielsweise kriminelles Verhalten
bei Zeitrafferaufnahmen wesentlich schlechter wahrgenommen werden, als bei einer
normalen Abspielgeschwindigkeit[SBCoy].

In dieser Arbeit werden Visualisierungen vorgestellt, die diese {ibersprungenen Bildinfor-
mationen in die sichtbaren Bilder wéahrend der Beschleungigung wieder einftigen. In einer
anschlieflenden Benutzerstudie soll dann herausgefunden werden, wie sich diese Visualisie-
rungen in der Effektivitdt der Erkennung von Objekten, der Verfolgung von Bewegungen
und ihrer allgemeinen Wirkung auf die Benutzer unterscheiden.

1.2. Aufgabenstellung

Nachdem die Motivation geklart wurde, weshalb ein beschleunigtes Abspielen von Uber-
wachungsvideos erwtiinscht ist, soll nun die Aufgabenstellung dieser Arbeit ndher erldutert
werden.

Diese ldsst sich in 3 Hauptpunkte unterteilen:

1. Entwicklung und Umsetzung von Methoden: Um Videos zu beschleunigen, existie-
ren bereits vorhandene Methoden. Eine Untersuchung der Methoden beziiglich ihrer
Verwendbarkeit im Rahmen einer Fast-Forward Visualisierung dient dabei als Aus-
gangspunkt. Die Entwicklung und Implementierung eigener Methoden folgt darauf.
Hierbei soll darauf geachtet werden, dass visuelle Informationen durch die Methoden
erhalten bleiben, und dem Benutzer in unterstiitzender Weise prédsentiert werden.



1.3. Gliederung

2. Umsetzung von Methoden zur Visualisierung von wechselnden Geschwindigkei-
ten: Durch den Einsatz von adaptivem Fast-Forward [HHWH10] konnen Videos, je
nach Aktivitdt innerhalb der Szene, wiahrend des Abspielens unterschiedlich stark
beschleunigt werden. Die Implementierung von Methoden zur besseren Visualisierung
dieser wechselnden Geschwindigkeiten soll in dieser Arbeit ebenfalls durchgefiihrt
werden.

3. Durchfiihrung einer Benutzerstudie: Nachdem eine Auswahl geeigneter Fast-Forward
Visualisierungen getroffen wurde, sollen diese im Rahmen einer Benutzerstudie hin-
sichtlich ihrer Effektivitdt bei der Erkennung von Objekten und ihres Eindrucks auf die
Teilnehmer analysiert werden. Die Eindriicke der Teilnehmer hinsichtlich der Geschwin-
digkeitsvisualisierungen sollen ebenfalls in einer eigenen Aufgabe der Benutzerstudie
erfasst und untersucht werden.

Mithilfe der implementierten Funktionen werden Videos der einzelnen Visualisierungen
erstellt, welche dann fiir die Aufgaben der Benutzerstudie verwendet werden koénnen. Die
Implementierung wurde mit C++, Qt und OpenCV durchgefiihrt.

1.3. Gliederung

Diese Arbeit ist in folgender Weise gegliedert:

Kapitel 1 - Einleitung: Dieses Kapitel bietet eine Einfiihrung in das Thema der Arbeit. Durch
eine Erlauterung der allgemeinen Motivation und eine Beschreibung der Aufgabenstel-
lung soll fiir den Leser der Zusammenhang der nachfolgenden Kapitel nachvollziehbar
werden.

Kapitel 2 - Related Work: Ein Uberblick, welche Arbeiten mit dhnlicher Thematik bereits
verdffentlicht wurden, wird durch dieses Kapitel geboten. Um den Inhalt eines Videos
schneller erfassen zu konnen, ist es moglich, statische oder dynamische Methoden zu
verwenden. Die Unterschiede dieser Methoden werden geklart und ihre Verwendbar-
keit zur Losung der Aufgabenstellung erldutert.

Kapitel 3 - Fast-Forward Visualisierungen: In diesem Kapitel geht es um die Implementie-
rung unterschiedlicher Methoden zum beschleunigten Abspielen von Videos. Alle
verwendeten Methoden unterliegen bei der Implementierung einem Grundprinzip,
welches als erstes genauer erldutert wird. Mit dem Frameskip und dem biologisch
motivierten Blending werden dann zundchst zwei bereits existierende Methoden vor-
gestellt. Bei der Differenzen- und der Tracking-Methode handelt es sich um eigene
Implementierungen, die im Rahmen dieser Arbeit entwickelt wurden. Fiir die Verwen-
dung der Methoden in einer Benutzerstudie wurde zusétzlich ein Videoplayer mit
speziellen Eigenschaften implementiert, die auf diesen individuellen Fall angepasst
wurden. Die Vorstellung des Videoplayers bildet den Abschluss dieses Kapitels.



1. Einleitung

Kapitel 4 - Geschwindigkeitsvisualisierungen: Durch die Verwendung von adaptivem Fast-
Forward konnen Videos mit variierender Geschwindigkeit wiedergegeben werden. In
diesem Kapitel werden Methoden beschrieben, die implementiert wurden, um dem
Benutzer den Eindruck dieser Geschwindigkeiten besser zu vermitteln. Bei den drei
vorgestellten Methoden handelt es sich um einen Tachometer, einen Rahmen und
Storstreifen.

Kapitel 5 - Studie: Nach der Implementierung der Methoden werden diese in einer Benutzer-
studie miteinander verglichen. Dieses Kapitel handelt von der Planung, Vorbereitung
und Durchfiihrung dieser Studie. Zundchst werden die Hypothesen und Fragen er-
lautert, deren Uberpriifung das Ziel der Studie sein soll. Darauf basierend werden
Aufgaben formuliert, die der Erkennung von Objekten, Beurteilung der Bewegungs-
verfolgung und dem Vergleich der Geschwindigkeitsvisualisierungen dienen. Die
Ergebnisse der Studie werden am Ende dieses Kapitels ausgewertet.

Kapitel 6 - Probleme und Verbesserungen: Nach der Auswertung der Studie und dem Sam-
meln neuer Erkenntnisse beschiftigt sich dieses Kapitel mit den Problemen, die im
Verlauf der Arbeit zutage getreten sind. Dies bezieht sich insbesondere auf die Probleme
der Studienteilnehmer mit den einzelnen Visualisierungen und mdogliche Verbesserun-
gen.

Kapitel 7 - Zusammenfassung und Ausblick: Abschliefsend werden die Ergebnisse der Ar-
beit in diesem Kapitel zusammengefasst.



Kapitel 2

Related Work

Im Bereich des ,, Video-Browsing” gibt es zahlreiche Publikationen, die Methoden beschreiben,
wie man den Inhalt eines Videos schneller als in der Originalzeit durchsehen kann.

2.1. Methoden des Video-Browsings

Um den Inhalt eines Videos schneller erfassen zu konnen, wird der Inhalt in den meisten
Methoden durch ausgewdhlte Stellvertreter, den ,Surrogates”, repréasentiert. Li et al.[LZTo1]
und Tse et al.[TMD" 98] geben in ihren Arbeiten einen guten Uberblick iiber verschiedene
Surrogates und deren Verwendung. Dabei kann man bei der Reprdsentation zwischen
statischen und dynamischen Methoden unterscheiden[TMD " 98]:

e Statisch:

— Filmstreifen / Storyboards

- Gelabelte Thumbnails

— Hierarchisch angeordnete Surrogates
e Dynamisch:

— Zeitlich beschleunigte Surrogates

— Mehrfach parallele Surrogates

— Slide Show



2. Related Work

2.1.1. Statische Reprasentationen

Im Bereich der statischen Reprasentationen gibt es besonders im Bereich der Filmstreifen
und Storyboards zahlreiche Veroffentlichungen, die sich mit der Auswahl und Anordnung
moglichst informationstrachtiger Keyframes beschiftigen. Die Anordnung der Keyframes
kann beispielsweise wie bei Uchihashi et al.[UFGBgg], Yeung und Yeo[YY97] Hwang et
al.[HLC*06] oder Calic und Campbell[CCo7] dhnlich wie in einem Comic geschehen. Dabei
lassen sich die Bilder auch mit zuséatzlichen Informationen wie Richtungspfeilen versehen,
wie es bei den Schematic Storyboards von Goldman et al.[GCSSo6] der Fall ist.

Gelabelte Thumbnails finden sich beispielsweise auf der Seite von ,The Open Video
Project”[ope12]. Die zur Verfiigung stehenden Videos in dieser Datenbank sind in verschie-
dene Kategorien unterteilt und lassen sich nach Genre, Dauer, Farbe / Schwarz-Weiss,
mit /ohne Ton unterteilen. Jedes Video innerhalb dieser Unterteilung wird durch ein
kleines Bild aus dem Video reprasentiert. Zusatzlich lassen sich auf dieser Seite auch Zu-
sammenfassungen der Videos durch Storyboards und Fast-Forward Beschleunigung ansehen.

Fiir hierarchisch angeordnete Surrogates miissen Videoszenen oder Keyframes in Klassen
unterteilt werden, die den gleichen oder dhnlichen Inhalt besitzen. Jede Klasse besitzt einen
gemeinsamen Reprédsentanten, der diesen Inhalt wiederspiegeln soll. [ZZCg6]

2.1.2. Dynamische Reprasentationen

Die Fast-Forward Beschleunigung von Videos findet sich in zahlreichen Mediaplayern wie
dem , Media Player Classic“[med11] oder dem , VLC media player”“[vlc11]. Hierbei handelt
es sich auch um den Bereich, der im Verlauf dieser Arbeit genauer untersucht werden soll.

Slaughters et al.[SSMo7] zeigten in ihrer Arbeit mehrere Slide Shows parallel. Slide Shows
werden auch von Ding et al.[DMTg7] verwendet. Dabei werden Keyframes wie bei einem
Diavortrag hintereinander angezeigt. Die Abspielgeschwindigkeit kann hierbei variiert wer-
den. Das in dieser Arbeit verwendete Frameskip-Verfahren (siehe Abschnitt 3.2) arbeitet sehr
dhnlich. Wobei die Abspielgeschwindigkeit jedoch nicht vom Benutzer variiert werden kann,
sondern der Framerate des Eingangsvideos entspricht. Die dabei verwendeten Keyframes
konnen in uniformen Abstdnden, oder mittels Informationen des Adaptive Fast Forward
von Hoferlin et al.[HHWH10] ausgewihlt werden (siehe Kapitel 4).
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2.2. Studien zum Thema Video-Browsing

2.2. Studien zum Thema Video-Browsing

In den Benutzerstudien von Drucker et al.[DGDMWoz2], Schoeffmann und Boeszoermenyi
[SBog] und Wildemuth et al.[WMW T 02][WMY 03] wird Fast-Forward mit verschiedenen
Methoden der Autoren verglichen. In dhnlicher Weise sollen die implementierten Methoden
dieser Arbeit mit der gidngigen Methode fiir Fast-Forward in Videos und dem biologisch
motivierten Blending von Hoferlin et al.[HHWH10] verglichen werden.

In der Studie von Wildemuth et al.[WMY 03] wurde Fast-Forward dadurch realisiert, dass
jedes n-te Bild aus dem Originalvideo verwendet wurde. Dann wurde das Verfahren und
weitere Surrogates in Hinblick auf Objekterkennung, Aktionserkennung und Zusammen-
fassung des Inhalts der gezeigten Szenen untersucht. Um die Objekterkennung zu priifen,
wurden die Benutzer gebeten, gesehene Objekte aus Worter- und Bildlisten herauszusuchen.
Bei der Benutzerstudie, die in dieser Arbeit durchgefiithrt wurde, wird ebenfalls die
Erkennung von Objekten gepriift werden. Aufgrund des monotonen Videomaterials wurde
allerdings auf den Einsatz solcher Listen verzichtet. Es wurde stattdessen eine interaktive
Methode verwendet, die dem Benutzer die Moglichkeit bietet, ein erkanntes Fremdobjekt
direkt zu melden.

Als Ergebnis der Studie wurde empfohlen, mindestens g; der Originalbilder fiir Fast-
Forward zu verwenden, um die getesteten Aufgaben noch mit einer Leistung zu erfiillen.
Im Verlauf dieser Arbeit wird die grofite Beschleunigung 21—0 der Bilder bei 25 Bildern pro
Sekunde verwendet.

Die Studie von Tse et al.[TVSMgg] wurden Slideshows bei unterschiedlichen Abspielraten
untersucht. Die Benutzer mussten fiir die Objekterkennung ebenfalls Listen durchsehen,
auf denen Objekte gezeigt wurden, von denen die rausgesucht werden mussten, welche im
Video vorkamen. Als Resultat der Studie wurde die Moglichkeit eingerdumt, Slideshows
bei 8 Bildern pro Sekunde und mit jedem 150-ten Bild als Keyframe zu verwenden. Bei
den getesteten Videos handelte es sich jedoch nicht um Uberwachungsvideos. Aus diesem
Grund dienen diese Ergebnisse ebenfalls als Orientierung, um nachgewiesene Schranken der
Beschleunigung nicht zu tibertreten.

Viele dieser Methoden verwenden Algorithmen, die bestimmen, welche Ausschnitte eines
Videos von Bedeutung sind. Uberwachungsvideos lassen sich auf diese Weise durchaus
auch bearbeiten. Das Videomaterial einer Bahnhofshalle ist im Vergleich zu den meisten
Hollywoodfilmen jedoch relativ eintonig. Deshalb sollte es meistens schwer fallen eine
Unterteilung des Videos in Dialoge, Explosionen oder dhnliches zu treffen, wie es in der
Arbeit von Lienhart et al.[LPEg7] bei Filmen gemacht wurde . Wenn man nicht genau weiss,
wonach man sucht, dann bleibt trotz aller Technik manchmal nur noch das Durchsehen des
Videos ohne eine automatische Voranalyse des Inhalts.

11



2. Related Work

Diese Arbeit beschiftigt sich nun mit der Frage, ob es moglich ist, diese unangenehme
Aufgabe fiir den Benutzer zu erleichtern und eventuell auch eine Steigerung der Effektivitat
bei einer Suchaufgabe zu erreichen.
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Kapitel 3

Fast-Forward Visualisierungen

Um digitale Videos schneller betrachten zu kénnen, wurden verschiedene Methoden
eingesetzt. Dabei handelt es sich beim Frameskip um das {iblichste Verfahren, welches
sich auch technisch am einfachsten umsetzen ldsst. Das Blending erzeugt Bilder mit
Bewegungsunschirfe. Die Differenzen lassen Objekte mehrfach erscheinen. Beim Tracking
werden mittels Pfeilen und hellen Schweifen an den Objekten, vergangene und zukiinftige
Bewegungsrichtungen angezeigt. Dieses Kapitel handelt von der Erklarung dieser Methoden
und der technischen Umsetzung.

Die Einsatzmoglichkeiten der einzelnen Methoden lassen sich wie in Abbildung 3.1 eintei-
len.

Frameskip lasst sich hierbei auf beliebige Videos anwenden. Dabei spielt es keine Rolle, ob
es sich um Filme, Musikvideos oder dhnliches handelt. Blending lésst sich ebenfalls ohne
grofiere Einschrankungen verwenden. Viele Kameraschwenks wiirden das gesamte Bild
jedoch unscharf machen und somit zu untibersichtlichen Situationen fiihren. Da fiir die
Differenzen-Methode ein statisches Hintergrundbild berechnet werden muss, sind diese
nur fiir Videos einsetzbar, in denen die Kamera fixiert wurde, und dauerhaft denselben
Bereich filmt. Jeder Kameraschwenk oder Szenenwechsel bedarf einer Neuberechnung des
Hintergrundbildes, was bei hdaufigem Wechsel keinen Sinn mehr ergeben wiirde. Die starkste
Einschrankung besitzt das Tracking, da hierfiir noch eine genaue Erkennung der Objekte
innerhalb der Szene nétig wird.

Um die Visualisierungen untereinander vergleichbar zu machen, muss deshalb mit Videos
gearbeitet werden, die von allen Visualisierungen sinnvoll angezeigt werden konnen. Deshalb
wurden in dieser Arbeit Videos mit fixierten Kamreas und vorhandenen Trackinginformatio-
nen verwendet [avsi2][beh12].

13



3. Fast-Forward Visualisierungen
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Abbildung 3.1.: Einsatzgebiete der Methoden

3.1. Prinzip der Implementierungen

Das Grundprinzip bei der Implementierung der einzelnen Fast-Forward Visualisierungen
wurde von Hoferlin et al.[HHWH10] ibernommen. Dabei sind folgende Werte von Interes-

se:

Fps Framerate des Videos

Bei gegebener Framerate des Videos und einem Beschleunigungsfaktor, ldsst sich die genaue

Dy Anzeigedauer des momentanen Bildes
Ds Summierte Dauer der eingegangen Bilder

Sw Schwellenwert zur Anzeige des Bildes

Bf Beschleunigungsfaktor des Videos

Anzeigedauer eines Bildes in Millisekunden bestimmen(3.1):

Die Anzeigedauer wird an die Renderfunktion der entsprechenden Visualisierung tibergeben

und dort aufsummiert(3.2).

14
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3.1. Prinzip der Implementierungen

Ds = ZDM,- (3-2)

Entsprechend dem verwendeten Videomaterial wird eine Framerate von 25 Bildern pro
Sekunde verwendet. Dies bedeutet, bei normaler Abspielgeschwindigkeit, wird alle 40 ms
ein Bild angezeigt. Diese 40 ms bilden den Schwellenwert Sw, bei dessen Uberschreitung
ein Ausgabebild erzeugt wird. Anschlieflend wird Sw so oft von Dg abgezogen und ein
Bild ausgegeben, bis Dg < Sw ist. Auf diese Weise lassen sich nicht nur Beschleunigungen,
sondern auch Verlangsamungen des Videos in einer Funktion umsetzen.

Die gerenderten Videos der einzelnen Methoden werden eine Framerate von 25 Bildern
pro Sekunde erhalten. Dadurch wird es notig, alle 40 ms ein Bild anzuzeigen. Diese 40
ms bilden also den Schwellenwert. Wird dieser beim Aufsummieren erreicht, so wird
der Schwellenwert von der Summe abgezogen und das momentane Bild angezeigt. Dies
geschieht solange, bis der Schwellenwert wieder unterschritten wird. Auf diese Weise
lassen sich nicht nur Beschleunigungen, sondern auch Verlangsamungen in einer Funktion
umsetzen. Diese Vorgehensweise bildet die Grundlage fiir alle Visualisierungen des
Schnellvorlaufs, die in dieser Arbeit umgesetzt wurden.

Wenn nach dem Uberschreiten des Schwellenwertes ein Bild ausgegeben wird, so soll
dies Informationen tiber alle Bilder des vergangenen Zeitintervalls beinhalten. Es werden
Moglichkeiten gesucht, die den Eindruck der Bewegung erhalten und das Objekt, die
Bewegungsrichtung und die Bewegungsgeschwindigkeit erkennen lassen[Cutoz]. Abgesehen
von der Frameskip-Methode erfiillen die drei vorgestellten Methoden teilweise oder sogar
ganz diese Forderungen:

Methode | Erkennbarkeit | Bewegungsrichtung | Bewegungsgeschwindigkeit
Blending - + -/+

Differenzen + + -/+
Tracking + + +

Tabelle 3.1.: Vergleich der vorgestellten Methoden

Die folgenden Abschnitte stellen nun die einzelnen Methoden vor und erldutern genauer,
inwiefern sie diese Forderungen erfiillen.
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3. Fast-Forward Visualisierungen

3.2. Frameskip

Die Abspielgeschwindigkeit von digitalem Videomaterial befindet sich in den haufigsten
Faillen zwischen 24-30 Bildern pro Sekunde. Eine Beschleunigung beim Abspielen kann
erreicht werden, indem man das Video mit 50-60 Bildern pro Sekunde abspielt. Bei vielen
Monitoren und Fernsehern liegt bei dieser Framerate die technische Grenze dieser Moglich-
keit. Um hohere Geschwindigkeiten im Schnellvorlauf erreichen zu kénnen, miissen Bilder
tibersprungen werden. In bekannten Videoplayern wie dem , VLC media player” [vlc11] und
dem , Media Player Classic” [med11] ldsst sich diese Methode beobachten. Bei Wildemuth et
al.[WMY 03] wird der Begriff ,Nth frame fast forward” dafiir verwendet. Da diese Methode
als das allgemein {ibliche Vorgehen fiir den digitalen Schnellvorlauf in Videos anzusehen
ist, darf es bei dem Vergleich mit neuen Methoden nicht iibergangen werden. Aufgrund des
Uberspringens von Bildern, wird diese Methode hier als ,Frameskip” bezeichnet.

3.2.1. Implementierung

Die Implementierung des Frameskip nach dem vorab beschriebenem Grundprinzip ist denk-
bar einfach. Die Zeiten der einzelnen Bilder werden aufsummiert und wenn der Grenzwert
erreicht ist, wird das momentane Bild ausgegeben. Es bleibt anzumerken, dass der Frames-
kip zum Beispiel durch die direkte Auswahl der zu zeigenden Bilder wesentlich schneller
umgesetzt werden kann. Die hier verwendete Implementierung dient als das einfachste
Beispiel, um das Verarbeitungsprinzip der einzelnen Bilder zu verdeutlichen. Durch diese
Implementierung lassen sich auch die Gewichtungen der einzelnen Frames fiir das Adaptive
Fast Forward in Aufgabe 3 (siehe Abschnitt 5.2.4) direkt verwenden.

3.2.2. Vorteile der Frameskip-Methode

Folgende Punkte sprechen fiir eine Verwendung der Frameskip-Methode:

e Die Frameskip-Methode reduziert lediglich die Anzahl der gezeigten Bilder. Bei ge-
ringeren Geschwindigkeiten konnen so Bilder iibersprungen werden, ohne dass der
Benutzer diese Spriinge im Video stark wahrnimmt.

e Es werden nur Bilder aus dem Originalvideo gezeigt. Da die Bilder nicht verarbeitet
werden, muss der Benutzer sich nicht an fremde oder zusitzliche Informationen
gewodhnen und wird nicht davon abgelenkt.

e Der entscheidende Vorteil des Frameskip ist, dass er sich auf jedes beliebige Video
anwenden ldsst. Ob es sich bei dem Video nun um einen Spielfilm, Werbespots oder
Uberwachugnsaufnahmen handelt, spielt keine grofe Rolle.
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3.3. Blending

3.3. Blending

Das biologisch motivierte Blending erstellt beim Schnellvorlauf Bilder, die im Grunde einer
Langzeitbelichtung in der Fotografie entsprechen. Dabei ldsst man die Kamera tiber einen
langeren Zeitraum Licht aufnehmen, was vorallem bei schlechten Lichtverhiltnissen zu
einem helleren Bild fiihrt. Wird wahrend der Aufnahme eine Bewegung vor der Kamera
ausgefiihrt, so wird diese in Form von Bewegungsschlieren auf dem Bild sichtbar. Das
Blending erzeugt ebenfalls solche Bilder, in denen diese Bewegungsunscharfe deutlich zu
sehen ist.

Abbildung 3.2.: links: Langzeitbelichtung mit einer Digitalkamera bei Nacht, rechts: Blen-
ding. Die Bewegungsunscharfe nimmt je nach Geschwindigkeit zu.

Das hier verwendete, biologisch motivierte Blending entspricht dem von Hoferlin et al.
[HHWH1o0] beschriebenen Verfahren. Hierbei besteht die Moglichkeit, die einzelnen Bilder
mit einer unterschiedlichen Gewichtung zu verrechnen. Fiir eine konstante Beschleunigung
handelt es sich dabei auch um einen einheitlichen Wert. Im Falle einer adaptiven Fast-
Forward Visualisierung konnen dadurch die Priorititen der einzelnen Bilder berticksichtigt
werden.

Weshalb es sich hier um ein biologisch motiviertes Blending handelt, soll nun als néachstes
geklart werden.

3.3.1. Prinzip des biologisch motivierten Blendings

Es handelt sich bei dem verwendeten Verfahren um ein biologisch motiviertes Blending, da,
wie bei dem biologischen Vorgang des Sehens, eine Integration der Reize vorgenommen wird.
Da Aufnahmen einer Kamera aus technischen Griinden eine nichtlineare Gammakorrektur
enthalten, aber die menschliche Wahrnehmung lineare RGB Signale benétigt, werden die
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3. Fast-Forward Visualisierungen

verwendeten Bilder zunédchst in dieses Format tiberfiihrt. Im linearen RGB Format werden
die Bilder dann zusammengerechnet und anschlieffend wieder eine Gammakorrektur vorge-
nommen, so dass die Bilder von dem entsprechenden Anzeigegerat wie bisher behandelt
werden konnen (siehe Abbildung 3.3).

y <D e

Linear

(a) (b)

Gamma Gamma
Decoding Encoding

_y.‘-‘—> —> Blending—> —-»Q----»@
N >4 N ___

Linear Linear

>e

(c)

Abbildung 3.3.: Verarbeitung der Bilder [HHWH1o0]: a) Visuelle Stimuli erreichen das Auge
unverdndert. b) Die Bilder einer Kamera sind gammakodiert. Der Monitor
macht die nicht-lineare Transformation riickgéngig. c)Kiinstliche Integrati-
on von visuellen Stimuli, dem menschlichen Sehen nachempfunden. Vor
dem Blending wird das Bild in das lineare RGB-Format umgewandelt und
anschlieflend wieder gammakodiert.

3.3.2. Implementierung

Im Vergleich zum Frameskip werden beim Blending keine Bilder {ibersprungen. Das Prinzip
des Aufsummierens der Anzeigedauer einzelner Bilder innerhalb eines bestimmten Intervalls
findet auch in dieser Visualisierung wieder Verwendung. Hierbei wird jedoch nicht nur
die Zeitinformation der einzelnen Bilder berticksichtigt. Gleichzeitig wird jedes einzelne
Eingabebild in die Berechnung des nédchsten Ausgabebildes miteinbezogen. In dieser Arbeit
wurde die bereits vorhandende Implementierung des biologisch motivierten Blendings aus
der Arbeit von Hoferlin et al.[HHWH10] verwendet. Darin werden die einzelnen Bilder mit
Berticksichtigung ihrer Anzeigedauer nach der bereits beschriebenen Methode verrechnet.
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3.4. Differenzen

3.3.3. Vorteile der Blending-Methode

Fiir eine Anwendung der Blending-Methode sprechen folgende Vorteile:

e Bei dieser Methode werden die Informationen aus allen Bildern des Originalvideos
verwendet und komprimiert in einer geringeren Anzahl von Bildern dargestellt.

e Schnelle Objekte erzeugen eine Bewegungsunschirfe, durch die der Benutzer das
Objekt leichter verfolgen verfolgen kann.

e Durch seinen biologisch motivierten Ansatz entspricht Blending unter den verwendeten
Methoden am ehesten der natiirlichen Wahrnehmung von schnellen Bewegungen.

3.4. Differenzen

Die Visualisierung mittels Differenzbildern soll dem Unschérfeproblem des Blendings ent-
gegenwirken. Die Informationen aus tibersprungenen Bildern sollen auch hier durch einen
Bewegungsverlauf angezeigt werden, dabei aber das bewegte Objekt gut erkennbar lassen.
Das Ergebnis dieser Visualisierung dhnelt dem stroboskopischen Effekt, der beispielsweise
von Agarwala et al.JADA"04] fiir Bilder und von Rav-Acha et al.[RAPPo6][PRAPo8] fiir
Videos prasentiert wurde. Es werden dabei mehrere Instanzen eines Objekts in Bewegung
an verschiedenen Positionen angezeigt. Im Schnellvorlauf hat dies den Vorteil, dass ein
Objekt nicht wie beim Frameskip nur einmal an einer Stelle zu sehen ist, sondern einzelne
Positionen in mehreren Bildern angezeigt werden. In der hier vorgestellten Visualisierung
werden diese alten Positionen durch transparente Instanzen der Objekte dargestellt. Auf
diese Weise ldsst sich klarer erkennen, wo sich die aktuelle Position des Objektes befindet. Je
transparenter eine Instanz dabei ist, desto langer ist es her, dass sich das Objekt an dieser
Stelle befunden hat. Eine Effekt, wie er auch in der Arbeit von Teodosio und Bender [TB9g3]
zu sehen ist.

3.4.1. Implementierung

Die Implementierung setzt sich aus zwei Schritten zusammen:
1. Vordergrund und Hintergrund voneinander trennen.
2. Vordergrundinformationen fiir das Rendering verrechnen.

Die errechneten Bilder erzeugen dann ein neues, beschleunigtes Video, in dem die Objekte
geisterhafte Spuren hinterlassen und somit mehrfach im Bild zu sehen sind. Einige alternative
Methoden zur Verrechnung der Einzelbilder wurden wahrend der Implementierung ebenfalls
getestet, diese finden in diesem Abschnitt ebenfalls Erwdhnung.
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3. Fast-Forward Visualisierungen

Hintergrundentfernung

Grundlage dieser Visualisierung ist eine Trennung der bewegten Objekte vom statischen
Hintergrund. Eine einfache Methode dies zu erreichen, ist die Verwendung eines Hinter-
grundmodells. Dabei handelt es sich um ein Bild, das nur den statischen Hintergrund der
Szene enthélt. Zur Initialisierung wird ein entsprechendes, von Hand erstelltes Bild geladen.
Um das Hintergrundmodell anpassen zu konnen, wird es mit der Formel des Running
Gaussian Average (Gleichung (3.3)) [Pico4] aktualisiert.

pr=wo-I+(1—wa)-pq (3-3)

Dabei wird der Wert eines Pixels I} zum Zeitpunkt t mit dem Gewicht & zu dem
berechneten Wert y;_; aus dem vorherigen Schritt gerechnet. Dieser Schritt ldsst sich
auf alle Pixel des Bildes anwenden. Auf diese Weise kinnen beispielsweise Anderungen
der Lichtverhiltnisse oder neue unbewegte Objekte in den Hintergrund aufgenommen
werden. Bei der Differenzen-Methode wurde a = 0.01 gewéhlt. Dadurch findet eine lang-
same Anpassung des Hintergrundes statt, was bei den verwendeten Videos geeignet erschien.

Das Ziel der Trennung von Vorder- und Hintergrund soll eine Maske der Silhouetten
aller Objekte in Bewegung sein. Fiir jedes Videobild wird deshalb der Differenzbetrag mit
dem Hintergrundmodell erstellt. Dies ergibt pixelgenaue Unterschiede der Bilder. Da es
bereits aufgrund der Komprimierung von Videos zu kaum sichtbaren Unterschieden in
den einzelnen Bildern kommen kann, sind die resultierenden Bilder von einem Rauschen
durchzogen und noch nicht fiir die Visualisierung verwendbar. Storpixel, die aufgrund
sehr kleiner Unterschiede entstanden sind, konnen durch einen geeigneten Grenzwert
entfernt werden. In einem ersten Verarbeitungsschritt werden deshalb alle Pixel mittels
einer Binarisierung entfernt, deren Grauwert unter 31% liegt. Dieser Wert hat sich fiir die
verwendeten Videos als geeignet erwiesen.

An dieser Stelle ldsst sich bereits erkennen, dass nur noch die gewtiinschten Objekte von
der Maske erfasst werden. In den vorangegangenen Schritten wurden allerdings auch
Teile innerhalb der Objekte entfernt, die eigentlich auch zur Maske gehoren. Mithilfe der
morphologischen Operatoren Erosion und Dillatation kann dieses Problem verringert werden.

Objektmasken verrechnen

Um nun mehrere transparente Instanzen der Objekte anzeigen zu konnen, gentigt es,
immer die letzten beiden Bilder, die fiir ein Uberschreiten des minimalen Zeitintegrals
gesorgt haben, iibereinander zu blenden. Dadurch wird allerdings auch das Objekt an
der akutellen Position transparenter und es kann zu Uberlappungen kommen. Dies lasst
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3.4. Differenzen

Abbildung 3.4.: Verarbeitungsschritte zum Separieren der Objekte vom Hintergrund: (links-
oben: Das momentane Hintergrundmodell, rechts-oben: Differenzbild zwi-
schen Hintergrundmodell und aktuellem Bild, links-unten: Binarisierte
Maske, rechts-unten: Objektmaske nach der Anwendung von Erosion/Dilla-
tation

die Objekte bereits schon besser erkennen, als beim Blending. Das Ziel ist allerdings,
dass die aktuellen Objekte vollstandig opak werden, und iiber allen anderen Instanzen liegen.

Zur Verrechnung der Objektmasken werden diese zundchst gesammelt, bis die bendotigte
Anzahl zusammengekommen ist, um ein neues Bild zu generieren. Jedes Differenzbild wird
dann auf das Ergebnis der letzten Integralverarbeitung addiert. Der Quotient aus Bilddauer
und minimalem Zeitintegral bestimmt dabei den Faktor, mit dem das Differenzbild davor
multipliziert wird. Insgesamt fiihrt dieses Vorgehen zu einer dhnlichen Unschérfe wie beim
Blending. Das Ergebnis wird hierbei jedoch aufgehellt, was eine Hervorhebung der Objekte
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3. Fast-Forward Visualisierungen

bewirken soll.

Der wichtigste Schritt besteht nun darin, das Differenzbild der aktuellen Positionen in das
bisher berechnete Ergebnis zu kopieren. Dadurch werden die Objekte wieder anndhernd
in den Zustand vor der Bearbeitung versetzt und sind so gut erkennbar wie zu Beginn.
Durch Artefakte in den Differenzbildern kann es zu unschonen Stellen innerhalb der Objekte
kommen. Zur Verringerung des Effektes wurde das Bild noch ein Mal mit dem aktuellen
Ursprungsbild iibereinandergeblendet.

Abbildung 3.5.: Ergebnisse: links-oben: Geisterbilder allein, rechts-oben: Geisterbilder mit
Objektmaske, links-unten: Aufhellung durch Verrechnung aller Objektmas-
ken des Zeitintegrals, rechts-unten: Zusammenblenden mit dem originalen
Videobild um Artefakte zu vermindern.

Wiahrend der Implementierungsphase dieser Methode wurden als Zwischenschritt die
Geisterbilder erstellt. Diese hétten bereits in der Studie verwendet werden konnen. Die
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Erweiterung durch die Bewegungsunschirfe und Aufhellung wurde gewédhlt, um den
Bewegungseindruck zu verstiarken und die Objekte etwas hervorzuheben.

3.4.2. Vorteile der Differenzen-Methode

Fiir eine Verwendung der Differenzen-Methode sprechen folgende Punkte:

e Durch die Geisterbilder ist ein Objekt ldnger an einer Stelle im Bild zu sehen, als in
den anderen Visualisierungen. Dadurch hat der Benutzer mehr Zeit das Objekt zu
erkennen, bevor es wieder verschwindet.

e Im Vergleich zum Blending werden die Objekte weiterhin scharf dargestellt.

e Auch bei dieser Methode ziehen die Objekte einen Schweif hinter sich her, d4hnlich wie
die Bewegungsunschirfe beim Blending. Durch dessen Aufhellung fallen die bewegten
Objekte besser auf.

3.5. Tracking

Die Tracking-Methode versieht die Bilder im Video nicht nur mit Informationen der tiber-
sprungenen Bilder, es werden zusétzlich noch Informationen tiber zukiinftige Positionen der
Objekte eingeblendet. Bewegte Objekte ziehen einen hellen Schweif hinter sich her, dieser
soll die vergangene Bewegungsrichtung anzeigen. Die zukiinftige Bewegungsrichtung wird
in Form von Pfeilen angezeigt, die dem Objekt vorauseilen. Diese werden in das vorhandene
Bild integriert. In dhnlicher Art und Weise werden Pfeile zur Anzeige der Bewegungsrichtung
in der Arbeit von Chao et al.[CTJ10] verwendet.

Funktionieren die anderen Visualisierungen noch direkt auf beliebigen Uberwachungsauf-
nahmen mit fixierter Kamera, so werden fiir das Tracking zusitzliche Daten benotigt. Ein
Video, das mit dieser Visualisierung angezeigt werden soll, braucht eine Datei mit samtli-
chen Bounding-Box Informationen der vorkommenden Objekte in der Szene. Diese Dateien
wurden vorab erstellt. Bestehende Informationen des BEHAVE-Datensatzes[beh12] und des
AVSS-Datensatzes[avs12] wurden dabei noch von Hand mit dem ,, ViPER-Toolkit”[vip12]
erganzt.
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Abbildung 3.6.: Tracking: Durch die Schweife und Pfeile wird dem Benutzer vermittelt,
woher die Objekte kommen und in welche Richtung sie sich bewegen
werden.

3.5.1. Implementierung
Tracking Daten

Wie bereits erwahnt werden bei dieser Visualisierung zuséatzliche Daten mit Informationen
tiber die Objekte benotigt. Uber jedes getrackte Objekt werden folgende Informationen aus
einer dafiir vorgesehenen Datei ausgelesen:

e Startbild: Die Nummer des ersten Videobildes, indem das Objekt zu sehen ist.
e Dauer: Die Anzahl der Videobilder, in denen das Objekt vorkommt.

¢ Bounding-Boxes: Liste mit Rechtecken, die das Objekt in jedem einzelnen Videobild
umgeben.

Diese Datei und die darin enthaltenen Informationen wurden bereitgestellt. Dieses
Dateiformat war bekannt und schon einmal verwendet worden.
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Wihrend beim Blending und den Differenzen noch Bilder verrechnet wurden, entsprechen
die verwendeten Bilder beim Tracking, denen des Frameskip.

Pfeile und Schweife

Mit den gegebenen Informationen tiber die Position und Grofse der getrackten Objekte lassen
sich nun Kontrollpunkte erstellen, die fiir das Zeichnen der Pfeile und Schweife nétig sind.
Prinzipiell geht man fiir beide Teile auf dieselbe Weise vor:

1. Objekt und Index der aktuellen Bounding-Box werden benétigt.
2. Bestimmen der Kontrollpunkte
3. Zeichnen der Kurven mittels Kontrollpunkte

Man iteriert durch alle vorhandenden Objekte und bestimmt anhand der aktuellen
Framenummer, welche Bounding-Box des Objektes in diesem Frame giiltig ist.

Die Bestimmung von Kontrollpunkten ist notig, da zum Zeichnen der Pfeillinien und der
Schweife quadratische Bézierkurven verwendet werden. Jede dieser Bézierkurven benotigt
3 Kontrollpunkte. Die Kurve, die zur Pfeilspitze fiihrt, hat ihren ersten Kontrollpunkt
mittig am Boden der aktuellen Bounding-Box. Die anderen beiden Kontrollpunkte werden
bestimmt, indem man intervallweise im Index der Bounding-Boxen voranschreitet. Aufgrund
verschiedenartiger Situationen in Uberwachungsvideos, lasst sich nicht genau festlegen,
wie grofs das Intervall sein soll. Grundsétzlich bedeutet eine Vergréflerung des Intervalls
auch eine Verlingerung der Kurven bei Objekten in Bewegung. In den verwendeten
Videos hat sich ein Intervall von 20 fiir die Pfeile und 10 fiir die Schweife als geeignet
erwiesen. Bei den Pfeillinien reichen 3 Kontrollpunkte, bei den Schweifen werden fiir
jeden Eckpunkt der aktuellen Bounding-Box die Kontrollpunkte auf dieselbe Weise bestimmt.

Anschlieffend werden quadratische Bézierkurven mittels der Kontrollpunkte gezeichnet.
Diese Methode wurde gewdhlt, da die resultierenden Kurven sehr viel eleganter aussehen
als das blof3e lineare Verbinden der Kontrollpunkte.

Zum Zeichnen der Pfeilspitzen wird der letzte Kontrollpunkt als Basismittelpunkt des zu
zeichnenden Dreiecks verwendet. Da es durch die Intervallspriinge aber zu sehr unruhigen
Pfeilen kommen kann, wird der letzte Kontrollpunkt fiir die Pfeillinien aus den vorherigen
Positionen gemittelt. Fiir die verwendeten Videos hat ein gemittelter Wert aus 5 alten
Kontrollpunkten zu ausgeglicheneren Bewegungen der Pfeillinien gefiihrt. Fiir die Pfeilspitze
wird dann noch ein zuséatzlicher Punkt benotigt, der die Richtung des Dreiecks bestimmt.
Hierfiir wird ein gemittelter Wert der ersten Kontrollpunkte verwendet.

25



3. Fast-Forward Visualisierungen

Abbildung 3.7.: Skizze der Pfeilspitze

h=t—b
I'=((—1) % hy, x)T

Wie in Abbildung 3.7 zu sehen, wird durch Ji der Vektor bestimmt, der die Pfeilrichtung
angibt. Die Vektoren I und 7 stehen senkrecht dazu und bestimmen die Breite des Pfeils.
Durch diese Vektoren lassen sich die Eckpunkte bestimmen, indem man den jeweiligen
Vektor zur Mitte der Dreiecksbasis addiert und eine angemessene Skalierung vornimmt.
Anschlieflend werden die Eckpunkte miteinander verbunden und die Flache mit einem
halbtransparenten Rot gefiillt.

Bei den Schweifen werden die Bézierkurven der linken und rechten Seite jeweils miteinander
zu Flachen verbunden. Diese wird mit einem Gradientenverlauf gefarbt, der beim Objekt
mit einem halbtransparenten Weifd beginnt und dann linear in die vollstindige Transparenz
iibergeht.

Durch den Intervallsprung wird dem Benutzer zuséitzlich zur Bewegungsrichtung noch
Information {iiber die Geschwindigkeit des jeweiligen Objektes gegeben. Bewegt sich ein
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Objekt schnell durch das Bild, so werden die Positionen in dem festen Intervall weiter
auseinander liegen als bei einem Objekt, das sich auf demselben Weg langsamer bewegt.
Dadurch haben schnelle Objekte lingere Pfeile und Schweife als langsame Objekte. Die Pfeile
und Schweife werden solange gezeichnet, wie sich ein Intervallsprung zur Bestimmung der
Kontrollpunkte durchfiihren lasst.

Alternativ zu den verwendeten Schweifen, wurden auch Funktionen getestet, die den Pfeil
nach hinten weg verldngerten. Auf diese Weise bewegten sich die Objekte quasi immer
auf diesem verlangerten Pfeil, dhnlich wie auf einer Schiene. Diese Methode wurde nicht
verwendet, da die Schweife fiir einen stirkeren Bewegungseindruck sorgten. Auch Versuche
mit geraden Speedlines, wie sie beispielsweise Hwang et al.[HLC " 06] verwenden, wurden
in der Implementierungsphase getestet. Dabei wurden in bestimmten Abstinden Linien
auf dhnliche Weise wie die Schweife, an den Bounding-Boxen angebracht. Da jedoch nur
die Bounding-Box-Information vorhanden war, konnte diese Methode nicht tiberzeugen.
Die Verwendung von exakten Silhouetten der Objekte konnte hier die Verwendung dieser
Speedlines moglich machen.

3.5.2. Vorteile der Tracking-Methode

Folgende Punkte sprechen fiir eine Verwendung der Tracking-Methode:

e Die Schweife geben wie bei den Differenzen Auskunft iiber die Richtung, aus der das
Objekt gekommen ist.

e Im Gegensatz zu den anderen Visualisierungen besitzt Tracking den Vorteil, dass
man bereits von Beginn an weifs, zu welchem Zeitpunkt sich ein Objekt an einem
bestimmten Ort befinden wird. Diese Informationen konnen fiir den Benutzer sichtbar
gemacht werden, indem man ihm durch die Pfeile den zukiinftigen Bewegungsverlauf
zeigt. Es wird also mehr Information in einem Bild untergebracht, als in den anderen
Visualisierungen.

e Die Pfeile und Schweife unterscheiden sich zudem in ihrer Farbwahl stark vom Inhalt
der Videos und fallen deshalb besonders auf. Dies kann von Vorteil sein, da es jedes
getrackte Objekt markiert, und somit die Aufmerksamkeit des Benutzers auf sich zieht.
Storende Ablenkungen durch den Hintergrund konnen auf diese Weise verringert
werden.

27



3. Fast-Forward Visualisierungen

3.6. Videoplayer mit Eingabefunktion

Die Teilnehmer der Benutzerstudie miissen in ihrer ersten Aufgabe (siehe Abschnitt 5.2.2)
Fremdobjekte im Video erkennnen. Ein handschriftliches Festhalten der Ergebnisse ladsst
sich nicht sinnvoll umsetzten. Da die Objekte sehr schnell durch das Bild wandern, miisste
der Studienleiter samtliche Fremdobjekte genau kennen, um in wenigen Augenblicken zu
entscheiden, ob ein Teilnehmer diese nun richtig erkannt hat, oder nicht. Zusatzlich wiirde
das Aufschreiben der Ergebnisse den Teilnehmer ablenken.

Aus diesem Grund wurde fiir die Studie noch ein Programm implementiert, das in der Lage
ist, die Videos der einzelnen Visualisierungen abzuspielen. Gleichzeitig konnen Eingaben
des Benutzers angenommen und beurteilt werden. Fiir jedes Video, das bei dieser Aufgabe
Verwendung findet, wurde eine Datei erstellt, in der der genaue Framebereich der einzelnen
Fremdobjekte vermerkt ist. Diese wird beim Laden des Videos eingelesen und eine Liste
mit allen Fremdobjekten erstellt. Bei einer Eingabe priift das Programm, ob sich eines der
gelisteten Objekte im aktuellen Frame befindet. Ist dies der Fall, so wird das entsprechende
Objekt aus der Liste entfernt. Bei jeder Eingabe, richtig oder falsch, wird ein Vermerk in
eine Datei geschrieben. Dabei wird festgehalten, bei welchem Frame gedriickt wurde und
ob dies richtig war oder nicht. Abschlieflend wird an das Ende der Datei die Gesamtzahl
der richtigen, falschen und verpassten Eingaben geschrieben. Fiir die Erstellung dieser
Datei wird der Name des jeweiligen Videos und die Teilnehmer ID verwendet. Auf diese
Weise ldsst sich bei der Auswertung genau nachvollziehen, welche Ergebnisse von welchem
Teilnehmer erbracht wurden.

Eingaben konnen mit der Leertaste iiber die Tastatur getédtigt werden. Um die Teilnehmer
moglichst lange motiviert zu halten, wurde ein weiteres Eingabegerét verwendet, das der
Aufgabe einen spielerischeren Charakter verleiht. Den Benutzern wird ein Buzzer zur
Verfligung gestellt, der aus dem Quizspiel Buzz[buz12] fiir die Playstation 2 stammt. Um
die Fingabe der Buzzer in Qt verarbeiten zu konnen, wurde der , Qt SDL joystick wrapper”
von René Reucher[qt-08] verwendet.

Jedesmal, wenn von dem Benutzer der rote Knopf des Buzzers betitigt wird, erfolgt eine
Priifung, ob im aktuellen Frame ein Fremdobjekt existiert. Je nachdem ob dies der Fall war
oder nicht, wird dem Benutzer ein direktes Feedback in Form von einem Symbol fiir Richtig
oder Falsch angezeigt.
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Kapitel 4

Geschwindigkeitsvisualisierungen

Viele Videos, die von Ijberwachungskameras aufgezeichnet werden, enthalten Szenen, in
denen {iber einen ldngeren Zeitraum nichts passiert. Das kann zum Beispiel die Aufnahme
eines Firmengeldndes bei Nacht sein, oder eine S-Bahnstation, bei der nur zu bestimmten
Uhrzeiten viele Leute zu sehen sind. Hier macht es Sinn, keine konstante Beschleunigung
zu verwenden, sondern in unwichtigen Situationen zu beschleunigen, und wenn etwas
Wichtiges passiert, wieder zu verlangsamen. Dies wird mittels der Adaptive Fast-Forward-
Methode von Hoferlin et al. [HHWH10] umgesetzt.

Die wechselnden Geschwindigkeiten konnen aber nicht immer direkt wahrgenommen
werden. Aus diesem Grund wurden hierfiir drei Visualisierungen implementiert, die dem
Benutzer den Geschwindigkeitswechsel verdeutlichen sollen. Aufierdem soll er den Eindruck
vermittelt bekommen, dass ein Video schnell oder langsam laduft.

Ein Tachometer oder ein Rahmen um das Bild versuchen mittels Farben diese Eindriicke zu
vermitteln. Als dritter Ansatz wurden Storstreifen gewahlt, die, dhnlich wie bei analogen
Videorekordern, je nach Geschwindigkeit vermehrt im Bild auftauchen.

4.1. Tachometer

Der Tachometer ist in Abbildung 4.1 dargestellt. Er wird im Video in der rechten unteren Ecke
platziert. Ahnlich wie beim SmartPlayer von Cheng et al.[CLCCog] dient er zum Anzeigen
der momentanen Abspielgeschwindigkeit in Form des Beschleunigungsfaktors.

Er besitzt eine Farbskala die von Weiss fiir normale, tiber Geld und Rot bis Schwarz fiir
die hohen Beschleunigungsfaktoren reicht. Mit einem Faktor Skala = 40 wird durch die
Logarithmierung in Gleichung (4.1) der Ausschlag fiir zunehmende Geschwindigkeiten
immer geringer, wodurch eine 10.000-fache Beschleunigung notig ware, um das Ende der
Skala zu erreichen. Der Ausschlag der Tachonadel berechnet sich folgendermafien:
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4. Geschwindigkeitsvisualisierungen

Abbildung 4.1.: Der Tachometer befindet sich rechts unten im Bild. Die momentane Ge-
schwindigkeit wird zusétzlich als Dezimalzahl angezeigt.

Geschwindigkeitt = log(Geschwindigkeitc) - 10 (4.1)

B = 180 — Geschwindigkeitt - (180/ Skala)

p= (%+r-cos(ﬁ),h—r-sin(/3))T (4.2)

Die Formel (4.1) wurde gewdhlt, um den Anstieg der Tachonadel bei zunehmender Ge-
schwindigkeit zu verringern. Gleichung (4.2) berechnet dann aus den Polarkoordinaten mit
B die kartesischen Koordinaten fiir den Punkt 7, an dem sich die Spitze der Tachonadel
befindet. Geschwindigkeitc ist die gedampfte Geschwindigkeit, die als Wert angezeigt wird.
Geschwindigkeit wird nur fiir den Ausschlag der Tachonadel verwendet. Auf eine genaue
Beschriftung der Tachometerskala wurde verzichtet, da diese nur einer qualitativen Einschat-
zung der Geschwindigkeit dienen soll. Die Tachonadel erhilt ein Dampfung, um unruhige
Spriinge der Tachonadel zu vermindern:

Geschwindigkeitc(t) = 0.95 - Geschwindigkeitc(t — 1) + 0.05 - Geschwindigkeit;
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4.2. Rahmen

Dabei ist Geschwindigkeit; die ungedampfte Geschwindigkeit zum Zeitpunkt t. Die von
der Nadel angepeilte Farbe auf der Skala wird zusatzlich im Hintergrund des Tachometers
angezeigt. Auf diese Weise soll es dem Benutzer erméglicht werden, durch einen kurzen Blick
auf Farbe und Tachonadel, eine Geschwindigkeitsinformation zu erhalten. Zusétzlich bietet
der Tachometer als einzige der drei Visualisierungen eine genaue Anzeige der momentanen
Geschwindigkeit mittels Dezimalwert.

4.2. Rahmen

Abbildung 4.2.: Der Rahmen umfasst das Bild und &ndert je nach Geschwindigkeit seine
Farbe.

Der Rahmen wird transparent um das Video herum gezeichnet. Er erhilt seine Farbinfor-
mation auf die selbe Weise wie der Tachometer, die Dampfung der Geschwindigkeit ist
hier allerdings geringer. Es fehlt hier jedoch ein genauer Uberblick, welche Position auf der
Skala momentan angezeigt wird. Der Benutzer soll so wenig wie moglich vom Inhalt des
Videos abgelenkt werden, indem er den Rahmen nur mittels peripheren Sehens wahrnimmt.
Beim peripheren Sehen werden die Anderungen des Rahmens vorwiegend als Blinken
wahrgenommen[Daho6]. Die Unterscheidung von Hell und Dunkel soll eine Zuordnung von
langsamen und schnellen Geschwindigkeiten erlauben. Da die Farbskala des Tachometers
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4. Geschwindigkeitsvisualisierungen

tbernommen wurde, kann bei Bedarf der Rahmen fokussiert werden, um durch die Farbe
genauere Informationen iiber die momentane Geschwindigkeit zu erhalten.

4.3. Storstreifen

Abbildung 4.3.: Storstreifen in Stufe 6: 2 Streifen der Dicke 2.

Die Storstreifen sind inspiriert durch den Schnellvorlauf analoger Videorekorder. Dabei
handelt es sich um horizontal verlaufende, schmale Ausschnitte des Videobildes. Die Hohe
dieser Ausschnitte ist vorgegeben. Die im folgenden erwdhnte Dicke der Storstreifen bezieht
sich auf einen Wert zwischen 1 und 3. Dabei handelt es sich um die Anzahl der Ausschnitte,
die einen Storstreifen bilden. Fiir jeden Ausschnitt des Bildes wird ein horizontaler Offset
mit der Gleichung (4.3) berechnet. Dieser Wert gibt eine Verschiebung des Ausschnittes nach
links oder nach rechts an. Durch die Zufallsvariable dndert sich diese Verschiebung von Bild
zu Bild und es kommt zu den bewegten Storstreifen.

Of fsetorizontar = (rand() mod 10) - —qrand() mod 2, (4-3)

Die Abspielgeschwindigkeit wird insgesamt in 10 Stufen unterteilt. Dabei beschreiben
folgende Formeln die Anzahl und Breite der Storstreifen:

10

(Stufe)x = | Geschwindigkeit - max.Geschwindigkeit

] (4-4)
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4.3. Storstreifen

Streifenanzahl(x) = | (x +1)/3] (4.5)

Streifendicke(x) = ((x — 2)mod3) + 1 (4-6)

Aus der momentanen Geschwindigkeit wird in Gleichung (4.4) die benétigte Stufe der
Beschleunigung bestimmt. Durch die maximale Geschwindigkeit kann der Bereich angegeben
werden, auf den die 10 Stufen skaliert werden. Die Anzahl und Dicke der Streifen ergibt
sich wie in den Gleichungen (4.5) und (4.6) beschrieben. Die erste Stufe bleibt dabei noch
ohne Streifen. In den nichsten 3 Stufen entsteht ein Storstreifen mit ein- bis dreifacher Dicke.
Dann entsteht auf den nédchsten Stufen ein zweiter und die Streifen werden dicker. Bis in der
10-ten Stufe 3 Storstreifen mit dreifacher Dicke zu sehen sind.

Die hohere Prioritdt wurde hierbei der qualitativen Beurteilung der Geschwindigkeitsun-
terschiede zugewiesen. Durch eine Reduktion auf 10 diskrete Stufen wurde die vermittelte
Geschwindigkeitsinformation drastisch gekiirzt. Der Benutzer soll dadurch moglichst wenig
Zeit mit der Interpretation der Streifen verbringen, um so nicht unnétig vom Inhalt des
Videos abgelenkt zu werden. Ein weiterer Vorteil hierbei ist, dass der Benutzer nicht auf die
Randbereiche des Bildes angewiesen ist, um Informationen zur Geschwindigkeit zu erhalten.
Die Streifen befinden sich hier direkt im Fokus des Benutzers und kénnen zusammen mit
dem Video betrachtet werden.
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Kapitel 5

Studie

Nach der Implementierung der Visualisierungen gilt es nun, diese auf ihre effektive Nutz-
barkeit zu priifen. Hierfiir wird eine Benutzerstudie benétigt, deren Ziel die Uberpriifung
einiger Thesen und die Beantwortung einiger Forschungsfragen sein soll. Dieses Kapitel
handelt Schritt fiir Schritt die Planung, Umsetzung und Auswertung einer solchen Studie
ab.

5.1. Hypothesen und Fragen

Zunichst gilt es, durch die Formulierung von Hypothesen und Fragen eine genaue Planung
der Studie zu ermoglichen. Ist einmal gekldrt, was man durch die Studie zeigen, bezie-
hungsweise erfahren mochte, so lassen sich entsprechende Aufgaben dafiir erstellen. Die
Fragestellung teilt sich hierbei in drei Bereiche auf:

1. Erkennung
2. Bewegungsverfolgung
3. Geschwindigkeitseindruck

Die Erkennung von Objekten spielt dabei die wichtigste Rolle, da der Sinn beim Durchsehen
von Videos im Schnelldurchlauf meistens in der Erkennung einer bestimmten Situation oder
eines Objektes liegt. Bei der Verfolgung von Objekten soll tiberpriift werden, welche der Vi-
sualisierungen im Vergleich zu den anderen bevorzugt wird. Der Geschwindigkeitseindruck
bezieht sich auf die wechselnden Geschwindigkeiten des Adaptive Fast-Forward Verfah-
rens. Hierbei sollen subjektive Eindriicke tiber die dafiir implementierten Visualisierungen
gesammelt werden.
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5.1.1. Erkennung

Es besteht Grund zu der Annahme, dass die Frameskip-Methode bei der Erkennung von
Objekten gute Ergebnisse liefern wird. Schliefdlich findet dieses Verfahren sehr haufig An-
wendung und die meisten Teilnehmer sollten es gewohnt sein, auf diese Weise etwas in
einem Video zu suchen. Dagegen sollte besonders die Blending-Methode die Erkennung
von Objekten erschweren. Durch die Differenzen-Methode werden die Objekte mehrfach
an einer Stelle zu sehen sein, was die Erkennung verbessern sollte. Die Tracking-Methode
sollte mithilfe der Pfeile und Schweife die Aufmerksamkeit auf die wichtigen Objekte lenken,
um dem Benutzer so mehr Zeit fiir die Erkennung einzurdumen. Fiir die Erkennung von
Objekten sollen folgende Hypothesen gepriift werden:

e Hypothese 1: Die Blending-Methode wird im Vergleich die schlechtesten Ergebnisse
bei der Erkennung von Objekten liefern. Dies liegt vor allem an der zunehmenden
Unscharfe der Objekte, je hoher die Geschwindigkeit wird.

e Hypothese 2: Frameskip und Differenzen werden die besten Ergebnisse liefern. Durch
die mehrfach sichtbaren Objekte bei der Differenzen-Methode konnte die Objekterken-
nung etwas besser ausfallen als beim Frameskip.

e Hypothese 3: Abhdngig von der Szene wird Tracking unterschiedliche Ergebnisse
liefern. Wenn es wie in Video 2 sehr viel Bewegung gibt, so konnte es durch die
Methode zu zusétzlicher Vewirrung kommen.

Zusétzlich sollen durch die subjektiven Meinungen der Teilnehmer folgende Fragen beant-
wortet werden:

¢ In welcher Visualisierung hatten die Benutzer den Eindruck, dass sie die Objekte am
besten erkennen konnten?

Welche Visualisierung bendotigt sehr viel Aufmerksamkeit?

Welche Visualisierung wird am angenehmsten beim Zusehen emfunden?

Welche Visualisierung wird am hilfreichsten bei der Erkennung empfunden?

Welche Visualisierung wird bei der Erkennung bevorzugt?

5.1.2. Bewegungsverfolgung

Wie bereits erwédhnt spielt die Change Blindness (siehe Abschnitt 1.1) durch die Unterbre-
chung von Bewegungsabldufen eine wichtige Rolle beim Betrachten von Uberwachungsvi-
deos. Da die Fragen zur Erkennung bereits formuliert wurden, soll hier die Bewegungsverfol-
gung separat betrachtet werden. Folgende Hypothese und Fragen sollen gepriift werden:



5.2. Aufgabenstellungen

e Hypothese 4: Frameskip wird aufgrund der sprunghaften Positionswechsel von Objek-
ten bei hohen Geschwindigkeiten den anderen Methoden unterlegen sein. Tracking
bietet durch die Pfeile und Schweife genauere Informationen dartiber, wo das Objekt
war, wo es ist und wo es in den kommenden Bildern sein wird. Dadurch sollte eine
einfache Verfolgung der Bewegungen moglich sein.

Folgende Fragen sind hierbei interessant:
e Welche Visualisierung wird im Vergleich zu den anderen bevorzugt gewéahlt?

o Gibt es Visualisierungen, die im direkten Vergleich hadufig zu einer Unentschlossenheit
beim Teilnehmer gefiihrt haben?

5.1.3. Geschwindigkeitseindruck

Als letztes sollen noch der Tachometer, der Rahmen und die Storstreifen in Bezug auf die
Vermittlung der wechselnden Geschwindigkeit gepriift werden. Hierfiir gilt es fogende
Hypothesen und Fragen zu {iberpriifen:

e Hypothese 5: Der Tachometer vermittelt die Geschwindigkeit und den Geschwindig-
keitswechsel am besten.

e Hypothese 6: Die Ablenkung durch den Rahmen und die Storstreifen wird geringer
sein, als die des Tachometers. Diese Methoden bieten weniger Information und miissen
nicht extra fokussiert werden.

Welche Visualisierung letztendlich am geeignetsten zur Vermittlung der wechselnden Ge-
schwindigkeiten ist, gilt es herauszufinden.

5.2. Aufgabenstellungen

Besonders zur Priifung der effektiven Erkennung bedarf es einiger Vorbereitungen. Nachdem
die Fragestellung erortert wurde, gilt es die Variablen zu bestimmen, die bei der Aufgaben-
stellung beeinflusst werden konnen. Mit dieser Grundlage lassen sich dann entsprechende
Aufgaben formulieren, die den erhofften Informationsgehalt liefern.

37



5. Studie

5.2.1. Variablen

Bei der Erkennungsaufgabe lassen sich folgende Variablen beeinflussen:

e Fast-Forward Visualisierungen: Frameskip, Blending, Differenzen und Tracking sind
die vier verwendeten Methoden, um ein Video zu beschleunigen.

e Beschleunigungsfaktor des Videos: Die Abspielgeschwindigkeit der Videos kann
erhoht werden, indem der Beschleunigungsfaktor fiir die Visualisierungen gedndert
wird. Starke Beschleunigungen fiihren zu einem erhchten Schwierigkeitsgrad, da zu
erkennende Objekte in immer weniger Frames vorhanden sein werden.

e Videoszene: Mit der Wahl der Videoszene ldsst sich der Schwierigkeitsgrad der Aufga-
be beeinflussen. Ein geringer Blickwinkel der Kamera und wenig Bewegung lasst sich
leichter tiberblicken als ein weiter Blickwinkel mit sehr viel Bewegung.

Fiir die Verfolgung der Bewegungen gelten dieselben Variablen. Zur Priifung der Geschwin-
digkeitsvisualisierungen miissen jedoch neue Variablen bedacht werden:

e Geschwindigkeitsvisualisierungen: Tachometer, Rahmen und Storstreifen sind hier
die drei verwendeten Methoden, die zum Betrachten eines Videos mit variierender
Geschwindigkeit verwendet werden.

e Beschleunigungsfaktor des Videos: Die Geschwindigkeit des Videos variiert zwar,
dies geschieht jedoch immer relativ zu einem konstanten Beschleunigungsfaktor. Durch
die Wahl dieses Faktors ldsst sich die Abspielgeschwindigkeit beeinflussen. Eine
Variation des Faktors verspricht keine grofen Anderungen am Gesamteindruck der
Studienteilnehmer von den einzelnen Visualisierungen. Deshalb wird dieser Faktor
ebenfalls konstant gehalten werden.

e Videoszene: Das Geschehen innerhalb einer Szene kann die Wahrnehmung wech-
selnder Geschwindigkeiten beeinflussen. Eine Szene in der sich dauernd Menschen
durch das Bild bewegen, ldsst den Beobachter leichter erahnen, ob diese nun gerade
beschleunigt oder verlangsamt werden. Diese Variable wird konstant durch ein Video
(siehe Abschnitt 5.2.4) vertreten, das sich durch seinen Wechsel zwischen viel und
wenig Personenverkehr besonders gut eignet.

Da nun die beeinflussbaren Faktoren gekldrt wurden, lassen sich nun geeignete Aufgaben
definieren. Insgesamt setzt sich die Benutzerstudie aus 3 Aufgaben zusammen:

1. Erkennung von Fremdobjekten innerhalb zweier verschiedener Szenen durch die
verschiedenen Visualisierungen und anschlieffende Bewertung seitens der Teilnehmer.

2. Direkter Vergleich der Visualisierungen beztiglich der Verfolgung von Bewegungen.

3. Direkter Vergleich der Geschwindigkeitsvisualisierungen seitens der Teilnehmer.
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5.2.2. Erste Aufgabe - Fremdobjekte erkennen

Fiir die erste Aufgabe werden als Ausgangsmaterial zwei Ausschnitte aus den Datensdtzen
AVSS[avs12] und BEHAVE[beh12] verwendet. Das BEHAVE Video hat eine Lange von 15:16
Minuten. Im Verlauf dieser Arbeit wird es als , Video 1” bezeichnet werden. Das AVSS Video
hat eine Lange von 17:49 Minuten, es wird fortan als ,,Video 2” bezeichnet.

Abbildung 5.1.: links: BEHAVE - Video 1, rechts: AVSS - Video 2

Wie in Abbildung 5.1 zu sehen ist, umfasst die Szene, die in Video 1 zu sehen ist, einen
Parkplatz mit Strafle und ein Sttick Griinanlage mit einem Gehweg. Die Szene in Video
2 bietet dagegen einen recht weiten Uberblick iiber eine Strafe mit relativ viel Verkehr,
inklusive der umliegenden Gehwege, Gebdaude und Seitenstraien. Da die verschiedenen
Visualisierungen auf dieses Material angewendet werden sollen, muss zundchst die Be-
schleunigung der Videos an ihren Schwierigkeitsgrad angepasst werden. Im Rahmen der
durchgefiihrten Pilotstudie (siehe Abschnitt 5.3.1) haben sich Beschleunigungsfaktoren von
20 fiir Video 1 und 10 fiir Video 2 als sinnvoll erwiesen. Diese Beschleunigungsfaktoren
machen Video 1 0:57 Minuten und Video 2 1:46 Minuten lang. Der Benutzer bekommt diese
beschleunigten Videos in allen Visualisierungen zu sehen und zwar fiir Video 1 und Video 2.
Da dies trotz der Beschleunigung noch immer eine recht lange Zeit zur Beobachtung des
Videomaterials ist, wurde die erste Aufgabe mit einigen spielerischen Elementen versehen,
um die Motivation des Benutzers moglichst lange aufrecht zu erhalten.

Um nun zu priifen, wie sich die Erkennung von Objekten innerhalb der einzelnen Visualisie-
rungen verhilt, wurden Fremdobjekte als Stimuli in die Szenen eingefiigt, die der Benutzer
entdecken muss. Als Fremdobjekt wurde eine Comicfigur in die Videos eingefiigt, die der
von Martin Handford erfundenen Figur ,Wally” (Waldo, Walter)[wal12] nachempfunden
ist.

Dem ein oder anderen Studienteilnehmer konnten die hierzulande unter dem Namen
,Wo ist Walter?” bekannten Wimmelbilder ein Begriff sein. Die Figur wurde gewihlt, um
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5. Studie

Abbildung 5.2.: links: Waldo im Original[wal12], rechts: Die angepasste Kopie fiir die Studie

der Aufgabe einen kleinen Suchspielcharakter zu verleihen. Wie in Abbildung 5.2 zu
sehen ist, wurden Anpassungen vorgenommen, die diese Figur weniger auffillig in die
Szene integrieren sollten. Dafiir wurde eine weniger auffillige Farbwahl der Kleidung
getroffen, und die konturgebenden Outlines entfernt. Anschlieflende Schritt-Animationen
von links, rechts, vorne und hinten machen es dann moglich, die Figur so in das Video zu in-
tegrieren, dass sie die gleichen Wege beschreiten kann wie die realen Personen in den Videos.

Beide Testvideos wurden nun prépariert, indem die Figur mehrfach in die Videos eingefiigt
wurde. In Video 1 taucht die Figur insgesamt 13 mal, in Video 2 insgesamt 8 mal auf. Auch
wenn sich die eingefiigten Figuren unterschiedlich bewegen, so bleiben die Personen und
Fahrzeuge der urspriinglichen Videos an denselben Stellen, was zu einem Lerneffekt beim
Benutzer fithren kann. Durch die erhohten Geschwindigkeiten und die Konzentration des
Benutzers auf die Suchaufgabe, sollte sich dieser Effekt verringern. Um dies jedoch noch
besser zu verhindern, wurden weitere Vorbereitungen getroffen: Von beiden Videos wurden
jeweils vier prédparierte Versionen erstellt. Diese unterscheiden sich in der Reihenfolge
und zu den Zeitpunkten, an denen sich die Figur durch das Bild bewegt. Auf diese Weise
kann man in der Studie dem Benutzer das Video in allen Visualisierungen zeigen, ohne
dass er jedesmal das Gleiche zu sehen bekommt. Jede der vier Versionen wird mit allen
Visualisierungen gerendert. Insgesamt werden also sowohl fiir Video 1 als auch fiir Video 2
jeweils 16 Videos erstellt. Um alle Visualisierungen sinnvoll vergleichen zu kénnen, muss
auch die Reihenfolge variiert werden, in der sie der Benutzer zu sehen bekommt. Es macht
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keinen Sinn, eine bestimmte Visualisierung stets am Anfang und eine andere am Ende zu
zeigen. Dies hatte mit Sicherheit den Effekt, dass die Ergebnisse bei beiden Visualisierungen
verfilscht waren. Am Anfang durch die Unbekanntheit der Aufgabe und am Ende durch
den unvermeidlichen Lerneffekt. Deshalb wird die Reihenfolge, in der die Benutzer
die Visualisierungen zu sehen bekommen, systematisch permutiert. Daraus ergibt sich
letztendlich auch die Zahl der Studienteilnehmer. Vier Visualisierungen in allen méglichen
Permutationen ergibt 4! = 24 Versuchsteilnehmer. Auf diese Weise wird jede Visualisierung
gleich oft an jeder Stelle der Reihenfolge gezeigt. Abhdngig von der Reihenfolge wird dann
die jeweilige Version des Videos in der entsprechenden Visualisierung verwendet.

Die Studienteilnehmer sollen jedesmal, wenn sie die Figur im Bild erkennen, den Buzzer
driicken. Da aufgrund der hohen Beschleunigung die Reaktionszeit der meisten Teilnehmer
nicht aussreichen wiirde, um in dem Moment zu driicken, wenn die Figur zu sehen ist,
wurde eine verzogerte Reaktion innerhalb von 2 Sekunden nach dem Verschwinden der
Figur erlaubt. Dabei wird bei jedem Tastendruck ein direktes Feedback gegeben, ob man
richtig oder falsch lag (siehe Anschnitt 3.6).

Im Anschluss wurde ein Fragebogen ausgeteilt um die subjektive Eindriicke der Teilnehmer
zu erfassen (siehe Abschnitt 5.4.1).

5.2.3. Zweite Aufgabe - Bewegungsverfolgung vergleichen

In der zweiten Aufgabe soll der Teilnehmer im Paarvergleich bestimmen, in welcher Vi-
sualisierung er die Bewegungen einzelner Objekte besser verfolgen kann. Hierfiir werden
ihm immer zwei Videos mit demselben Ausschnitt in zwei verschiedenen Visualisierungen
vorgefiithrt und anschliefSend notiert, welche er beziiglich der Bewegungsverfolgung besser
findet. Unentschlossenheit im positiven wie auch im negativen Sinn wird dabei als Enthal-
tung festgehalten. Fiir den Vergleich jeder Visualisierung mit den anderen ergeben sich nach
Abzug doppelter Vergleiche noch 6 Paare, die von jedem Benutzer verglichen werden miissen.
Um auch hier eine abwechselnde Reihenfolge zu erhalten, werden die Paare zunichst in
eine gemischte Reihenfolge gebracht. Die Elemente werden zundchst immer zyklisch nach
links verschoben, dann gespiegelt und wieder zyklisch verschoben. Nach der Hilfte der
Teilnehmeranzahl werden dann die Vergleichspaare vertauscht und das Tauschverfahren ein
weiteres Mal angewendet.

5.2.4. Dritte Aufgabe - Geschwindigkeitsvisualisierungen vergleichen

In der dritten Aufgabe wird dem Benutzer ein Video gezeigt, das durch Adaptive Fast-
Forward beschleunigt wurde. Dabei handelt es sich um ein Video aus der,Imagery Library
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for Intelligent Detection Systems(i-LIDS)“[i-L12], es wird von hier an als Video 3 bezeich-
net. Fiir dieses Video waren bereits Daten fiir das Adaptive Fast-Forward von Hoferlin et
al.[JHHWH1o0] vorhanden, und konnten direkt verwendet werden. Dieses Video wurde den
Studienteilnehmern in jeder der drei Geschwindigkeitsvisualisierungen gezeigt. Hierbei
wurde auch die Reihenfolge der Visualisierungen permutiert, um moglichen Einfliissen
durch Ermiidung oder anderen Konzentrationsproblemen entgegen zu wirken. Anschlie-
end wurden die Eindriicke des Benutzers in einem Fragebogen festgehalten. Dabei waren
folgende Punkte zu beantworten:

o Effektivitat: Wie gut hat die jeweilige Visualisierung geholfen, den Geschwindigkeits-
wechsel besser einzuschitzen?

e Beanspruchung: Wie anstrengend war es die Visualisierung anzusehen?

e Ablenkung: Wurde der Benutzer durch die Visualisierung vom Inhalt des Videos
abgelenkt?

Abschliefsend wurde noch vermerkt, welche der Visualisierungen die Geschwindigkeit am
besten vermittelt hat.
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5.3. Durchfihrung

Nach dem Entwurf und der Planung der Benutzerstudie musste diese nun durchgefiihrt
werden. Um eventuelle Probleme in der Aufgabenstellung und den Fragebogen friihzeitig
erkennen zu konnen, wurde zunichst eine Pilotstudie mit 4 Kandidaten durchgefiihrt. Nach
Korrekturen einiger Probleme wurde dann die eigentliche Benutzerstudie mit der vollen
Teilnehmerzahl begonnen.

5.3.1. Pilotstudie

Vor der eigentlichen Benutzerstudie wurde das Studiendesign anhand von 4 Teilnehmern
getestet. Aufgrund dieser Ergebnisse wurden folgende Punkte fiir die Benutzerstudie ange-
passt:

e Anpassung der Likert-Skala:
Die urspriingliche Likert-Skala bestand aus 21 Werten. Um klarere Differenzierungen
zu erhalten und eine Haufung neutraler Aussagen in der Mitte zu vermeiden, wurde
die Skala auf eine gerade Anzahl von Werten reduziert. Zur besseren Ubersicht fiir
den Benutzer besitzt die neue Skala nun die Werte von 1 (fiir Wiederspruch) bis 10 (fiir
Zustimmung).

e Anpassung des Schwierigkeitsgrades im BEHAVE-Video:

Bei Betrachtung der Fi-Scores (siehe Abschnitt 5.4.1)von Video 1 stellte sich heraus,
dass zu hohe Ergebnisse in allen Visualisierungen erreicht wurden. Vorwiegend Er-
gebnisse im Bereich um die 100% machen einen Vergleich der Visualisierungen jedoch
nicht moglich. Wahrend der Pilotstudie lief das BEHAVE-Video noch mit 16facher
Beschleunigung. Die Geschwindigkeit wurde zur Erh6hung des Schwierigkeitsgrades
auf 2ofache Beschleunigung angepasst. Zusitzlich wurden weitere Figuren eingefiigt,
die sich an schwerer zu erkennenden Stellen bewegen. Beispielsweise in der Gruppe
von Menschen oder kurz am Rand entlang.

e Orientierungsblatt fiir die Visualisierungen: Wahrend des Tutorial und beim Aus-
fillen der Fragebogen kam es hdufiger zu dem Problem, die Bezeichnungen der
Visualisierungen ihren Ergebnissen zuzuordnen. Aus diesem Grund wurde ein Ori-
entierungsblatt erstellt, das zu den neu eingefiihrten Fast-Forward Visualisierungen
entsprechende Bilder und kurze Beschreibungen enthilt. Die darauf enthaltenen Bilder
stammen aus Video 2 und wurden so gewahlt, dass die gleiche Stelle im Video durch
die einzelnen Visualisierungen reprasentiert wurde.
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5.3.2. Benutzerstudie

Nach der Anpassung der genannten Punkte im Studiendesign wurde die richtige Benutzer-
studie durchgefiihrt.

Umgebungsbedingungen

Die Studie wurde in einem Raum mit kiinstlicher Beleuchtung durchgefiihrt. Die Studienteil-
nehmer wurden an einen Tisch gesetzt, auf dem sich lediglich ein Laptop und fiir die Studie
relevante Materialien befanden. Diese wurden den Teilnehmern jedoch erst sichtbar gemacht,
wenn es die Aufgabenstellung erforderte. So wurden beispielsweise die bunten Buzzer fiir
die erste Aufgabe erst gezeigt, als die entsprechende Folie im Tutorial prasentiert wurde.
Auch ein Handyverbot und ein Schild an der Tiir mit der Aufschrift , Visualisierungsstudie
- Bitte nicht stéren!” fanden Verwendung. Durch diese Mafinahmen sollten ablenkende
Storfaktoren moglichst vermieden werden.

Fir die Durchfiihrung wurde ein Laptop mit einer Auflosung von 1366 X 768 Pixeln verwen-
det. Je nach Sitzhaltung betrug der Abstand der Teilnehmer zum Monitor zwischen ca. 50cm
- 8ocm. Durch einen Sehtestimco12], der aus 2,50m Entfernung zum Monitor durchgefiihrt
wurde, konnte sichergestellt werden, dass eine eventuelle Sehbehinderung die Ergebnisse
nicht verfalscht.

Teilnehmer

Insgesamt wurde die Studie mit 24 Teilnehmern durchgefiihrt. Davon waren 7 weibliche
und 17 mannliche Teilnehmer. Die erste Halfte der Teilnehmer trat im Zeitraum vom 19.
bis zum 22. Dezember 2011 zu der Studie an. Die zweite Hilfte in dem Zeitraum nach
Weihnachten bis zum 12.1.2012. Das Alter der Teilnehmer reichte von 20 bis 31 Jahren, mit
einem Durchschnittsalter von 25,5 Jahren.

Die Fernsehzeit, wobei auch das Ansehen von Videos am Computer beachtet wurde, reichte
von 2 bis 35 Stunden in der Woche. Im Durchschnitt 9,5 Stunden pro Woche. Die Zeit vor
dem Computer insgesamt reichte von 8 bis 60 Stunden in der Woche, mit einem Durchschnitt
von 31,2 Stunden in der Woche. Computerspiele nahmen hierbei o bis 20 Stunden mit einem
Durchschnitt von 4,5 Stunden ein.

12 Teilnehmer gaben an ein Hobby zu haben, das eine erhchte Aufmerksamkeit erfordert.
11 Teilnehmer trugen eine Brille oder Kontaktlinsen.

Alle Teilnehmer besafien eine allgemeine Hochschulreife, beziehungsweise eine Fachhoch-
schulreife. Bei der Mehrzahl der Teilnehmer handelte es sich um Studenten unterschiedlicher
Studiengdnge. Mit 7 Softwaretechnikern war dieser Studiengang am héufigsten vertreten. 2
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Teilnehmer hatten kein Studium abgeschlossen.

Als Aufwandsentschddigung erhielt jeder Studienteilnehmer 10 Euro.

Studienablauf

Insgesamt dauerte es zwischen 45 und 55 Minuten, bis ein Teilnehmer die komplette Studie
beendet hatte. Der Verlauf der Studie ldsst sich dabei in folgende Punkte gliedern:

e Ablaufplan und Erklirungen zur Studie: Zu Beginn der Studie wurde jeder Teil-
nehmer iiber den Ablauf und die Rahmenbedingungen der Studie aufgeklart. Dabei
wurde den Teilnehmern eingerdumt, dass sie die Studie jederzeit abbrechen konnen.
Ausserdem wurde auf die Anonymitit der Ergebnisse durch die zuféllige Vergabe von
Teilnehmer IDs hingewiesen.

o Allgemeine Informationen: Es wurden allgemeine Informationen zur Person abge-
fragt. Diese betrafen Alter, Geschlecht, Fernseh- und Computerzeiten, Hobbies und
Ausbildungsinformationen.

e Sehtest: Der bereits erwdhnte Sehtestimco12] wurde nun durchgefiihrt, da ab diesem
Zeitpunkt die Nutzung des Laptops notig wurde.

e Tutorial 1: Der Teilnehmer konnte sich dann ein Tutorial ansehen, das ihm zunéchst die
Fast-Forward Visualisierungen mit Videoausschnitten aus Video 1 vorstellte. In diesen
Ausschnitten tauchten bereits die, als Stimuli verwendeten, Waldos vereinzelt auf. Dafiir
wurden die einzelnen Visualisierungen mit einer Kombination von Waldos gerendert,
die nur zu Testzwecken diente und bei der eigentlichen Aufgabe keine Verwendung
fand. Wahrend des Tutorials war es dem Teilnehmer gestattet, zu jeder Zeit Fragen
zu stellen. Haufig waren die Unterschiede zwischen einigen Visualisierungen nicht
sofort ersichtlich. Besonders die Unterschiede zwischen Frameskip, Blending und
Differenzen mussten erkldrt werden. An dieser Stelle wurde den Teilnehmern das
Orientierungsblatt, das nach der Pilotstudie erstellt wurde, ausgehédndigt. Anhand der
darauf enthaltenen Bilder und einem erneuten Blick auf die entsprechenden Folien im
Tutorial konnten so die Unterschiede erklédrt werden.

e Aufgabe 1: Die erste Aufgabe wurde den Teilnehmern dann auf entprechenden Fo-
lien des Tutorials erkldrt. Zundchst wurde die Comicfigur vorgestellt und in einem
Video, das mit Normalgeschwindigkeit lief, gezeigt. Als Ziel der Aufgabe sollten die
Teilnehmer jedesmal, wenn sie die Figur sehen, auf den Buzzer driicken. Dieser wurde
ihnen in diesem Augenblick zum ersten Mal présentiert, da er davor nur als mogli-
che Ablenkungsquelle gedient hitte. Den Teilnehmern wurde hier ebenfalls erklart,
dass ihnen 2 Sekunden zuséitzliche Zeit zum Driicken des roten Buzzerknopfes zur
Verfiigung steht und sie ein direktes visuelles Feedback erhalten, ob ihr Knopfdruck
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nun richtig war oder nicht. Im Anschluss an diese Einfiihrung wurde das Tutorial
verlassen und zu dem fiir die Studie entwickelten Videoplayer gewechselt. Entspre-
chend der Reihenfolge, die fiir die momentane ID festgelegt war, wurden dann die
Visualisierungen fiir Video 1 geladen. Vor jedem Video erfuhr der Teilnehmer, welche
Visualisierung er als nidchstes zu sehen bekommt. Durch einen Knopfdruck auf den
Buzzer konnte er dann das Video starten, sobald er sich dazu bereit fithlte. Wahrend
der einzelnen Visualisierungen war es nicht moglich, das Video zu pausieren. Kurze
Pausen zwischen den Visualisierungen waren jedoch moglich, da es den Benutzern
selbst tiberlassen war, wann sie die nichste Visualisierung starten. Nachdem alle vier
Visualisierungen beendet waren, bekam der Teilnehmer den Fragebogen fiir Video 1
zum Ausfiillen ausgehandigt.

Dem Teilnehmer wurde die neue Szene in Video 2 anhand des Orientierungsblattes
erklért: , Da es in dieser Szene mehr Bewegung gibt und insgesamt eine grofsere Flache
iiberblickt werden muss, lauft dieses Video nicht mehr so schnell ab wie Video 1.”
Ein Hinweis, dass Video 1 mit 20-facher Beschleunigung und Video 2 mit 10-facher
Beschleunigung lauft, sollte dem Teilnehmer eine Vorstellung davon geben, was ihn
erwarten wird. Anschlieflend wurde wie bei Video 1 der Ablauf wiederholt. Entspre-
chend der ID wurden die Visualisierungen von Video 2 geladen, betrachtet und dann
der Fragebogen ausgefiillt.

Aufgabe 2: Eine Folie mit der Beschreibung der zweiten Aufgabe wurde dem Teilneh-
mer als ndchstes prasentiert. Mittels einer zuvor erstellten Abspielliste konnten dann
die Vergleichspaare der Visualisierungen nacheinander im Media Player Classic[med11]
abgespielt werden. Dabei bekam der Teilnehmer keine Namen der Visualisierungen
zu sehen. Diese waren lediglich mit 1 und 2 betitelt. Nach jedem Paar sollte der Teil-
nehmer sich dann dartiber dufSern, bei welchem Ausschnitt er die Bewegungen der
Personen und Objekte besser verfolgen konnte. Jedes Visualisierungspaar wurde den
Teilnehmern nacheinander mit einem Ausschnitt aus Video 1 und Video 2 gezeigt. Die
Auflerungen des Teilnehmers wurden schriftlich auf dem dafiir vorgesehenen Bogen
festgehalten. Bei lingerem Uberlegen des Teilnehmers wurde das Video pausiert.

Kommentare zu den Fast-Forward Visualisierungen: Nachdem der Teilnehmer sich
durch die ersten beiden Aufgaben eine Meinung zu den Visualisierungen gebildet hatte,
konnte er diese nun von sich geben. Mit speziellem Fokus auf Starken, Schwachen und
Verbesserungsideen fiir die einzelnen Visualisierungen wurden die Kommentare vom
Studienleiter schriftlich festgehalten.

Tutorial 2: Bevor die dritte Aufgabe durchgefiihrt werden konnte, musste dem Teil-
nehmer zunéchst einmal erkldrt werden, dass es bei der kommenden Aufgabe neue
Visualisierungen geben wird, die sich mit einem anderen Aspekt des Fast-Forward
in Videos auseinandersetzen. Im Tutorial wurde darauf hingewiesen, dass bei dieser
Aufgabe die variierende Geschwindigkeit des Videos im Vordergrund steht, und auf
welche Aspekte der Teilnehmer bei dieser Aufgabe achten muss. In den folgenden
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Folien wurden dann die Geschwindigkeitsvisualisierungen in der Reihenfolge Rahmen,
Storstreifen und Tachometer vorgestellt und erklédrt. Hierfiir wurden kleine Ausschnitte
der Visualisierungen in Endlosschleifen prasentiert. Simtliche Ausschnitte stammen
aus Video 3.

Aufgabe 3: Die Reihenfolge der drei Visualisierungen konnte auch in dieser Aufgabe
mittels einer Abspielliste des Media Player Classic[med11] geladen werden. Wahrend
diese geladen wurde, konnte der Teilnehmer einen Blick auf den anschlieSenden
Fragebogen (siehe Abschnitt 5.4.3) werfen, um sich zu erinnern, worauf er bei den
Videos zu achten hat. Dann wurde das Video 3 in den einzelnen Visualisierungen
gezeigt. Alle drei Videos liefen hintereinander ohne Pause. Im Anschluss fiillte der
Teilnehmer den der Aufgabe entsprechenden Fragebogen aus.

Kommentare zu den Geschwindigkeitsvisualisierungen: Wie schon fiir die Fast-
Forward Visualisierungen konnten an dieser Stelle auch Kommentare zu den soeben
gesehenen Geschwindigkeitsvisualisierungen abgegeben werden. Auch hier lag der
Fokus auf den Starken und Schwichen der einzelnen Visualisierungen.

Geldausgabe und Beantwortung offener Frage: Nachdem alle Aufgaben abgeschlos-
sen waren, konnten sich die Teilnehmer in eine Liste eintragen, um den Erhalt des
Geldes zu bestédtigen. Dann erhielten sie ihre 10 Euro Aufwandsentschddigung. Je nach
Interesse des Teilnehmers und der freien Zeit am Schluss konnten noch offene Fragen
gestellt werden.
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5.4. Ergebnisse

Als auszuwertende Ergebnisse wurden die Fragebogen und Ergebnisdateien von 24 Stu-
dienteilnehmern verwendet. Die Studie wurde insgesamt mit 25 Teilnehmern durchgefiihrt.
Bei einem Teilnehmer kam es jedoch wihrend des zweiten Videos in der ersten Aufgabe
Zu einer Uberforderung seiner Aufmerksamkeit. Dies hatte zur Folge, dass er auf dem
Fragebogen vollig undifferenziert bei allen Fragen immer dieselbe niedrige Punktzahl ver-
gab. Aus diesem Grund wurde die Studie mit einem weitereren Teilnehmer und derselben
Visualisierungsreihenfolge durchgefiihrt.

5.4.1. Auswertung der ersten Aufgabe

Mit Hilfe der gewonnen Ergebnisse bei der ersten Aufgabe soll gepriift werden, wie sich
die einzelnen Visualisierungen auf die Erkennungsrate der Fremdobjekte ausgewirkt hat.
Zusétzlich sollen die im Fragebogen gestellten Fragen ausgewertet werden.

F-Scores

Um die Erkennungsgenauigkeit der Studienteilnehmer mit den verschiedenen Visualisierun-
gen zu priifen, muss ein Maf fiir die gespeicherten Ergebnisse verwendet werden. Bei der
Erkennung der Figuren wurden richtige Treffer r, falsche Treffer f und verpasste Treffer m
jedes Teilnehmers gespeichert. Anhand dieser Werte lassen sich F-Scores ermitteln, die die
Genauigkeit jedes Teilnehmers durch einen Wert zwischen o und 1 représentieren.

r

+f

Precision =

Recall =

r+m

Precision - Recall
pB? - Precision + Recall

Fg = (14 p%) (5.1)
Wie in Gleichung (5.1)[MKSWog] zu sehen, setzt sich der Wert F aus Precision, Recall und
B zusammen. Precision ergibt sich aus der Anzahl der richtigen Treffer, dividiert durch die
Summe von richtigen und falschen Treffern. Recall ergibt sich aus der Anzahl der richtigen
Treffer, dividiert durch die Summe der richtigen und verpassten Trefferf[BYRN*9g]. Die kor-
rekte Erkennung von den gesuchten Objekten wurde sowohl durch das Ubersehen als auch
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durch Verwechslungen von Objekten oder Personen beeinflusst. Aus diesem Grund sollen
Precision und Recall gleich stark gewichtet werden[BYRN9g]. Somit wird p = 1 gewéhlt
und es ergibt sich die Gleichung (5.2)[MKSWgg] , die fiir die Messwerte verwendet wird.
Es bleibt zu vermerken, dass in der Praxis dem Ubersehen mehr Bedeutung zugesprochen
werden sollte, als der Verwechslung von Personen.

E o Precision - Recall (5.2)
V™= %" Precision + Recall >

Aufgrund der unterschiedlichen Geschwindigkeit und der Bewegungsdichte werden Video
1 und Video 2 getrennt voneinander betrachtet. Abbildung 5.3 zeigt die entsprechenden
Box-Plots der F1-Scores.
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Abbildung 5.3.: F1-Scores von Video 1(links),Video 2(rechts)

Signifikante Unterschiede der Visualisierungen beziiglich der Scores konnten nachgewiesen
werden (siehe Abschnitt 5.4.1). Es ldsst sich beobachten, dass in beiden Videos die effektive
Erkennung der Fremdobjekte durch Frameskip und Differenzen am Besten gewihrleistet
wird. Sowohl beim Blending als auch beim Tracking sinkt die Erkennungsrate im Vergleich
dazu. In Video 1, dessen Beschleunigung sehr hoch war, schneidet besonders Blending im
Vergleich zu den anderen Methoden um einiges schlechter ab. Der hohe Quartilabstand
ist beim Blending und beim Tracking durch die permutierte Reihenfolge der Videos zu
erkldren. So waren besonders in Video 1 die Personen, welche Blending oder Tracking
als erste Methode présentiert bekamen, vollig von der Aufgabe tiberfordert. Dieser Effekt
schlagt sich auf die Verteilung der Werte nieder (siehe Abbildung A.1). Bei einer geringeren
Geschwindigkeit, wie sich in Video 2 beobachten ldsst, ndhern sich die Ergebnisse langsam an.
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Was die effektive Erkennung von Objekten betrifft, so ist die Frameskip-Methode am besten.
Die Differenzen-Methode konnte leider keine Steigerung erreichen, wirkt sich aber auch
nicht negativ darauf aus. Die Ergebnisse der Tracking-Methode deuten darauf hin, dass die
zusétzlichen Informationen zu Ablenkungen gefiihrt haben. Je geringer die Beschleunigung
des Videos wird, desto weniger Bewegungsunschérfe ist beim Blending vorhanden. Dadurch
lasst sich eine Verbesserung der Ergebnisse zwischen Video 1 und Video 2 erkldren.

Signifikanztests

Um signifikante Unterschiede der Ergebnisse nachweisen zu konnen, muss zundchst gepriift
werden, welche statistischen Testverfahren bei den gemessenen Werten verwendet werden
konnen. Zur Durchfiihrung einer einfaktoriellen Varianzanalyse (ANOVA) miissten folgende
Bedingungen erfiillt sein[Z6fo3]:

e Normalverteilung in den Stichproben
e Varianzhomogenitit tiber die Stichproben hinweg

Aus diesem Grund miissen die vorhandenen Ergebnisse zunidchst einmal auf ihre
Verteilungsform innerhalb der einzelnen Visualisierungen getestet werden. Hierfiir wurde
der Shapiro-Wilk Test verwendet. Dieser priift, ob sich die gegebenen Werte mit dem
Modell einer Normalverteilung beschreiben lassen und zeichnet sich durch eine hohe
Zuverlassigkeit aus[SH06].

Die Testergebnisse ( in R mittels Funktion shapiro.test() berechnet) sind in den Tabellen 5.1
und 5.2 fiir die einzelnen Videos zu sehen. Bei einem Signifikanzniveau von 5% bedeutet
dies fiir die Ergebnisse, wenn der Test einen p-Wert < 0.05 ergibt, dass es sich um keine
Normalverteilung handelt. Die betroffenen Werte wurden rot markiert.

Frameskip | Blending | Differenzen | Tracking
W 0.9526 0.8398 0.96 0.9056
p 0.3086

Frameskip | Blending | Differenzen | Tracking
W 0.9642 0.8914 0.9472 0.9815
p 0.5294 0.2358 0.9217

Tabelle 5.2.: Aufgabe 1: Shapiro-Wilk Test Video 2
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In Video 1 liegen die p-Werte fiir Blending und Tracking weit unter dem Signifikanzniveau
(p = 0.05). In Video 2 ist dies beim Blending auch der Fall. In diesen Fallen kann davon
ausgegangen werden, dass es sich nicht um eine Normalverteilung handelt. Ein Blick auf
die entsprechenden Histogramme(Abbildung A.1) zeigt, wie bereits erwdhnt, dass sich die
Werte bei beiden Visualisierungen in zwei Bereichen haufen.

Einmal die Teilnehmer, die Blending oder Tracking als eine der ersten Visualisierungen
gesehen haben und entsprechend schlechte Ergebnisse erzielt haben. Die zweite Haufung bei
den besseren Ergebnissen kommt durch die Teilnehmer zustande, die Blending oder Tracking
zuletzt gesehen haben. Diese kommen besonders beim Blending durch die gesammelte
Erfahrung in den anderen Visualisierungen zustande. Leider hat sich dieser Effekt nicht
durch die Permutation der Reihenfolge ausgleichen lassen. Aus diesem Grund konnte
keine Normalverteilung erreicht werden. Beziiglich der F1-Scores lassen sich nun folgende
Vorraussetzungen fiir einen Test zusammenfassen:

e Unabhingige Stichproben: 4 Visualisierungen wurden nacheinander an einem Teil-
nehmer hinsichtlich ihrer Effektivitit getestet. Durch die Permutation der Reihenfolge
kann insgesamt von einer Unabhingigkeit der Stichproben ausgegangen werden.

e Die vorliegenden Werte sind ordinalskaliert.
o Es liegt keine Normalverteilung der Werte vor.

e Jede Stichprobe ist in sich unabhéngig, da jeder Teilnehmer nur einmal pro Visualisie-
rung gemessen wurde.

Da nicht alle Werte einer Normalverteilung folgen, ist die Durchfiihrung einer ANOVA
nicht moglich. Stattdessen bedarf es in diesem Fall eines parameterfreien Test, der unter den
gegebenen Voraussetzungen anwendbar ist. Der H-Test nach Kruskal und Wallis [Z6fo3]
erweist sich dabei als der Test, der am hdufigsten in diesem Fall verwendet wird. Dieser
benotigt keine Normalverteilung der Werte und dient zum Vergleich der zentralen Ten-
denzen von mehr als zwei Stichproben. Der Test priift die Hypothese, die Stichproben
entstammen der selben Grundgesamtheit. P-Werte unterhalb des Signifikanzniveaus von 5%
verwerfen diese Hypothese, was bedeutet, dass mindestens 2 der Stichproben sich voneinan-
der unterscheiden[SHo6]. Die Auswertung mittels H-Test (in R mittels kruskal.test()) ergab
signifikante Unterschiede (Video 1: X% = 55.5964, d f =3,p —value = 5.122¢ — 12; Video 2:
x* =10.2893,df = 3, p — value = 0.01626) zwischen den Visualisierungen.

Da durch den H-Test davon ausgegangen wird, dass sich mindestens zwei der Visualisie-
rungen signifikant unterschiedliche Werte geliefert haben, lassen sich nun Post-Hoc-Tests
durchfiihren. Diese vergleichen die einzelnen Visualisierungen paarweise miteinander auf
signifikante Unterschiede. Der U-Test nach Mann und Whitney wurde fiir die gegebenen
Voraussetzungen als geeignet befunden (in R mittels pairwise.wilcox.test()). Dabei wurden
die approximierten Ergebnisse mit Bonferroni-Korrektur fiir multiple Vergleiche[Abdoy],
verwendet.
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Differenzen

Frameskip | Blending

Blending

Differenzen
Tracking

Tabelle 5.3.: p-Werte des U-Test Video 1

Frameskip | Blending | Differenzen
Blending - -
Differenzen 1.000 0.402 -
Tracking 0.088 1.000 0.741

Tabelle 5.4.: p-Werte des U-Test Video 2

Wie aus den Tabellen 5.3 und 5.4 ersichtlich wird, konnten im ersten Video signifikante
Unterschiede zwischen fast allen Visualisierungen nachgewiesen werden. Lediglich zwischen
Frameskip mit Differenzen und Blending mit Tracking konnte mittels U-Test kein Unterschied
nachgewiesen werden. Im zweiten Video ldsst sich dagegen nur noch zwischen Frameskip
und Blending ein signifikanter Unterschied nachweisen. Diese Ergebnisse sprechen dafiir,
dass bei einer niedrigeren Geschwindigkeit wie in Video 2 noch keine starke Beeinflussung
des Benutzers durch die Visualisierungen stattfindet. Wird die Geschwindigkeit und damit
der Schwierigkeitsgrad erhoht, so wird ersichtlich, dass Frameskip und Differenzen sich von

Blending und Tracking, was die effektive Erkennung von Fremdobjekten betrifft, deutlich
abhebt.

Auswertung der Fragebégen
Fiir Untersuchung subjektiven Eindriicke wurden nach Video 1 und Video 2 Fragebogen an
die Studienteilnehmer ausgeteilt. Folgende Punkte galt es zu beantworten:

1. Erkennung: Mit dieser Visualisierung konnte ich die gesuchten Objekte gut erkennen.

2. Aufmerksamkeit: Diese Visualisierung benotigte viel Aufmerksamkeit/Anstrengung
zum Losen der Aufgabe.

3. Angenehm: Ich empfand es angenehm, diese Visualisierung zu verwenden.
4. Hilfreich: Diese Visualisierung hat mir geholfen, die Aufgabe gut zu losen.

Diese Punkte konnten auf einer Likert-Skala bewertet werden. Dabei entprach der Wert 1
der Aussage ,Stimmt nicht” und der Wert 10 der Aussage ,Stimmt”.
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Bei der Analyse der Antworten, konnte mittels Shapiro-Wilk Test nicht in allen Féllen eine
Normalverteilung nachgewiesen werden. Aus diesem Grund wurde, wie bereits bei den
F1-Scores, fiir die einzelnen Fragen der H-Test durchgefiihrt. Bei allen Fragen zu Video 1 und
Video 2 konnten signifikante Unterschiede in der Beurteilung der Methoden nachgewiesen
werden (siehe Tabellen A.1 und A.3). Deshalb wurden die Methoden wieder post-hoc mittels
U-Test untersucht (siehe Tabellen A.2 und A.4). Die Ergebnisse lassen sich folgendermafsen
zusammenfassen:

Erkennung: Video 1 Erkennung: Video 2
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Abbildung 5.4.: Aufgabe 1: Erkennung

e Erkennung:

- Video 1: Einzig bei der Bewertung von Frameskip und Differenzen konnte kein
signifikanter Unterschied nachgewiesen werden. Die Verteilung der Bewertung
tiir diese beiden Methoden ist auch sehr dhnlich (siehe Abbildung A.2). Nach der
Meinung der Studienteilnehmer konnten sie mit diesen beiden Methoden auch
die Objekte besser erkennen als beim Tracking und Blending. Besonders schlecht
wurde die Erkennung beim Blending befunden.

— Video 2: Hier wurden signifikante Unterschiede nur im Vergleich von Blending
mit allen anderen Methoden festgestellt. Es ldsst sich eine Angleichung der
Bewertungen erkennen, wie sie sich auch schon bei der Betrachtung der F1-Scores
zu diesem Video zeigte. Dies ldsst darauf schliefSen, dass bei der geringeren
Geschwindigkeit die Erkennung nicht mehr so stark von den einzelnen Methoden
abhingt. Einzig Blending wurde im Vergleich zu den anderen Methoden deutlich
schlechter bewertet.

o Aufmerksamkeit:

- Video 1: Insgesamt konnte nur zwischen Blending und Differenzen ein signifi-
kanter Unterschied bei der Bewertung nachgewiesen werden. Blending wurde
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Aufmerksamkeit: Video 1
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Abbildung 5.5.: Aufgabe 1: Aufmerksamkeit
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hierbei wieder insgesamt am schlechtesten bewertet. Tracking benotigte auch
leicht mehr Aufmerksamkeit als Frameskip und Differenzen, welche wieder sehr
dhnlich bewertet wurden (siehe auch Abbildung A.3).

— Video 2: Beim Blending wurde im Vergleich mit allen anderen Methoden ein
signifikanter Unterschied nachgewiesen. Bei den restlichen Methoden konnte kein
signifikanter Unterschied bei der Bewertung nachgewiesen werden. Der Boxplot
ist dem von Video 1 sehr dhnlich. Blending benétigt hierbei wieder die meiste

Aufmerksamkeit.
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Abbildung 5.6.: Aufgabe 1: Angenehm

e Angenehm:

54

besser

Schlechter

Angenehm: Video 2

10
1

T T T
Frameskip Blending Differenzen

T
Tracking




5.4. Ergebnisse

— Video 1: Keine signifikanten Unterschiede gab es hier bei Frameskip mit Dif-
ferenzen und Blending mit Tracking. Dabei wurden Frameskip und Tracking
am angenehmsten empfunden, wihrend Blending am unangenehmsten war, ab-
gesehen von 3 Ausreifsern. Die Streuung der Werte beim Tracking ist starker
als bei den anderen Methoden. Ein Blick auf das entsprechende Histogramm
(siehe Abbildung A.4) zeigt, dass es beim Tracking eine Hiaufung bei den schlech-
teren Bewertungen gab, wihrend Werte grofer als 3 eher gleichverteilt vergeben
wurden.

— Video 2: Blending unterschied sich zu Frameskip und Differenzen. Beim Vergleich
von Blending mit Tracking konnte dagegen kein signifikanter Unterschied festge-
stellt werden. Auch hier l4sst sich wieder eine Angleichung der Werte zwischen
den Visualisierungen beobachten. Frameskip wurde insgesamt leicht besser be-
wertet als die anderen Methoden. Blending und Tracking wurden im Vergleich zu
Video 1 nicht mehr so unangenehm empfunden. Es ldsst sich beobachten, dass
Tracking in Video 2 mindestens genauso angenehm empfunden wurde, wie die
Differenzen. Eine deutliche Verbesserung gegeniiber Video 1.

Hilfreich: Video 1 Hilfreich: Video 2
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Abbildung 5.7.: Aufgabe 1: Hilfreich

e Hilfreich:

— Video 1: Auch hierbei gab es nur zwischen Frameskip mit Differenzen und
Blending mit Tracking keine signifkanten Unterschiede. Die Bewertung entspricht
in etwa der Erkennung. Blending bleibt die am wenigsten hilfreiche Methode und
Tracking sorgt fiir eine geteilte Meinung bei den Teilnehmern (siehe Abbildung
A's).

— Video 2: Blending unterschied sich zu Frameskip und Differenzen. Beim Vergleich
von Blending mit Tracking konnte dagegen kein Unterschied festgestellt werden.
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5. Studie

Auch hier wurde Blending als am wenigsten hilfreich bewertet. In Video 1 waren
Frameskip und Differenzen noch gleich bewertet worden, in Video 2 wurde
Frameskip dagegen als etwas hilfreicher eingeschatzt.

Bei der Frage, welche der Visualisierungen die Teilnehmer fiir die Durchfithrung der
Aufgabe bevorzugten, entschieden sich 46% fiir Frameskip, 25% fiir Differenzen, 22% fiir
Tracking und 7% fiir Blending bei Video 1. Bei Video 2 entschieden sich 38% fiir Frameskip,
35% fiir Tracking, 19% fiir Differenzen und 8% fiir Blending.

Nach der Auswertung der Ergebnisse ldsst sich riickblickend tiber die anfangs aufgestellen
Hypothesen (siehe Abschnitts.1) folgendes sagen:

e Hypothese 1: Wie erwartet konnten die Objekte in beiden Videos beim Blending am
schlechtesten erkannt werden. In Video 2 war Tracking zwar noch etwas schlechter als
Blending, jedoch ohne signifikanten Unterschied.

e Hypothese 2: Die Ergebnissse bei Frameskip und Differenzen unterscheiden sich in
beiden Videos nicht signifikant voneinander. Eine Verbesserung durch die mehrfache
Darstellung der Objekte mittels Geisterbilder brachte keine Verbesserung.

e Hypothese 3: Die Ergebnisse beim Tracking sind bei Video 1 besser ausgefallen als
in Video 2. Da die Geschwindigkeit in Video 2 geringer war, liegt der Grund fiir die
Verschlechterung der Ergebnisse warscheinlich in der hohen Anzahl von Objekten.

Freie Kommentare
Folgende Kommentare wurden von den Studienteilnehmern zu den Methoden am héufigsten
geduflert:
e ,Beim Frameskip sind schnelle Bewegungen schwer zu erkennen.”
e  Frameskip ist am wenigsten tiberladen mit Informationen und deshalb am besten.”
¢ ,Blending hatte zu unscharfe Bilder um etwas erkennen zu kénnen.”

¢ ,Bei den Differenzen bleiben die Objekte gut erkennbar, die Spur aus Geisterbildern
hilft bei der Erkennung.”

e ,Die Artefakte bei den Differenzen storen.”

e ,Die Pfeile beim Tracking helfen dabei die Bewegungen zu verfolgen.”
¢ ,Die Pfeile heben die Objekte hervor fiir eine schnellere Erkennung.”
e ,Die Schweife beim Tracking erschweren die Erkennung.”

e ,Tracking enthdlt manchmal zuviel Information auf einmal.”
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5.4. Ergebnisse

o ,Tracking ist gut wenn nicht zuviel los ist.”

5.4.2. Auswertung der zweiten Aufgabe

Die Ergebnisse der zweiten Aufgabe liegen in Form von Vergleichen der einzelnen Visuali-
sierungen untereinander vor. Dabei wurde von den Studienteilnehmern fiir jeden Vergleich
angegeben, bei welcher der Visualisierungen sie Objekte besser verfolgen konnten, oder ob
sie unentschieden waren. Bei 4 Visualisierungen mussten (‘21) = 6 Vergleiche druchgefiihrt
werden. Die Ergebnisse werden in den folgenden Tabellen zusammengefasst. Dabei wurde
beim Vergleich von Zeile zu Spalte immer ein Punkt vergeben, wenn die Zeile bevorzugt
wurde, ein halber Punkt bei Unentschieden und kein Punkt, wenn die Spalte bevorzugt
wurde[BLBo8]. Die Summe der Zeilen ergibt dann eine Gesamtpunktzahl der einzelnen
Visualisierungen, womit sich ein Ranking formulieren ldsst. Zus&tzlich werden die Rankings
von Video 1 und Video 2 in Abbildung A.6 veranschaulicht.

Frameskip | Blending | Differenzen | Tracking | Summe
Frameskip 0 17 14.5 11 42.5
Blending 7 0 7 5 19
Differenzen 9.5 17 0 7.5 34
Tracking 13 19 16.5 0 48.5

Tabelle 5.5.: Vergleichspaare Video 1

Fiir Video 1 wurde also Tracking am besten fiir die Verfolgung von Bewegungen empfunden.
Frameskip folgt mit einem Abstand von 6 Punkten. An dritter Stelle befindet sich die
Differenzen-Methode mit einem Abstand zu Frameskip von 8.5 Punkten. Den letzten Platz
erhilt Blending mit einem deutlicheren Abstand von 15 Punkten.

Frameskip | Blending | Differenzen | Tracking | Summe
Frameskip 0 14 16 14 44
Blending 10 0 13 9.5 32.5
Differenzen 8 11 0 25
Tracking 10 14.5 18 42.5

Tabelle 5.6.: Vergleichspaare Video 2

In Video 2 erhélt Frameskip mit 44 Punkten den ersten Platz. Mit nur 1.5 Punkten Abstand
folgt Tracking. Die Differenzen-Methode folgt mit einem Abstand von 10 Punkten zum
Tracking. Auf dem letzten Platz befindet sich wieder Tracking mit 7.5 Punkten Abstand zu
Differenzen.
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Frameskip | Blending | Differenzen | Tracking | Summe
Frameskip 0 31 30,5 25 86.5
Blending 17 0 20 14.5 51.5
Differenzen 17.5 28 0 13.5 59
Tracking 23 33.5 34.5 0 91

Tabelle 5.7.: Vergleichspaare Gesamt
Fiir einen Gesamteindruck der Bewegungsverfolgung wurden die Bewertungen der einzelnen
Videos zusammengerechnet. Dabei kam das endgiiltige Ranking von

Tracking > Frameskip > Dif ferenzen > Blending

zustande. Abbildung 5.8 zeigt dieses Ranking mit den relativen Haufigkeiten der Siege,
Unentschieden und Niederlagen.

Ranking Gesamt

= Verloren .
= Unentschieden
= Sieg

M

Tracking Frameskip Differenzen = Blending

Abbildung 5.8.: Ranking der Visualisierungen

Das schlechte Abschneiden von Blending ist hierbei etwas tiberraschend, da die leichtere
Verfolgung von Bewegungen ein Vorteil dieser Methode sein sollte. Die Analyse der
Vergleichspaare nach Kendall[BLBo8] (siehe Abbildung A.7) ergab insgesamt, dass die
Paarvergleiche {iberzufillig tibereinstimmend waren (p < 0.05), jedoch in einem sehr
geringen Mafs (A = 0.07).

Wie in Hypothese 4 (sieche Abschnitt 5.1.2) prognostiziert, liegt Tracking insgesamt vor
der Frameskip-Methode. Differenzen und Blending wurden bei dieser Aufgabe nicht wie
erwartet der Frameskip-Methode vorgezogen.
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5.4. Ergebnisse

Freie Kommentare
Folgende Kommentare wurden von den Studienteilnehmern zur Bewegungsverfolgung am
haufigsten gedufsert:

e ,Beim Frameskip konnten die Objekte am besten verfolgt werden.”

e ,Beim Frameskip war die Verfolgung zu ruckelig.”

¢ ,Beim Blending hilft der Verlauf der Bewegungsunscharfe bei der Verfolgung.”

e ,Bei der Differenzen-Methode helfen die Geisterbilder bei der Verfolgung.”

’

e ,Beim Tracking haben die Pfeile und Schweife geholfen, die Bewegungen zu verfolgen.”

5.4.3. Auswertung der dritten Aufgabe

Fiir die dritte Aufgabe wurde ein Fragebogen verwendet, der folgende Punkte enthielt:

o Effektivitit: Diese Visualisierung hat mir geholfen, den Geschwindigkeitswechsel
besser einzuschétzen.

e Beanspruchung: Ich empfand es anstrengend, die Visualisierung anzusehen.

e Ablenkung:Meine Aufmerksamkeit wurde durch die Visualisierung vom Inhalt des
Videos abgelenkt.

Diese Punkte waren wieder mit einer Likert-Skala von 1 bis 10, wie in der ersten Aufgabe,
fiir die drei Visualisierungen Tachometer, Rahmen und Storstreifen zu beurteilen. Dabei
unterschied sich jeder Fragebogen durch die individuelle Reihenfolge der Visualisierungen,
in der sie die Teilnehmer gesehen hatten. Statistisch signifkante Unterschiede der Werte bei
den einzelnen Fragen konnten mittels H-Test nicht nachgewiesen werden. Folglich konnten
keine Post-Hoc-Tests durchgefiihrt werden.

e Effektivitit: x> = 1.8808,df = 2, p — value = 0.3905
e Beanspruchung: x> = 2.1723,df = 2, p — value = 0.3375
e Ablenkung: x> = 2.4677,df = 2, p — value = 0.2912

Die Ergebnisse werden in Abbildung 5.9 zusammengefasst. Zu den einzelnen Fragen ldsst
sich folgendes anmerken:
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o Effektivitit: Was die Einschitzung des Geschwindigkeitswechsels angeht, so wurden
die Storstreifen leicht besser empfunden als der Tachometer und der Rahmen. Wobei
die Streung der Werte fiir den Tachometer geringer ist, also entsprechend mehr Leute
ihre Bewertung in der Ndhe des Medians abgegeben haben. Die Storstreifen erhalten
eine hohere Streuung. Es gab Teilnehmer, die diese Streifen als sehr storend empfanden
und dadurch entsprechend niedrigere Bewertungen abgegeben haben.

e Beanspruchung: Bei der Beanspruchung konnten die Storstreifen ebenfalls leicht besser
abschneiden als die beiden anderen Methoden. Auffillig ist hierbei wieder, dass Rah-
men und Storstreifen eine hohere Streuung der Werte aufweisen, als der Tachometer.

e Ablenkung: Der Tachometer wird hier insgesamt schlechter bewertet als die beiden
anderen Methoden. Rahmen und Storstreifen sind hier recht gleich bewertet worden.
Die Streuung der Werte ist bei allen drei Methoden ziemlich gleich.

Die hohen Interquartilabstdnde sind ein Maf$ fiir die hohe Streuung der Werte. Ein zu-
sdtzlicher Blick auf die Histogramme (siehe A.8) ldsst besonders bei der Ablenkung eine
Gleichverteilung der Werte vermuten. Insgesamt ldsst sich zumindest sagen, dass die Rah-
men im Vergleich zu dem Tachometer und den Storstreifen schlechter abgeschnitten haben.
Die statistische Signifikanz dieser Ergebnisse konnte leider nicht nachgewiesen werden.

Die Teilnehmer sollten am Schluss noch unter der Fragestellung, durch welche Visualisierung
die Geschwindigkeit am besten vermittelt wird, eine Wahl treffen. 40% der Teilnehmer
entschieden sich fiir den Tachometer, 36% fiir die Storstreifen und 24% fiir den Rahmen.

Hypothese 5 (siehe Abschnitt 5.1.3) hat den Tachometer als den Sieger bei der Vermittlung
der Geschwindigkeit prognostiziert. Dies ldsst sich ohne statistische Signifikanz der
Ergebnisse jedoch nicht sicher bestitigen. Uberraschenderweise liegen die Storstreifen
ziemlich gleich mit dem Tachometer.

Hypothese 6 prognostizierte eine starkere Ablenkung durch den Tachometer als durch die
Rahmen und die Storstreifen. Die entstandenen Ergebnisse lassen die Vermutung zu, dass
diese Aussage zutrifft.

Freie Kommentare

Folgende Kommentare wurden von den Studienteilnehmern zu den Geschwindigkeitsvisua-
lisierungen am haufigsten gedufSert:

¢ ,Die Einschidtzung der Geschwindigkeit ist beim Tachometer sehr gut.”

e ,Der Tachometer lenkt zu sehr vom Inhalt ab.”
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5.4. Ergebnisse

,,Der Tachometer ist zu klein und zieht den Blick immer in die untere Ecke.”

,Der Rahmen ist immer sichtbar und benétigt keine so genaue Beobachtung wie der
Tacho.”

,,Die Farbwechsel des Rahmens storen zu sehr, da es zu sehr blinkt.”
,,Die Storstreifen im Bild lenken nicht den Blick ab und storen nicht.”
,Die Storstreifen lassen die Geschwindigkeit nicht gut erkennen.”

,Der Geschwindigkeitswechsel bei den Storstreifen wird zu langsam bemerkt.”
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Effektivitat Beanspruchung
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Abbildung 5.9.: Boxplots der Fragen zu Aufgabe 3
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Kapitel 6

Probleme und Verbesserungen

6.1. Fast-Forward Visualisierungen

Einige der Probleme von Fast-Forward Visualisierungen waren bereits im Vorfeld bekannt. So
waren die Probleme der Framekip-Methode tiberhaupt erst der Grund fiir die Entwicklung
der alternativen Methoden, die in dieser Arbeit vorgestellt wurden. Auch die Probleme der
Blending-Methode waren bereits im voraus abzuschitzen. Die Probleme der Differenzen-
und Tracking-Methode ergaben sich vor allem aus den Ergebnissen der Benutzerstudie und
den Kommentaren der einzelnen Teilnehmer. In folgenden Abschnitten soll noch einmal
zusammengefasst dargelegt werden, welche Probleme wahrend der Arbeit erkennbar wurden
und wie sich diese verringern oder gar beseitigen lassen.

Frameskip

Wie bereits in Kapitel 1.1 erwihnt, liegen die Probleme der Frameskip-Methode im Ubersprin-
gen der Bilder. Mit zunehmender Geschwindigkeit werden immer mehr Bilder ausgelassen.
Dies hat zur Folge, dass die Spriinge auch im Bild sichtbar werden. Beobachtet man bei-
spielsweise eine Person, die sich durch das Bild bewegt, so dndert sich deren Position mit
zunehmender Geschwindigkeit immer sprunghafter, was eine genauere Beobachtung und
Verfolgung der Bewegung erschweren kann und ,,Change Blindness” hervorruft.

Blending

Die Blending-Methode fiihrt insbesondere bei htheren Geschwindigkeiten zu einer viel
zu starken Unschirfe der Objekte. Wie es sich in der Studie gezeigt hat, ist eine 20-fache
Beschleunigung bereits aussreichend, um eine durchgehende Erkennung der Objekte
unmoglich zu machen. Lediglich Objekte, die zeitweise an einer Stelle stehen bleiben,
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6. Probleme und Verbesserungen

Abbildung 6.1.: Je hoher die Geschwindigkeit, desto grofier sind die Positionsspriinge der
Personen von Bild zu Bild. Hier sind 3 Folgebilder bei 16-facher Beschleuni-
gung zu sehen.

konnen auf diese Weise noch erkannt werden. Die verwendeten Fremdobjekte befanden
sich dagegen dauerhaft in Bewegung durch das Bild und konnten nur sehr schlecht erkannt
werden. Besonders die Studienteilnehmer, die das Blendingvideo als erstes gesehen hatten,
konnten nur einen Bruchteil der vorkommenden Fremdobjekte erkennen.

Die Ergebnisse des zweiten Videos deuten darauf hin, dass eine 10-fache Beschleunigung
langsam die Grenze fiir eine sinnvolle Verwendung der Blending-Methode erreicht. Hier
beginnt die effektive Erkennung bereits abzunehmen, die Ergebnisse fallen aber nicht so
schlecht aus, wie bei der doppelten Beschleunigung. Eine Verbesserung der Blending-
Methode wurde mit den Differenzen versucht. Ein sinnvoller Einsatz der Methode bleibt auf
niedrigere Geschwindigkeiten beschrankt.

Differenzen

Das Hauptproblem der Differenzen-Methode liegt in der Bildung von Artefakten. Diese
kommen zum einen durch ungenaue Differenzbilder zustande, welche durch die Kernel-
grofle der morphologischen Operatoren eine Blockform erhalten. Durch die Aufhellung des
Bewegungsschweifs werden diese Artefakte noch hervorgehoben und fallen besonders auf,
wenn Objekte ihre Geschwindigkeit reduzieren, oder ganz zum Stehen kommen. Solange
das Objekt in diesem Moment noch nicht in den Hintergrund aufgenommen wurde, sind
die genannten Artefakte hinter dem Objekt zu sehen.

Besonders macht sich dies in Video 2 bemerkbar, wenn sich auf der Straf8e der Verkehr staut.
Hier bewegen sich die Objekte nur noch in Schrittgeschwindigkeit und halten immer wieder
an. Diese Zeit reicht nicht aus, um die Objekte in den Hintergrund miteinzubeziehen und
sie somit nicht mehr als Differenz zu erkennen.
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6.1. Fast-Forward Visualisierungen

Abbildung 6.2.: Die Differenzen-Methode erzeugt bei langsameren Abspielgeschwindigkei-
ten haufiger unschone Artefakte.

Durch prizisere Verfahren zur Trennung von Vorder- und Hintergrund konnte sich dieses
Problem verringern lassen. Eine moglichst genaue Erkennung der Silhouette von Objekten
wiirde verhindern, dass Pixel aufgehellt werden, die gar nicht zu dem Objekt gehoren.
Angesichts der Ergebnisse der Studie, scheint die Aufhellung fiir eine bessere Verfolgung der
Bewegungen keinen grofsen Einfluss auf die Teilnehmer gehabt zu haben. Daher konnte man
fiir die Verbesserung der Differenzen-Methode auf das Verrechnen der Bewegungsschweife
verzichten und das Teilergebnis verwenden, in dem nur die Geisterbilder vorkommen. Dabei
fallen Fehler in den Differenzbildern nicht sehr stark auf und die hellen Artefakte kommen
nicht mehr zustande.

Tracking

Probleme treten bei der Tracking-Methode auf, wenn in der verwendeten Szene sehr viele
Objekte zu sehen sind. Dadurch kommt es hdufiger vor, dass einige Objekte sich raumlich
nahe beieinander befinden. Werden nun beide Objekte mit Pfeilen und Schweifen versehen,
so kann es zu Uberdeckungen kommen, die Erkennungsaufgaben erschweren.

Bei der Studie ergab es sich ebenfalls, dass einige Teilnehmer von der Visualisierung so
abgelenkt waren, dass sie gar nicht auf das Objekt achteten, welches sich zwischen Pfeil und
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6. Probleme und Verbesserungen

Abbildung 6.3.: Uberdeckungen von Personen durch die Schweife kénnen diese schwer
erkennbar machen.

Schweif befand. Insgesamt ldsst sich sagen, dass besonders die verwendeten weissen Schweife
viel zu aufféllig sind. Eine sehr starke Erhohung der Transparenz ware eine Moglichkeit
dem entgegen zu wirken. Es wire ebenfalls moglich, auf den Schweif zu verzichten und
stattdessen den Pfeil auf die hinteren Punkte zu verldngern, wie es in der Entwicklung
bereits implementiert wurde. Von vielen Studienteilnehmern wurde die Markierung der
Objekte durch den Pfeil als positiv bewertet. Hier wire noch eine Untersuchung interessant,
wie unterschiedliche Markierungen der Objekte sich im Vergleich zu den Pfeilen auf die
Erkennung auswirken.

6.2. Geschwindigkeitsvisualisierungen

Die Probleme der einzelnen Geschwindigkeitsvisualisierungen ergeben sich vor allem durch
die Kommentare der Studienteilnehmer und ihre Bewertungen.

Tachometer

Trotz seiner priazisen Geschwindigkeitsangabe und der Moglichkeit, die Geschwindigkeit
in Relation zu minimalem und maximalem Wert zu sehen, hat der Tachometer ein grofies
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Problem: Die Ablenkung. Um genauere Informationen iiber die momentane Geschwindigkeit
zu erhalten, musste der Tachometer von den Studienteilnehmern fokussiert werden. Viele
Teilnehmer beklagten dabei, dass sie die Szene nicht mehr richtig beobachten konnten und
ihre Aufmerksamkeit immer zwischen Szene und Tachometer wechselte.

Da dieses Problem bereits im Vorfeld erahnt wurde, findet im Hintergrund des Tachometers
eine Einfarbung der Fliche in der Farbe der momentanen Geschwindigkeit auf der Skala
statt. Auf diese Weise sollte der Teilnehmer schneller durch die Farbe tiber die Geschwin-
digkeit informiert werden, ohne dabei die Szene lange aus dem Fokus zu verlieren. Fiir die
genaueren Informationen, die diese Visualisierung als einzige bietet, mussten die Teilnehmer
dennoch langer hinsehen. Der Verwendungszweck des Tachometers, wie auch der anderen
beiden Visualisierungen hingt stark davon ab, wie genau die Information sein soll, die der
betrachtenden Person vermittelt wird. Der Tachometer bietet in dieser Form sehr prézise
quantitative wie auch qualitative Informationen tiber die Geschwindigkeit. Wenn dies er-
wiinscht ist, so muss entschieden werden, ob die entstehende Ablenkung in dem konkreten
Fall vernachlassigt werden kann, oder nicht.

Rahmen

Der Rahmen als Objekt an sich fiihrte im Allgemeinen zu keiner Ablenkung von der
Szene. Wie erwartet konnten die Teilnehmer den Wechsel der Rahmenfarbe in Form
von blinkenden Helligkeitsunterschieden sehen. Dabei wurden jedoch auch geringe
Schwankungen der Geschwindigkeit bereits als starkes Blinken wahrgenommen, was das
Beobachten der Visualisierung fiir viele Teilnehmer sehr anstrengend machte. Da man
anhand der Rahmenfarbe keine Relation zwischen der momentanen und der maximalen
Geschwindigkeit herstellen konnte, liefs sich hauptsédchlich nur der qualitative Unterschied
zwischen langsam und schnell beurteilen.

Wenn es bei der Verwendung gentigt, nur zwischen langsam und schnell zu unterscheiden,
so lasst sich die Rahmenvisualisierung verwenden. Hierbei konnte man allerdings auf
eine aufwandige Farbskala verzichten, und einige wenige Graustufen mit hohem Kontrast
zueinander verwenden.

Storstreifen

Bei der Betrachtung der Storstreifen fiel besonders auf, dass die zehn verwendeten Geschwin-
digkeitsstufen nicht klar voneinander unterschieden werden konnten. Besonders die Dicke
der Streifen spielte keine grofle Rolle. Die Anzahl der Streifen und der damit verbundene
Positionswechsel waren fiir die Studienteilnehmer besser wahrzunehmen. Aus diesem
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6. Probleme und Verbesserungen

Grund konnte nur noch ein Teil der ohnehin schon reduzierten Geschwindigkeitsstufen
eingeschitzt werden.

Um die Dicke der Storstreifen auffilliger zu gestalten, konnten beispielsweise Aufhellungen
oder Verdunklungen der entsprechenden Bereiche vorgenommen werden. Dabei besteht
jedoch das Risiko, dass die Storstreifen starker vom Inhalt der Szene ablenken.

6.3. Probleme der Studie

e Erkennung beim Blending: Die Erkennung der Fremdobjekte beim Blending wurde
zum Teil geraten. Studienteilnehmer, die Blending als eines der letzten der vier Me-
thoden gesehen haben wussten bereits, an welchen moglichen Positionen die Figur
auftauchen konnte. Auf diese Weise mussten sie nicht unbedingt jedesmal die Figur
erkennen, um richtig zu liegen. Obwohl die Reihenfolge der Visualisierungen variiert
wurde, konnte dieser Effekt nicht ausgeglichen werden. Tatsdchlich ist Erkennung der
Objekte beim Blending also um einiges schlechter zu bewerten, als es die Ergebnisse
vermuten lassen.

¢ Blending mit Adaptive Fast-Forward: Blending mit adaptive Fast-Forward ermoglicht
beim Beobachten eine bessere Erkennung der Objekte, da diese nicht konstant be-
schleungigt werden, wie es bei der Studie der Fall war. Um der Blending-Methode eine
fairere Chance gegeniiber den anderen einzurdumen, ware eine Erkennungsaufgabe
mit adaptivem Fast-Forward notig gewesen.

o Aufgabe fiir Geschwindigkeitsvisualisierungen: Der Vergleich der Geschwindigkeits-
visualisierungen basiert auf den subjektiven Eindriicken der Studienteilnehmer. Eine
Aufgabe, die beispielsweise Messwerte zur Ablenkung durch die einzelnen Visualisie-
rungen liefert, hdtte mehr Aufschluss gegeben. Leider hitte die Durchfithrung einer
solchen Aufgabe den Zeitrahmen der Studie und wahrscheinlich auch die Aufmerk-
samkeit der Teilnehmer stark tiberschritten.

Die gewdhlten Aufgaben in der Studie konnten mit Sicherheit noch erweitert werden. Dabei
bleibt zu bedenken, innerhalb einer Stunde wurden drei Aufgaben von den Teilnehmern
erfiillt. Die erste Aufgabe erforderte dabei hochste Konzentration und viele der Teilnehmer
waren sichtbar erleichtert, als sie diese Aufgabe hinter sich hatten. Wenn die anderen beiden
Aufgaben nun auch eine so hohe Konzentration erfordern wiirden, dann miissten ldngere
Pausen zwischen den Aufgaben eingefiihrt werden. Dies wiirde den gesetzten Zeitrah-
men von einer Stunde jedoch weit iiberschreiten. Aus diesem Grund wurde die hochste
Prioritdt auf die Erkennung von Objekten gelegt und bei der Bewegungsverfolgung sowie
den Geschwindigkeitsaufgaben auf Aufgaben verzichtet, die eine sehr hohe Konzentration
erfordern.
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Kapitel 7

Zusammenfassung und Ausblick

Im Verlauf dieser Arbeit wurden verschiedene Methoden zum beschleunigten Abspielen von
Uberwachungsvideos vorgestellt. Dabei wurde Frameskip als der Standard vorgestellt, der
in den meisten Féllen verwendet wird. Biologisch motiviertes Blending wie es in der Arbeit
von Hoferlin et al.y vorgestellt wurde, erzeugt Bilder mit einem natiirlichen Eindruck von
Bewegungsunschérfe und vermeidet auf diese Weise die sprunghafte Positionsdénderung
von bewegten Objekten, wie sie bei Frameskip zu beobachten ist. Differenzen dienen als
eine Art Verbesserung des Blendings. Die Objekte in den erzeugten Videos erhalten auch
einen Bewegungsschweif, dieser wird allerdings mit einem scharfen Differenzbild {iberlagert.
Durch Uberlagern der erzeugten Bilder werden zusitzlich Geisterbilder der Objekte an
vergangenen Positionen erzeugt. Beim Tracking wurden die Daten einer vorangehenden Ob-
jekterkennung verwendet, um zusétzliche Informationen in den erzeugten Videos einfiigen
zu konnen. Dabei wurden erkannte Objekte mit kiinstlich erzeugten Bewegungsschweifen
versehen, um den Bewegungsverlauf wie in den vorhergehenden Visualisierungen sichtbar
zu machen. Zusétzlich wurden rote Pfeile verwendet, um Informationen tiber die zukiinftige
Bewegung der Objekte zu visualisieren. Sdmtliche Methoden erzeugten Videos, die im
Vergleich zum Original in der Abspielzeit reduziert waren.

Um die wechselnden Geschwindigkeiten von Videos, die mittels adaptivem Fast-Forward
beschleunigt wurden, besser sichtbar zu machen, wurden drei Visualisierungen vorgestellt.
Der Tachometer enthilt sowohl quantitative als auch qualitative Informationen iiber die
Geschwindigkeit. Seine Skala gibt Informationen {iber die momentane Geschwindigkeit
in Relation zum maximalen Wert. Der transparente Rahmen umgibt das Bild, zeigt aber
nur noch die Farben der Tachoskala an. Die Anzahl der nostalgisch wirkenden Storstreifen
andert sich mit der Geschwindigkeit des Videos. Durch die insgesamt geringe Anzahl
der Storstreifen bieten diese am wenigsten qualitative Information tiber die aktuelle
Geschwindigkeit des Videos.
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7. Zusammenfassung und Ausblick

In einer Benutzerstudie wurden dann die unterschiedlichen Visualisierungen miteinander
verglichen. Anhand von drei Aufgaben konnten die Studienteilnehmer zur Beantwortung
der Forschungsfragen beitragen. Die Erkennung von Fremdobjekten wurde anhand eines
Suchspiels gemessen. Dabei tauchte eine Comicfigur in den gezeigten Videos der einzelnen
Visualisierung immer wieder auf und musste mittels Driicken eines Buzzers erkannt werden.
Zusétzliche Fragebogen nach dem Anschauen der Videos erfassten Informationen tiber die
personlichen Eindriicke der Teilnehmer hinsichtlich der Visualisierungen.

Um bestimmen zu kénnen, in welche der Visualisierungen die Objekte am besten verfolgt
werden konnten, wurden Paarvergleiche zwischen den Methoden durchgefiihrt. Dabei
konnten sich die Teilnehmer entscheiden, bei welcher der Visualisierungen sie die Objekte
besser verfolgen konnten, oder unentschieden bleiben.

Fiir eine Auswertung der Geschwindigkeitsvisualisierungen wurden ebenfalls Fragebogen
von den Studienteilnehmern ausgefiillt, nachdem sie sich ein Video in allen drei Visualisie-
rungen angesehen hatten.

Eine Auswertung der in der Studie gesammelten Informationen ergab, dass sich die verwen-
deten Methoden bei der Erkennung von Objekten in zwei Gruppen einteilen lassen, die sich
signifikant voneinander unterscheiden. Die eine Gruppe bilden Frameskip und Differenzen.
Diese liefern sehr dhnliche Ergebnisse, wodurch sich zeigt, dass die Differenzen-Methode
nicht wie erhofft zu einer verbesserten Erkennung gefiihrt hat. Tracking und Blending bildet
die zweite Gruppe, wobei Blending eindeutig die schlechtesten Ergebnisse liefert.

Bei der Bewegungsverfolgung hat sich Tracking als eine vielversprechende Methode erwie-
sen. Blending konnte an dieser Stelle nicht iiberzeugen.

Uberraschenderweise wurden der Tachometer und die Storstreifen bei den Geschwindig-
keitsvisualisierungen sehr dhnlich bewertet. Ob eine Vertrautheit der Storstreifen aus Zeiten
der analogen Videorekorder dafiir verantwortlich ist, ldsst sich an dieser Stelle nur vermuten.
Ein Einsatz der verschiedenen Visualisierungen ist mit Sicherheit von der geplanten Aufga-
be abhédngig. Eine Verwendung der Rahmen wird aufgrund der vorliegenden Ergebnisse
allerdings nicht empfohlen.

Ausblick

Wenn man sich nun die Frage stellt, ob die Frameskip-Methode nun durch eine der vorge-
schlagenen Alternativen ersetzt werden konnte, so lasst sich dies nicht mit Sicherheit sagen.
Eine genauerer Vergleich zwischen Differenzen und Frameskip wére notig, um zu sehen, ob
das Studiendesign fiir die dhnlichen Ergebnisse der beiden Methoden verantwortlich war,
oder ob die Unterschiede zu gering sind, um irgendwelche Vor- oder Nachteile zu erzeugen.
Um den Bewegungseindruck auch bei hohen Geschwindigkeiten besser zu erhalten, als
beim reinen Uberspringen von Bildern, kann die Tracking-Methode weiterentwickelt werden.
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Prinzipiell waren wéahrend des Tutorials viele der Teilnehmer von der Vorschau der Tracking-
Methode begeistert, als sie damit aber die Aufgabe l16sen sollten, d&nderten einige jedoch
ihre Meinung. Wenn die erwahnten Probleme mit der Uberdeckung verringert werden und
die Informationen etwas dezenter im Video plaziert werden, dann konnten sich mit der
Tracking-Methode sicherlich bessere Ergebnisse bei der Objekterkennung erzielen lassen, als
es bei der durchgefiihrten Benutzerstudie der Fall war. Abschliefsend ldsst sich sagen, dass
Blending fiir den Fast-Forward Einsatz nicht geeignet ist, wenn es darum geht, eine moglichst
gute Erkennung der Objekte zu garantieren. Die Differenzen-Methode und Tracking lassen
sich noch verbessern und konnten dann bei hoheren Geschwindigkeiten eine Alternative zur
Frameskip-Methode sein.

71






Anhang A

Tabellen und Histogramme

H-Test nach Kruskal und Wallis
Erkennung X? = 34.4722,df = 3,p — value = 1.575¢ — 07
Aufmerksamkeit | x? = 10.3095,df = 3, p — value = 0.01611
Angenehm x> =30.345,df = 3, p — value = 1.168¢ — 06
Hilfreich X? =35.4582,df = 3,p — value = 9.748¢ — 08

Tabelle A.1.: Aufgabe 1 Fragen: H-Test Video 1

Erkennung Frameskip | Blending | Differenzen

Blending
Differenzen
Tracking

Aufmerksamkeit

Frameskip

Blending

Differenzen

Blending
Differenzen
Tracking

0.107
1.000

1.000

0.565

0.666

Angenehm

Frameskip

Blending
Differenzen
Tracking

Blending

Differenzen

Hilfreich

Blending
Differenzen
Tracking

Differenzen

Tabelle A.z2.: Aufgabe 1 Fragen: p-Werte des U-Test Video 1
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A. Tabellen und Histogramme

H-Test nach Kruskal und Wallis

Erkennung

Aufmerksamkeit

Angenehm
Hilfreich

X? = 21.1475,df = 3,p — value = 9.811e — 05
x? = 15.7057, df =3, p —value = 0.001303
X% =20.6593,df = 3, p — value = 0.0001239
x> = 18.3175,df = 3, p — value = 0.0003783

Tabelle A.3.:

Aufgabe 1 Fragen: H-Test Video 2

Erkennung Frameskip | Blending | Differenzen
Blending - -
Differenzen 1.000
Tracking 0.36261
Aufmerksamkeit | Frameskip | Blending | Differenzen
Blending - -
Differenzen 1.000
Tracking 1.000
Angenehm Frameskip | Blending | Differenzen
Blending - -
Differenzen 0.123 -
Tracking 0.972 0.099 1.000
Hilfreich Frameskip | Blending | Differenzen
Blending - -
Differenzen -
Tracking 1.000

Tabelle A.4.: Aufgabe 1 Fragen: p-Werte des U-Test Video 2
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A. Tabellen und Histogramme
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A. Tabellen und Histogramme
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Aufgabe 2

Video 1 Frameskip Blending | Differenzen | Tracking [Summe
Frameskip 0 17 14,5 11 42,5
Blending 7 0 7 5 19
Differenzen 9,5 17 0 7,5 34
Tracking 13 19 16,5 0 48,5
Summe 29,5 53 38 23,5 144
Quadratsumme 308,25 939 531,5 202,25 >=1981
J 918,5
A 0,1092995169
FG 6,8429752066
Chi? 23,1157024793
alpha 0,005
Video 2 Frameskip Blending | Differenzen | Tracking [Summe
Frameskip 0 14 16 14 44
Blending 10 0 13 9,5 32,5
Differenzen 8 11 0 6 25
Tracking 10 14,5 18 0 42,5
Summe 28 39,5 47 29,5 144
Quadratsumme 264 527,25 749 322,25 ¥=1862,5
J 859,25
A 0,0377415459
FG 6,8429752066
Chi? 12,3429752066
alpha 0,1
Video 1+2 Frameskip Blending | Differenzen | Tracking |Summe
Frameskip 0 31 30,5 25 86,5
Blending 17 0 20 14,5 51,5
Differenzen 17,5 28 0 13,5 59
Tracking 23 33,5 34,5 0 91
Summe 57,5 92,5 85 53 288
Quadratsumme 1124,25 2867,25 2520,5 1017,5 x=7529,5
J 3620,75
A 0,0699615839
FG 6,3969754253
Chi? 26,8969754253
alpha 0,0005

Abbildung A.7.: Aufgabe 2: Berechnung der Urteilskonkordanz nach Kendall[BLBo8]
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A. Tabellen und Histogramme
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