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Kurzfassung

Die visuelle Analyse von Videodaten aus Uberwachungsvideos ist eine mithsame und zeit-
aufwéndige Aufgabe. Eine Moglichkeit zur Beschleunigung des Analysevorgangs ist die
Extraktion von Trajektorien. In dieser Arbeit werden zwei Methoden zur Suche nach Trajek-
torien vorgestellt. Diese ermoglichen das skizzenbasierte sowie zeitabhdngige Durchsuchen
von Trajektorienmengen in Form von Filtern, die in ein bestehendes Visual-Analytics-System
integriert sind. Fiir die skizzenbasierte Suche wurde eine Oberfliche zur Modellierung der
Trajektorienskizze entwickelt. Fiir die vorgestellten Filter werden detaillierte Konfigurations-
moglichkeiten zur Verfiigung gestellt. Dabei wird auch das Formulieren unscharfer Anfragen
unterstiitzt.

Abstract

Visual analysis of surveillance video data is a tedious and time-consuming task. One possibi-
lity to enhance the analysis process is the extraction of trajectories. This paper introduces two
methods for trajectory search. These methods offer sketch-based and time-relative querying
of trajectory databases, which are implemented as filters and integrated in an existing visual
analytics system. A user interface for the modeling of trajectory sketches has been developed.
Detailed configuration possibilities are proposed for the presented filters. Additionally, the
filters support the formulation of fuzzy querys.
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Kapitel 1

Einleitung

1.1 Motivation

Die Analyse von Uberwachungskameraaufnahmen ist mithsam und zeitaufwéndig. Uber-
wachungskameras produzieren stindig Unmengen an Videodaten. Die Menge der weltweit
aufgezeichneten Videos wichst zudem immer rasanter. Die relevanten Informationen haben
in Uberwachungsvideos im Vergleich zu der gesamten Datenmenge in der Regel einen sehr
geringen Anteil. Daher wird bei der manuellen Auswertung durch Analysten ein Grofiteil
der Zeit vergeudet. Gleichzeitig liefern automatische Analysesysteme allerdings noch immer
unbefriedigende Ergebnisse [Ble1o].

Eine Moglichkeit, die manuelle Auswertung von Uberwachungsvideos zu beschleunigen
und zu vereinfachen, ist die Extraktion der Bewegungen von Objekten im Video. Diese
Bewegungen und ihre Eigenschaften werden in Trajektorien beschrieben. Beispiele der
Eigenschaften von Trajektorien sind Position, Geschwindigkeit, Richtung oder Objektklasse
(FuSganger, Radfahrer, Fahrzeug, etc.). Diese extrahierten Trajektorien konnen leicht nach
Eigenschaften gruppiert (“Clustering”) oder durchsucht (“Querying”) werden. So kann der
Benutzer eines solchen Extraktionssystems schnell potentiell niitzliche Informationen im
Video finden, ohne sich das ganze Video anschauen zu miissen.

Interactive Schematic Summaries

Interactive Schematic Summaries (ISS) [HHWH11a] ist ein System, das die visuelle Analyse
von Uberwachungsvideos durch Bereitstellen von extrahierten Trajektorien unterstiitzt. Es
bietet die Moglichkeit, die Trajektorien im Video durch hierarchisches Explorieren manuell
zu durchsuchen. Dabei werden die im Video enthaltenen Trajektorien entsprechend ihrer
Ahnlichkeit anhand bestimmter Kriterien in verschiedene skizzenahnliche Cluster zusam-
mengefasst. Aus den visuell dargestellten Clustern kann der Benutzer eines oder mehrere
auswihlen, deren Trajektorien wieder nach ihrer Ahnlichkeit in verschiedene Cluster zu-
sammengefasst werden. So kann der Benutzer iterativ und explorativ durch die Trajektorien
im Video navigieren, bis hinunter zu einzelnen Trajektorien. Von den so vom Benutzer



1 Einleitung

gefundenen Trajektorien kann dann der entsprechende Videoabschnitt angefordert werden.
Die Kriterien lassen sich dabei in jedem Schritt verdndern, um so die explorative Suche
individuell anzupassen. ISS hilft so dem Benutzer, durch die schematische Darstellung
schnell einen groben Uberblick iiber das Geschehen im Video zu bekommen. Interessante
Stellen sind schnell und explorativ zu finden, ohne dass durch das Anschauen irrelevanter
Videoabschnitte Zeit verloren geht.
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Abbildung 1.1: ISS: Trajektorien werden in verschiedene Cluster zusammengefasst und
farbig dargestellt [HHWH11a].

Fiir das Erstellen der Cluster werden alle vorhandenen Trajektorien anhand der gegebenen
Ahnlichkeitskriterien miteinander verglichen. Mit zunehmender Anzahl der Trajektorien
steigt der Berechnungsaufwand somit quadratisch an, was sich vor allem bei rechenauf-
wandige Vergleichsalgorithmen negativ auf die Berechnungsgeschwindigkeit auswirkt. ISS
16st dieses Problem durch Vorausberechnen der Ahnlichkeiten der Trajektorien, welches
die Analyse an zwei Bedingungen kniipft: Erstens konnen nur Trajektorien berticksichtigt
werden, die zum Zeitpunkt der Vorausberechnung der Ahnlichkeiten bekannt sind. Zweitens
kann die Analyse erst dann erfolgen, wenn die Vorausberechnung abgeschlossen ist, was
bei vielen Trajektorien unter Umstdnden sehr lange dauern kann. ISS ist also erst dann
einsetzbar, wenn die Daten des ganzen Videos analysiert wurden.

Skizzenbasierte Trajektoriensuche

ISS ermoglicht ein exploratives Erkunden der Videoinhalte. Wie die Trajektorien in Cluster
zusammengefasst werden, ist von Benutzer aber schwer kontrollierbar. So eignet sich das



1.2 Aufgabenstellung

Konzept eher dazu, eine Gesamtiibersicht iiber die extrahierten Inhalte zu bekommen, jedoch
weniger dazu, gezielte Suchanfragen zu beantworten. Eine gezielte Suche nach bestimmten
Trajektorien oder deren Eigenschaften gestaltet sich somit schwierig. Fiir diesen Anwen-
dungsfall muss die Moglichkeit zur Exploration um eine Suchfunktion erweitert werden. Fiir
das Durchsuchen der Trajektorien von Videos wurden verschiedene Methoden entwickelt.
Eine verbreitete Methode ist die skizzenbasierte Trajektoriensuche, bei der Suchanfragen
nach Trajektorien mittels einer Skizze modelliert werden. Diese Methode findet z.B. bei
Chang et al. [CCM 98], Hsieh et al. [HYCo6] und Yajima et al. [YNToz] Verwendung.

Trajektorien enthalten sowohl zeitliche als auch positionale Informationen. Soll nach bestimm-
ten Trajektorien gesucht werden, muss eine Anfrage erstellt werden, die die gewiinschten
zeitlichen als auch rdaumlichen Eigenschaften der Trajektorien enthélt. Anfragen an Datenbe-
stinde werden i.A. in Textform formuliert. Textbasierte Methoden, wie z.B. die Verwendung
von Schliisselwortern (z.B. “Ein Auto fahrt in diese Richtung”) sind fiir Trajektorienqueries
aber meist nicht geeignet, da sich die benotigten Informationen oft schwer oder nur sehr
aufwindig in Textform ausdriicken lassen [HXF'o7]. Das skizzenbasierte Erstellen einer
Query-Trajektorie 16st das Problem, in dem der Benutzer eine schematische Zeichnung der
gesuchten Trajektorie vorgeben kann. Die temporalen und positionalen Eigenschaften der
Trajektorie werden dabei visuell und intuitiv durch eine Skizze modelliert. Durch die visuelle
Darstellung ist eine prazise Modellierung der gesuchten Informationen moglich und kann
u.U. besser in den Kontext, in dem gesucht werden soll, eingeordnet werden.

Einsatz im Visual Analytics Center

Das Visual Analytics Center (VAC) ist ein Framework fiir die Extraktion von Trajektorien aus
Videos und stellt die Rahmenanwendung, in die auch ISS integriert ist. Das VAC unter-
sttitzt sowohl die Analyse von Videodaten in Echtzeit (wiahren des Abspielens), als auch
die statische Analyse, bei der zunéchst alle Daten aus dem Video in einen Cache extrahiert
werden und dann komplett zur Verfiigung stehen. Durch Filter kann die extrahierte Trajekto-
rienmenge nach bestimmten Kriterien reduziert werden. Jeder Filter kann entscheiden, ob
eine Trajektorie einem bestimmten Kriterium entspricht oder nicht und diese entsprechend
bewerten. Diese Filter sind sowohl in Echtzeit als auch statisch einsetzbar und lassen sich fiir
die Trajektoriensuche nutzen. Die Browsingschritte durch die Cluster in ISS stellen ebenfalls
Filter dar. Somit lasst sich die Suche nach Trajektorien als Filter in das VAC integrieren und
somit auch in den ISS nutzen. In Kapitel 3 auf Seite 25 wird das VAC nédher beschrieben.

1.2 Aufgabenstellung

In dieser Arbeit soll das VAC um eine Moglichkeit der skizzenbasierten Trajektoriensuche
erweitert werden. Dies soll {iber die Integration von Filtern geschehen, die sowohl ISS als
auch anderen verfiigharen Anwendungen innerhalb des VAC zur Verfiigung stehen. Ein
Filter hat die Aufgabe, Trajektorien anhand definierter Eigenschaften zu bewerten. Die
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Eigenschaften sollen dabei mittels einer Skizze modelliert werden. Zusitzlich sollen die
Suche nach zeitlichen Aspekten ermoglicht werden, wie z.B. “zwei Trajektorien treffen sich
zur gleichen Zeit” oder “nachdem sich eine Trajektorie bewegt, bewegt sich eine andere”.
Die entwickelten Filter sollen in den Filterbereich des VAC eingefiigt werden kénnen und
tiber ihre grafische Reprisentation zu einer Ubersicht iiber die einzelnen Filterschritte
beitragen. Zudem sollen die Parameter jedes Filters iiber eine Benutzeroberfliche angezeigt
und konfiguriert werden kdnnen.

Die Filter sollen fiir das Erstellen unscharfer Anfragen (“Fuzzy Queries”) geeignet sein.
Demnach soll ein Filter nicht nur entscheiden, ob ein bestimmtes Kriterium erreicht wird,
sondern auch zu welchem Grad. Fiir diesen Zweck wird das Konzept der Fuzzy-Logik
(siehe Abschnitt 2.5 auf Seite 23) eingesetzt. Ein spezieller Container kiimmert sich um die
Umwandlung der unscharfen Ergebnisse dieser Fuzzy-Filter in scharfe, boolesche Werte
(siehe Abschnitt 3.5.2 auf Seite 32).

Fiir die Losung dieser Aufgabe wurden im Rahmen dieser Arbeit zwei solcher Fuzzy-Filter
entwickelt. Der erste Filter bietet eine Benutzeroberfldche fiir das interaktive Erstellen einer
Trajektorienskizze und ermoglicht so die Trajektoriensuche anhand der modellierten Eigen-
schaften. Ergebnis des Fuzzy-Filters ist somit die Ahnlichkeit der verglichenen Trajektorien
beziiglich ihrer Eigenschaften. Dieser Filter wird in Kapitel 5 auf Seite 47 vorgestellt. Der
zweite Filter vergleicht Trajektorien in ihrem zeitlichen Zusammenhang, genauer ihre Eigen-
schaften zu einem gemeinsamen Zeitpunkt. So lassen sich Trajektorien finden, die zur selben
Zeit gleiche oder dhnliche Eigenschaften aufweisen, etwa den gleichen oder dhnlichen Ort.
Thre Ahnlichkeit zum selben Zeitpunkt ist das Ergebnis dieses Filters. Kapitel 6 auf Seite 59
befasst sich mit diesem zeitabhdngigen Filter.

1.3 Gliederung der Arbeit

Die Arbeit ist acht Kapitel gegliedert, deren Inhalt im Folgenden kurz vorgestellt wird:

Kapitel 1 - Einleitung Dieses Kapitel dient zur Einfithrung in die Thematik und erldutert die
Motivation und Aufgabenstellung der Arbeit.

Kapitel 2 - Grundlagen Hier werden einige Grundlagen vorgestellt, die fiir das Verstandnis
fiir die Thematik der Arbeit von Bedeutung sind, bzw. als Basis fiir die vorgestellten
Konzepte dienen.

Kapitel 3 - Das Visual Analytics Center In diesem Kapitel wird das VAC vorgestellt, in wel-
ches die skizzenbasierte Trajektoriensuche eingebettet ist. Es werden die Funktionsweise
des Systems sowie die Bedeutung und Einbettung von Filtern und Views erldutert.

Kapitel 4 - Skizzieren einer Query-Trajektorie Dieses Kapitel befasst sich mit dem Skizzie-
ren einer Query-Trajektorie, die zum Filtern anderer Trajektorien verwendet wird. Die
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1.3 Gliederung der Arbeit

Oberflache zum Erstellen der Skizze wird vorgestellt und die Vorgange und Mog-
lichkeiten bei der Skizzierung néher erldutert. Zudem wird erklart, wie die erstellte
Trajektorienskizze im System verwendet werden kann.

Kapitel 5 - Filtern anhand einer skizzierten Trajektorie In diesem Kapitel wird der erste Fil-
ter vorgestellt: ein Trajektorienfilter, der auf Grundlage einer skizzierten Query-
Trajektorie arbeitet. Dabei wird er Vergleich von Trajektorien, die Konfigurations-
moglichkeiten des Filters sowie seine Arbeitsweise nédher erldutert.

Kapitel 6 - Filtern von Trajektorien im zeitlichen Zusammenhang Dieses Kapitel beschreibt
den zweiten Filter, der Trajektorien im zeitlichen Zusammenhang filtert — auf Grundlage
ihrer Eigenschaften zum selben Zeitpunkt. Dabei werden auch hier die Konfigurations-
moglichkeiten und die Arbeitsweise des Filters erldutert.

Kapitel 7 - Validierung Die Validierung dient dazu herauszufinden, wie sich die vorgestellten
Filter einsetzen lassen und wie gut sie funktionieren. Durch ein Fallbeispiel wird der
Einsatz der Filter hinsichtlich ihrer Effektivitat und Effizienz beschrieben und bewertet.

Kapitel 8 - Zusammenfassung Dieses Kapitel fasst die Arbeit abschlieffend zusammen und
gewdhrt einen Ausblick auf offene Probleme und kiinftige Anwendungsgebiete.
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Kapitel 2

Grundlagen

In diesem Kapitel werden einige Grundlagen vorgestellt, die fiir die Thematik bzw. den
weiteren Verlauf von Bedeutung sind. Zudem werden einige Definitionen, Konzepte und
Techniken erldutert, auf deren Grundlage die Konzeption der skizzenbasierten Trajektorien-
suche basiert.

2.1 Visual Analytics

Visual Analytics ist ein Begriff fiir die visuelle Analyse von Sachverhalten, die sowohl durch
automatische Analysemethoden als auch durch visuelle Benutzerschnittstellen unterstiitzt
wird. Prédziser ausgedriickt ist Visual Analytics ein iterativer Prozess, der in der Analyse
Informationserfassung, Datenvorverarbeitung, Wissensreprésentation, Interaktion und Ent-
scheidungsfindung umfasst [KMS*08]. Das Ziel von Visual Analytics ist das Erstellen von
Werkzeugen und Techniken, die es Benutzern ermoglichen,

¢ Informationen zu synthetisieren und Einblick in umfangreiche, dynamische, mehrdeu-
tige und oft widerspriichliche Daten zu erhalten,

¢ Erwartetes zu erkennen und Unerwartetes zu entdecken,
e die Daten schnell, fundiert und verstandlich einzuschitzen und
e diese Einschitzung effizient fiir das weitere Vorgehen zu nutzen [KAF*08].

Visual Analytics verbindet zwei Welten: Die vollautomatische, rechnergestiitzte Analyse
und die visuelle Analyse von Problemen [KMT10]. Fiir viele analytische Probleme eignet
sich auf Grund ihrer Beschaffenheit eine vollautomatische Analyse zur Losung. Dies ist
dann der Fall, wenn sich das Problem durch einen Algorithmus oder eine dhnliche logische
Struktur ausdriicken ldsst und dariiber hinaus kein weiteres Kontextwissen zur Losung
des Problems benétigt wird. Mit der hohen Rechenleistung moderner Computer kénnen
solche Probleme sehr schnell, effizient und fehlerfrei gelost werden. Jedoch lassen sich einige
Probleme nicht oder nur mit groffem Aufwand vollautomatisch durch Rechner l6sen. Oft sind

13
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diese Probleme einfach zu komplex, um eine exakte Definition zu finden, die ein Rechner
zu losen versteht oder es wird zusitzliches (menschliches) Kontextwissen benottigt, um die
Richtigkeit einer Losung zu erkennen.

Visualisierungen sind dafiir zustandig, umfangreiche Daten schnell und iibersichtlich gra-
fisch darzustellen, um die Analyse dieser Daten visuell zu ermoglichen. Sie dienen zur
Kommunikation zwischen den Welten der automatischen und der manuellen Analyse. Ziel
der Visualisierung ist es, die Information aus den Rohdaten oder bereits vorprozessier-
ten Daten dem Benutzer auf effiziente Weise zu tibermitteln. Dies soll so geschehen, dass
die kommunizierte Information fiir den Benutzer verstiandlich und leicht zu erfassen ist.
Durch Interaktion kann der Benutzer auf die analysierte Information reagieren und weiteres
Vorgehen im Visual-Analytics-Prozess steuern.

Visual Analytics kombiniert die stirken beider Gebiete: auf der einen Seite steht die schnelle
und automatische Analyse intelligente Algorithmen und hohe Rechenleistung zur Verftigung,
auf der anderen Seite die visuelle Analyse, die die Vorteile menschlicher Fihigkeiten nutzt,
komplexe und unbekannte Sachverhalte zu erkennen. Ein Visual-Analytics-System erlaubt
somit dem Benutzer, analytische Probleme mittels einer Kombination aus effizienten, auto-
matisierten Vorgangen und eigenem Wissen zu l0sen — oft sogar ohne eine genaue Definition
des vorhandenen Problems zu kennen. Dabei ist das Hauptziel von Visual Analytics meist
die effiziente Analyse grofser Mengen von Daten, um relevante Informationen visuell zu
identifizieren und herauszufiltern [KAF08].

Abbildung 2.1 illustriert die generellen Probleme in der IT und die analytischen Probleme,
welche sich teilweise durch automatische Analyse, Visualisierung oder die Kombination aus
beiden — Visual Analytics — 16sen lassen. Zu beachten ist, dass nicht jedes durch automatische
oder visuelle Analyse losbare Problem gleich ein Visual-Analytics-Problem ist, falls sich das
Problem durch andere effektive Methoden 16sen ldsst [KMT10].

General Application
--------- -._ Areas of IT

P Automatic Analysis N

Analyticali\\ >
Problems ; ;

Visual Analytics o4& ;

today ---- in 5 years

Abbildung 2.1: Analytische Probleme lassen sich teilweise durch automatische Analyse,
Visualisierung und ihrer Kombination (Visual Analytics) 16sen [KMT1o0].
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2.2 Object-Tracking in Uberwachungsvideos

Das Mantra der visuellen Analyse

Shneiderman hat als Prozess der visuellen Informationssuche folgendes Mantra formuliert:
“Overview first, zoom and filter, then details-on-demand” [Shng6]. Demnach soll sich der
Benutzer zuerst einen Uberblick iiber die zu analysierende Information verschaffen kénnen.
Die iterative Eingrenzung der Datenmenge geschieht mittels Filtern und Aggregation (Zoom).
So kann die gesamte Datenmenge auf die relevante Information reduziert werden, die
meist nur einen Bruchteil der gesamten Daten darstellt. Wurde die relevante Information
aufgespiirt, kann diese mit allen Details dargestellt werden.

Viele Systeme begriinden ihre Designentscheidungen genau auf diesem Mantra. Dieses
Mantra wurde von Keim im Hinblick auf die visuelle Analyse angepasst: “Analyze first, Show
the Important, Zoom, filter and analyze further, Details on demand” [KAF*08]. So formuliert
fordert dieses Mantra speziell die Kombination von Analyseansdtzen mit intelligenten
Visualisierungstechniken. Der iterative Analyseprozess im VAC kann ebenfalls mit Hilfe von
Keims Mantra umschrieben werden, wie in Abschnitt 3.7 auf Seite 35 verdeutlicht wird.

2.2 Object-Tracking in Uberwachungsvideos

Das automatische Auffinden von Objekten in Videos ist ein starkes Merkmal der visuellen
Analyse von Videos, auf das viele Analysetechniken zurtickgreifen. Dabei sind vor allem
Objekte interessant, die sich bewegen, d.h. im Video ihre Position verdndern und sich so
von ihrer (unbewegten) Umgebung abheben. Im Bereich der Verkehrsiiberwachung sind das
z.B. Autos, Radfahrer oder Fufsgidnger. Object-Tracking ist eine Methode, Objekte auf Grund
ihrer Bewegung innerhalb des Videokontextes zu finden.

Oft ist nicht nur die Bewegung eines Objektes von Interesse, sondern auch seine genaue
Position. Eine Bewegung im Kontext eines Videos geschieht allerdings immer relativ zur
Kamera. Daher ist die exakte Position eines Objekts immer abhingig von Position und
Blickwinkel der Kamera. Uberwachungsvideos sind eine Art von Video, die dieses Problem
durch ihre Charakteristik deutlich eingrenzen und eine exakte Positionsbestimmung eines
Objekts im Video zulassen.

2.2.1 Charakteristik von Uberwachungsvideos

Ein Uberwachungsvideo ist ein Video, das von einer Uberwachungskamera aufgezeichnet
wird. Die Charakteristik einer Uberwachungskamera ist, dass sie ihren Standort nicht dndert.
Dabei faingt die Kamera entweder immer den selben Bildausschnitt ein oder bewegt sich in
einem definierten und sehr begrenzten Rahmen.

Da Uberwachungsvideos aber oft rund um die Uhr aufgezeichnet werden, kann ein Aus-
schnitt eines Uberwachungsvideos sehr lang sein — eventuell mehrere Stunden oder sogar
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Tage. Die Menge an relevanten Informationen, die aus solch einem langen Video extrahiert
werden, kann enorm sein, etwa wenn auf dem Video sehr viele Menschen zu sehen sind
— wie in einer Fufigdngerzone oder einer Eingangshalle. Ein Object-Tracking-System, das
Bewegungsdaten extrahiert und analysiert, sollte so entworfen sein, dass es mit diesen
grofien Datenmengen umgehen kann, bzw. in dieser Hinsicht skalierbar ist.

2.2.2 Object-Tracking und Trajektorien

Das Ergebnis von Object-Tracking sind sogenannte Trajektorien. Eine Trajektorie beschreibt
in erster Linie die Bewegung eines Objekts im raumlichen und zeitlichen Zusammenhang.
Sie beschreibt den Pfad, den ein Objekt innerhalb einer gewissen Zeit im Raum zuriick-
legt. Meist wird eine Trajektorie durch eine Reihe von Beobachtungen oder Messwerten
definiert, die jeweils den Ort des Objekts zu einem bestimmten Zeitpunkt angeben. Fiir die
Definition der Trajektorie zwischen ihren Beobachtungen werden Interpolationsmethoden
angewendet. Trajektorien werden oft in der Geoinformatik fiir Object-Tracking verwendet
[AAWo7, LDFWo7]. So macht es auch Sinn, Trajektorien fiir das Verfolgen von Objekten
innerhalb eines Uberwachungsvideos zu verwenden.

In dieser Problemstellung werden Trajektorien verwendet, um Bewegungen von einzelnen
erkannten Personen, Fahrzeugen, 0.A. in einem Uberwachungsvideo zu beschreiben. Nor-
malerweise ist dabei nicht die Position im Bild, sondern die (zweidimensionale) Position in
der tatsdchlichen, aufgenommenen Umgebung interessant. Unter der Annahme, dass die
Grundebene der Szene im Kameraausschnitt eben ist, kann die echte Position der Trajek-
torien mittels Projektion von der Bild- in die Grundebene ermittelt werden. Sind also alle
Projektionsinformationen der Kamera bekannt (Ort, Blickwinkel, Zoomstufe, etc.), kann in
jedem Videoframe die Position der Objekte aus der Bildebene in ihre tatsdchliche Position
in der Szene transformiert werden (siehe Abschnitt 3.1.2 auf Seite 27). Somit konnen auch
Abstdnde zwischen Objekten und ihre Entfernung zur Kamera korrekt berechnet werden.

2.2.3 Systeme zur Videoanalyse

Calderara et al. [CPCo9] stellt ein Videoiiberwachungssystem vor, das auf Trajektorien
arbeitet, die sich nach Position und Form durchsuchen lassen. Durch Clustering werden
die Anzahl der Vergleiche zu einer Abfragetrajektorie verringert und die Suche effizienter
gestaltet. Dabei werden die Trajektorien ebenfalls in den von der Kamera erfassten Raum
transformiert.

Ein weiteres Uberwachungssystem, das in dhnlicher Weise Trajektorien aufzeichnet, ist
das von Girgensohn et al. entwickelte Dynamic Object Tracking System (DOTS) [GSTWoy,
GKV™oy]. DOTS benutzt jedoch gleich eine ganze Reihe von Kameras, um Bewegungen tiber
mehrere Kameraausschnitte hinweg zu erfassen. Die Trajektorien werden in eine Top-View-
Sicht transformiert und gesamt von oben dargestellt, z.B. in einem Stockwerksplan eines
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2.3 Query-Methoden

Gebadudes. Hoferlin et al. [HHWog9] verwendet ein VideoPerpetuoGram [BSE08] zur Analyse
von Trajektorien in Uberwachungsvideos, welche ihre Fortsetzung in [HHWH11b] findet.

2.3 Query-Methoden

Ein Query ist eine Anfrage an ein Daten enthaltendes System mit dem Ziel, einen definierten
Teil dieser Daten als Antwort zu erhalten. Meist wird der Begriff “Query” in Verbindung
mit relationalen Datenbanken gebracht, die textbasierte Queries mittels geeigneter Spra-
chen (z.B. SQL) ermoglichen. Multimediadatenbanken, die Bilder oder Videos enthalten,
erdffnen neue Anforderungen an die gestellten Datenbank-Queries. So sind die Objekte
in so einer Datenbank sehr viel komplexer als Eintrdge in einer klassischen relationalen
Datenbank. Multimedia-Anfragen enthalten oft Anforderungen an Positionen, Formen oder
Farben, die sich gar nicht exakt, sondern nur ungefdhr definieren lassen [Fagg8]. Daher
ist das Formulieren einer geeigneten Anfrage fiir Multimediadatenbanken von besonderer
Wichtigkeit.

Fiir die skizzenbasierte Trajektoriensuche in Videos sollen Queries an eine Trajektorienda-
tenbank gestellt werden, deren Inhalte zuvor aus Videos extrahiert wurden. Dafiir gibt es
generell drei Abfragemethoden, die fiir das Durchsuchen von Trajektorien geeignet sind:
Query by Example, Query by Sketch und Semantic-based Query [BPB"10].

Query by Example

Das Erstellen einer Abfrage anhand eines bestehenden Beispiels ist die einfachste und
schnellste Moglichkeit, eine Abfrage zu formulieren. Fiir die Abfrage wird eine bestehende
Trajektorie aus dem Datenbestand von Videos extrahierten Trajektorien ausgewdhlt. Die Ab-
frage zielt darauf ab, Trajektorien zu finden, die der ausgewédhlten Trajektorie in bestimmen
Eigenschaften dhnlich sind.

Der Vorteil dieser Variante ist, dass der Benutzer die Trajektorie nicht von Hand zeichnen
muss und somit relativ schnell eine Abfrage formulieren kann. Allerdings muss sich eine
geeignete Trajektorie bereits im Datenbestand befinden. Es lassen sich lediglich Abfragen
formulieren, fiir die bereits eine Beispieltrajektorie existiert. Zudem sind die raumlichen Ko-
ordinaten von den Aufnahmebedingungen des Videos abhingig. Andern sich Kamerawinkel,
Zoomstufe etc. kann es sein, dass die rdumlichen Eigenschaften der ausgewihlten Trajektorie
und die der Trajektorien aus dem zu durchsuchenden Video nicht zusammenpassen. Befin-
det sich eine passende Trajektorie im Datenbestand, muss diese auch erst darin gefunden
werden. Das Verfahren eignet sich also nicht fiir die Suche nach einer prinzipiellen Idee des
Benutzers, sondern eher als Folge einer vorangegangenen Anfrage, aus deren Ergebnismenge
die Beispieltrajektorie ausgewéahlt wird.
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2 Grundlagen

Query by Sketch

Der Benutzer erstellt eine Anfrage mittels einer selbst erstellten Trajektorie, die er zuvor
skizziert hat. Das Zeichnen einer Skizze bietet eine sehr einfache Moglichkeit, die raumlichen
Aspekte einer Trajektorie zu modellieren. So kann auf einfachem Weg eine Trajektorie fiir die
Anfrage erstellt werden, ohne dass ein entsprechendes Beispiel im Video existieren muss. Zu
beachten ist jedoch, dass solche Queries ohne Wissen {iber den Inhalt des Datenbestands u.U.
keine oder unerwartete Ergebnisse liefern konnen, so dass der Benutzer Zeit mit sinnlosen
Queries vergeudet.

Der Query-by-Sketch-Ansatz wird in dieser Arbeit fiir die skizzenbasierte Trajektoriensuche
verwendet (siehe Kapitel 4 auf Seite 37). Chang et al. implementiert den Ansatz auf dhnliche
Weise in seinem System VideoQ [CCM*98].

Semantic-based Query

Die wohl bisher vielversprechendsten Ansétze der trajektorienbasierten Videoanalyse versu-
chen eine semantische Beschreibung des Bewegungspfades eines Objekts zu extrahieren und
das Objekt fiir eine spidtere Suche zu annotieren. Auf Basis dieser Semantiken werden die
Suchanfragen formuliert, sogenannte “Semanic-based Queries”. So eine Anfrage enthalt eine
semantische Beschreibung der gesuchten Trajektorien. Will man z.B. im Uberwachungsvideo
einer Eingangshalle die Trajektorien aller Personen finden, die den Aufzug benutzen, konnte
die semantische Anfrage etwa so aussehen: “Finde alle Personen, die zum Aufzug gehen”.
Es wird nicht nach unmittelbaren Eigenschaften der Trajektorien gefragt, sondern nach
semantischen Informationen, die vom System interpretiert werden, im Fall des Beispiels die
Information “Person geht zum Aufzug”.

Vorteil dieser Methode ist, dass keine technischen Aspekte iiber die Art der Trajektorien-
daten bekannt sein miissen, sondern nur deren Semantik interessiert. Allerdings kéonnen
in Anfragen lediglich Semantiken verwendet werden, die dem System bekannt sind. Eine
unbekannte Semantik kann das System nicht verarbeiten. Semantic-based Queries kommen
z.B. bei Hu et al. [HXF " 07] zum Einsatz.

2.4 Skizzenbasierte Trajektorien-Queries

In diesem Abschnitt werden einige Grundlagen und Konzepte vorgestellt, die fiir das
Erstellen und Durchfiihren von Trajektorienqueries von Bedeutung sind. Hier zu gehort
die Modellierung der Trajektorienskizze sowie Methoden fiir den Vergleich mit anderen
Trajektorien beziiglich ihrer Eigenschaften. Zusatzlich ist bei unscharfen Anfragen die
Definition von Unsicherheiten und Relevanzen wichtig.
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2.4.1 Trajektorienmodellierung

Fiir die Erstellung eines skizzenbasierten Queries muss die Skizze der Query-Trajektorie
zundchst modelliert werden. Hierbei erhilt sie die Eigenschaften, die fiir das Query relevant
sind. Die Modellierung geschieht normalerweise iiber eine Zeichenoberfldche, auf die die
Trajektorie schematisch gezeichnet (skizziert) wird.

Das Videoanalysesystem VideoQ von Chang et al. [CCM*9gy] bietet die skizzenbasierte
Modellierung von Trajektorien iiber eine abstrakte Zeichenfldche. Im Folgenden wird das
System kurz vorgestellt, um die Konzepte zu erldutern.

VideoQ

VideoQ) ist ein automatisches System zum Durchsuchen von Videos mittels skizzenbasierten
Anfragen. Laut eigenen Angaben war es das erste Online-Suchsystem mit objektbasierter
Indizierung und Unterstiitzung fiir raumzeitliche Suchanfragen [CCM*98].

Das Hauptaugenmerk von VideoQ liegt auf der Unterstiitzung von “animierten” Skizzen, um
raumzeitliche Suchanfragen zu formulieren. Eine Skizze beschreibt dabei als Schliisselkom-
ponenten die rdumliche Laufbahn eines sich bewegenden Objekts so wie die zeitliche Dauer
der Bewegung. Fiir die raumliche Beschreibung der Bewegung “zeichnet” der Benutzer

rmssUnsigned Java Applet Window'

Abbildung 2.2: Benutzeroberfldche in VideoQ zum Zeichnen einer Trajektorie [CCM™98].
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2 Grundlagen

durch Anklicken mehrerer Punkte auf der Zeichenoberfldche eine polygonale Trajektorie.
Die Dauer der spezifizierten Bewegung wird dabei sehr intuitiv angegeben, mit den Wer-
ten “kurz”, “mittel” oder “lang”. Zusétzlich konnen Eigenschaften wie Form, Farbe oder
Oberflachenstruktur definiert und entsprechend ihrem Maf} an Bedeutung gewichtet werden.
Abbildung 2.2 zeigt die Benutzeroberfliche von VideoQ zum Erstellen der Anfragetrajektorie

und Modellieren ihrer Eigenschaften.

Damit die gezeichnete Trajektorie als Anfrage verarbeitet werden kann, wird sie so inter-
poliert, dass ihre Stiitzpunkte zeitliche Abstinde entsprechend der Framerate des Videos
aufweisen. Die angegebene zeitliche Information “kurz”, “lang”, oder “mittel” wird vom
System auf Basis der Framerate interpretiert.

Changs System zeigt, dass sich das Erstellen einer Skizze sehr gut zum Modellieren einer
Query-Trajektorie eignet. Die gleiche Idee wird auch in dieser Arbeit beim Erstellen einer
Trajektorienskizze verfolgt und weiter prazisiert (siehe Kapitel 4 auf Seite 37). So bietet die
entwickelte Skizzierungsoberfldche im Gegensatz zu VideoQ zusétzlich eine Einordnung
der Skizze in den zu durchsuchenden Videoausschnitt, sowie prazisere Moglichkeiten zur
Modellierung der zeitlichen Eigenschaften.

Trajektoriendarstellung

Um das Skizzieren einer Trajektorie einfach und intuitiv zu gestalten, ist eine geeignete
Darstellung fiir die Skizze sehr wichtig. Uber die visuelle Darstellung bekommt der Benutzer
Feedback, wie und an welcher Stelle er die Skizze verdndern kann und welche Auswirkungen
die Anderungen haben.

VideoQ verwendet zur Darstellung der gezeichneten Trajektorie eine einfache schwarze Linie
(siehe Abbildung 2.2). Dabei ist nicht ersichtlich, ob und wie die gezeichnete Trajektorie
verandert werden kann. Zudem scheint es durch den fehlenden Hintergrund schwer, die
gezeichnete Trajektorie im Videokontext einzuordnen.

ISS von Hoferlin et. al [HHWH11a] fasst die Trajektorien eines Videos nach bestimmten
Kriterien zusammen und stellt die zusammengefassten Cluster schematisch dar. Dabei wird
eine cartoonartige Darstellung fiir die Trajektorien verwendet, die als Reprdsentation ihres
Clusters dienen. Diese werden als breite Pfeile dargestellt (sieche Abbildung 2.3). Pfeile,
die zum gleichen Cluster gehoren, werden als einzelnes, auswiahlbares Objekt kombiniert
dargestellt. Durch die Transparenz und die verschiedenen Farben der Pfeile konnen diese
leicht unterschieden und ausgewihlt werden. Die Trajektorien sind hier nicht zum Verdndern
durch den Benutzer gedacht. Dementsprechend werden keine Moglichkeiten zur Verfiigung
gestellt, die eine Bearbeitung zulassen.

Die Darstellung auf dem Hintergrund des analysierten Videos ermoglicht es dem Benutzer,
die Trajektorien direkt im rdumlichen Kontext des Videos zu betrachten. Beim Skizzieren
der Trajektorien im VAC wird diese Pfeildarstellung fiir die Skizzentrajektorie teilweise wie-
derverwendet und um Konstrukte, die zum Bearbeiten der Trajektorie notig sind, erweitert
(siehe Abschnitt 4.2 auf Seite 39).
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Abbildung 2.3: Darstellung von Trajektorienclustern in ISS [HHWH11a].

2.4.2 Trajektorienvergleich

Die Bearbeitung einer Suchanfrage nach Trajektorien erfordert eine Moglichkeit, die Trajekto-
rien miteinander zu vergleichen. Da Trajektorien komplexe Gebilde sind und eine Vielzahl
verschiedener Eigenschaften aufweisen, lassen sich unterschiedliche Kriterien definieren,
die Grundlage fiir einen Trajektorienvergleich bieten. Der Vergleich kann in einer oder
mehreren dieser Eigenschaften erfolgen. Vergleichbare Trajektorieneigenschaften wie z.B.
Form, Position, Richtung, Geschwindigkeit oder Zeit haben jedoch viele verschiedene Werte
innerhalb der Trajektorie, die z.B. durch Stiitzpunkte definiert sind. Zudem kann die Lange
von Trajektorien und somit auch die Anzahl von Stiitzpunkten stark variieren. Zuséatzlich
zu den zu vergleichenden Eigenschaften einer Trajektorie miissen also auch verniinftige
Methoden definiert werden, die beschreiben, wie die komplexen Eigenschaften miteinander
verglichen werden.

Eine naheliegende und auch weit verbreitete Methode fiir den Vergleich von Trajektorie-
neigenschaften ist das Abbilden von Unterschieden auf skalare Distanzwerte. Eine Distanz
definiert, wie unterschiedlich zwei Trajektorien beziiglich einer Eigenschaft zueinander sind.
Kann diese Eigenschaft auf einen skalaren oder vektoriellen Wert abgebildet werden, kann
z.B. die euklidische Distanz zur Bestimmung des Unterschieds verwendet werden. Jedoch
sind auch andere Methoden zur Berechnung von Distanzen moglich. Zhang et al. [ZHTo6]
stellt z.B. neben der euklidischen Distanz auch andere Vergleichsmethoden vor, vor allem
fiir den Vergleich der positionalen Eigenschaften von Trajektorien.
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2 Grundlagen

2.4.3 Unsicherheit und Relevanz

Das Definieren einer Unsicherheit ist beim Einsatz von unscharfen Anfragen in Trajektorien-
filtern von essentieller Bedeutung. Durch sie kann fiir jede Trajektorie ausgedriickt werden,
mit welcher Sicherheit (oder Unsicherheit) sie den gewiinschten Beitrag zum Ergebnis liefert.
Dies ist Grundlage fiir die Entscheidung, ob die Trajektorie zur Ergebnismenge gehort oder
nicht — also ob die Sicherheit hoch genug ist, dass die Trajektorie zum gewtinschten Ergebnis
gehort.

Die Bestimmung der Relevanz einer Trajektorie dient dazu, eine Aussage dariiber zu treffen,
wie bedeutsam die Trajektorie fiir das Ergebnis ist. Dadurch konnen Trajektorien in der
gefilterten Ergebnismenge daran unterschieden werden, wie relevant sie als Ergebnis der
Anfrage sind. Hoferlin et al. [HHWH11b] verwendet Relevanzen in verschiedenen Filtern,
durch welche jeweils eine Eigenschaft der Trajektorien (z.B. Position, Bewegungsrichtung,
Geschwindigkeit und Dauer) je nach Wert und ihrer Bedeutung im Gesamtergebnis bewertet
werden kann. Abbildung 2.4 zeigt ein Beispiel eines solchen Filters, in diesem Fall ein
Positionsfilter. Hier kann durch ein Malwerkzeug der Bereich auf dem Videohintergrund
definiert werden, der fiir den Benutzer von Interesse ist. Somit werden Trajektorien in diesem
Bereich als relevant eingestuft. Durch einen einstellbaren Fuzzy-Wert ldsst sich die Relevanz
des definierten Bereiches verdandern.

Drawing tools

Fuzzy value Brush radius
@ 035 ) 13—}

Abbildung 2.4: Zeichenoberflidche des Positionsfilters bei Hoferlin et al. [HHWH11b].
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Letztendlich konnen durch solch eine Bewertung Trajektorien gefunden werden, deren Eigen-
schaften den eingestellten Filtern entsprechen. Das Query-by-Sketch-Prinzip wird in dieser
Arbeit leicht abgewandelt: es lassen sich beinahe die selben Trajektorieneigenschaften in den
Filtern formulieren, jedoch liegt der Fokus in der Modellierung einer eigenen Trajektorie mit
kompletten oder teilweise definierten Eigenschaften (siehe Kapitel 4 auf Seite 37). Zusatzlich
kann eingestellt werden, wie weit gesuchte Trajektorien in bestimmten Eigenschaften von
der modellierten abweichen diirfen.

Im VAC (Kapitel 3 auf Seite 25) lduft die Bewertung der Trajektorien zwar dhnlich ab,
wird aber in zwei Strange aufgeteilt: durch eine Reihe von Filtern in einem Filtergraphen
wird (teilweise unter Verwendung einer Unsicherheit) ausgewertet, ob eine Trajektorie zur
Ergebnismenge gehort oder nicht (siehe Abschnitt 3.5 auf Seite 31). In einen weiteren, parallel
gefiihrten Graphen lassen sich sog. Relevanzbausteine einfiigen, die die Trajektorien nicht
filtern, sondern die Aufgabe haben, die Trajektorien zusatzlich hinsichtlich der Relevanz
fur das Ergebnis zu bewerten (siehe Abschnitt 3.5.3 auf Seite 34). Durch Filter wird als
entschieden, ob eine Trajektorie im Ergebnis auftaucht, durch die Relevanz kénnen die
Trajektorie innerhalb des Ergebnisses z.B. in ihrer visuellen Représentation (Form, Farbe, ...)
unterschieden werden.

2.5 Fuzzy-Logik und Fuzzy Queries

Die klassische Aussagenlogik kennt genau zwei Ergebniswerte: “wahr” und “falsch”. Manch-
mal ist es jedoch notwendig Aussagen zu modellieren, die nur zu einem gewissen Anteil
wahr oder falsch sind. Fiir solche “unscharfen” Aussagen bedarf es einer Erweiterung
der Aussagenlogik auf flexiblere Werte. Eine solche Erweiterung bietet die Fuzzy-Logik
(“unscharfe” Logik) [Zad65, Zad88].

Die Fuzzy-Logik erweitert die klassische Aussagenlogik auf die Ergebniswertmenge [0, 1].
Der Wert 0 bedeutet falsch, ein Wert von 1 entspricht dem booleschen wahr. In allen Werten
dazwischen zerfliefSt die Aussage tiber wahr und falsch in prozentuale Anteile. Ist z.B. eine
Aussage A zu 60% wabhr, erhilt sie den Wahrheitswert 0,6.

Um die Vorteile von Fuzzy-Logik zu verdeutlichen, fiihrt Fagin [Fagg6] ein einfaches Beispiel
mit Datenbankabfragen auf: Man stelle sich vor, man mochte an eine Datenbank beste-
hend aus Informationen tiber Musikalben einige Anfragen stellen. Die atomare Abfrage
“Interpret = Beatles” kann fiir jedes Objekt eindeutig mit wahr (1) oder falsch (0) beantwortet
werden. Fragen wir allerdings auf multimedialer Ebene z.B. nach der Farbe des Album-
Covers (“AlbumCover = rot”) kann das Ergebnis mittels der Fuzzy-Logik fiir jedes Objekt ein
Fuzzy-Wert zwischen 0 und 1 enthalten, je nach dem wie viel “rot” das Cover enthélt. So
eine Abfrage nennt sich Fuzzy Query.
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Fuzzy-Operatoren

Um eine vollstandige Logik zu definieren, miissen geeignete Operatoren fiir Konjunktion,
Disjunktion und Negation gefunden werden. Zadeh [Zad65] schldgt hierbei folgende Funk-
tionen vor: Sei y4 (x) der Grad der Zugehorigkeit eines Objekts x in der Menge A und up (x)
der Grad der Zugehorigkeit von x in der Menge B. Dann lésst sich jeweils die Zugehorigkeit
des Objekts x in Schnitt, Vereinigung und Komplement der Mengen wie folgt ausdriicken:

Konjunktion: pang (x) = min{pa (x), up(x)}
Disjunktion: pavs (x) = max{ua (x), up(x)}
Negation: poa(x) = 1—ps(x)

Die Min- und Max-Operatoren stellen eine T-Norm und T-Conorm dar. Im Bereich der
Fuzzy-Logik sind dies die meist verbreiteten Operatoren. Theoretisch kann hier aber jede
beliebige T-Norm und T-Conorm als Operator eingesetzt werden [Web83]. Jedoch sind die
hier verwendeten Funktionen als sinnvoll definierte Fuzzy-Operatoren anzusehen [BG73,
TZZ79].

Trajektorien und Fuzzy-Logik

Wie in Fagins Plattencover-Beispiel lassen sich mit Hilfe der Fuzzy-Logik und deren Opera-
toren auch komplexere Abfragen aufstellen. Der Vergleich von Trajektorien in dieser Arbeit
erfolgt mit Hilfe dieser Logik. So ldsst sich nicht nur bestimmen, ob sich zwei Trajektorien in
einer bestimmten Eigenschaft dhnlich sind oder nicht, sondern auch zwischen verschiedenen
Graden von Ahnlichkeit unterscheiden (siche Abschnitt 5.2 auf Seite 49).

Mit dieser Differenzierung lassen sich nun Fuzzy-Queries fiir Trajektorien aufstellen, die
besser auf ungenaue Angaben — wie es beim Zeichnen einer Skizze oft der Fall ist — zuge-
schnitten sind. Beispielsweise werden Trajektorien gesucht, die sich mit einer skizzierten
Trajektorie positional (weitgehend) tiberdecken und ungefihr in die gleiche Richtung verlau-
fen. In diesem Fall liefSe sich fiir beide Kriterien einzeln ein Schwellenwert festlegen, unter
welcher Uberdeckungs- bzw. Richtungsdifferenz die einzelnen Kriterien als wahr bezeichnet
werden. Zieht man jedoch die Moglichkeit in Betracht, dass auch Trajektorien akzeptabel
sind, die nur eine geringe Uberdeckung aufweisen, jedoch in der Richtung sehr gut zusam-
menpassen (oder umgekehrt), dann ldsst dieser Fall keinen eindeutigen Schwellenwert zu.
Mit dieser Gegebenheit lasst sich umgehen, wenn die Kriterien mittels Fuzzy-Logik zu einem
Fuzzy-Query kombiniert werden [DPg7].

Ein weiterer Punkt ist die Gewichtung der einzelnen Kriterien. Ist ein Teil eines Queries
bedeutsamer als der Rest, konnen die “unscharfen” Ergebnisse problemlos entsprechend
ihrer Bedeutung gewichtet werden.
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Kapitel 3

Das Visual Analytics Center

Das Visual Analytics Center (VAC) ist ein Framework fiir das Extrahieren und Verarbeiten von
Inhalten (sog. “Features”) aus diversen Datenquellen. Der primédre Zweck dieses Frameworks
ist die Verarbeitung von Videoquellen, um darin enthaltene Informationen visuell und
interaktiv fiir eine Analyse zur Verfiigung zu stellen. In diesem Fall wird das Framework fiir
die Extraktion von Trajektorien aus Uberwachungsvideos benutzt. Diese Trajektorien werden
dann fiir eine weitere Analyse visuell zur Verfiigung gestellt.

Die Benutzeroberfldche enthilt drei wichtige Komponenten: Mit Hilfe einer Timeline kann
durch das geoffnete Video navigiert werden. In einem Filterbereich lassen sich diverse Filter
fiir die extrahierten Inhalte definieren (siehe Abschnitt 3.5 auf Seite 31). In die eigentliche
Arbeitsoberflache konnen verschiedene Ansichtsfenster (sog. “Views”) eingefiigt werden,
die die Ergebnisse visuell darstellen und ggf. interaktive Funktionen anbieten. Abbildung
3.1 zeigt die Benutzeroberflache mit diesen drei Komponenten. Das Framework wird u.a.
fiir ISS [HHWH11a, HHWH12] verwendet, das in die Hauptanwendung integriert ist. Die
skizzenbasierte Trajektoriensuche ist ebenfalls in das Framework eingebettet und steht als
Filter fiir Trajektorien zur Verfiigung.

Echtzeit-Analyse und statische Analyse

Das VAC bietet zwei verschiedene Methoden zur Analyse von Videos oder anderer Daten.
Eine Methode ist die Echtzeit-Analyse. Dies bedeutet, dass die extrahierten Daten beim
Abspielen des Videos (oder anderer zeitbezogener Daten) exakt zu dem Zeitpunkt zur
Verfligung stehen, zu dem sie wiedergegeben werden. Im Gegenzug wird das Video nicht
weiter abgespielt, wenn noch nicht alle notwendigen Daten dieses Zeitpunktes extrahiert
sind. Durch Vorausberechnung und Caching lauft die Wiedergabe allerdings auch bei
rechenintensiveren Operationen oder grofien Datenmengen meist fliissig.

Die Echtzeit hat den Vorteil, dass theoretisch auch Live-Videostrome direkt verarbeitet
werden konnen. Durch geschicktes Caching und dem Loschen nicht mehr relevanter Daten
wadre sogar die Echtzeit-Analyse einer endlosen Videoaufzeichnung denkbar. Allerdings
waire eine fliissige Wiedergabe in diesem Fall bei rechenaufwédndigen Daten wohl nur
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Abbildung 3.1: Benutzeroberfliche des VAC. Im unteren Bereich befindet sich die Timeline,
rechts der Filterbereich. Im mittleren Bereich finden die gedffneten Views Platz.

zeitverzogert moglich. Die Echtzeit-Verarbeitung der Daten bringt zudem Probleme mit sich,
insbesondere wenn extrahierte Daten untereinander Verglichen werden sollen. Das Problem
wird in Abschnitt 6.1 auf Seite 59 im Zusammenhang mit dem Vergleich von Trajektorien
verdeutlicht.

Die zweite Analyse-Methode ist die statische Analyse. Dabei wird ein Video (oder ein Daten-
satz anderer Daten, z.B. Trajektorien) komplett in einen Cache geladen, bevor eine fiir die
statische Analyse geeignete Views alle extrahierten Informationen auf einmal bekommt. So
kann unabhédngig von der Abspielzeit eine Gesamtiibersicht aller enthaltenen Informationen
erstellt und analysiert werden. Allerdings kann diese Methode je nach Grofle der Daten sehr
speicherhungrig sein, da die gesamten Daten zur Analyse vorgehalten werden miissen. ISS
nutzt die statische Analyse, um alle Trajektorien eines Videos oder Datenquelle gleichzeitig
visuell in Clustern zur Verfiigung zu stellen.

26



3.1 Trajektorien im Visual Analytics Center

3.1 Trajektorien im Visual Analytics Center

Das VAC wird dazu benutzt, Trajektorien aus Videos zu extrahieren, zu Filtern und fiir die
visuelle Analyse zur Verfiigung zu stellen. Aus dem Video extrahierte Trajektorien werden
im weiteren Verlauf als Videotrajektorien bezeichnet. Solche Trajektorien haben — wie andere
Features auch — im VAC eine bestimmte Datenstruktur, mit dem die verschiedenen Teile der
Anwendung umgehen miissen. Das Hauptaugenmerk liegt hier auf der Datenstruktur fiir
Trajektorien, die im Folgenden vorgestellt wird.

3.1.1 Aufbau von Videotrajektorien

Videotrajektorien werden aus bewegten Objekten in einem Video extrahiert und beschreiben
deren zeitabhdngiges Bewegungsprofil innerhalb des Videobildes. Dieses Bewegungsprofil
muss in der Datenstruktur der Trajektorie abgebildet werden. Eine Videotrajektorie im VAC
besteht aus sog. Beobachtungen (“Observations”). Fiir jedes Videoframe, in dem das gesuchte
Objekt entdeckt wird, wird solch eine Beobachtung erzeugt. Sie enthdlt den Zeitstempel des
Videoframes, einen Positionsrahmen um das gefundene Objekt in Bildkoordinaten sowie die
Projektionsmatrix fiir den aktuellen Kamerawinkel (siehe Abschnitt 3.1.2). Bei einem Video
mit 25 Bildern pro Sekunde werden also fiir jede Sekunde, in der das Objekt im Video zu
sehen ist, 25 Beobachtungen generiert.

Resultat ist eine Trajektorie, die durch Stiitzpunkte (“Samples”) und jeweiligen Positions-
und Zeitangaben definiert ist. Jede Beobachtung représentiert dabei einen solchen Stiitz-
punkt. Berechnungen von Eigenschaften innerhalb der Trajektorie, wie z.B. Abstiande oder
Geschwindigkeiten, sind dabei nicht auf die Werte der Beobachtungen beschrankt. Werden
Werte benotigt, die zwischen diesen Punkten liegen, werden sie durch lineare Interpolation
ermittelt.

Eine Videotrajektorie besteht im Endeffekt aus den in einer Liste angeordneten Beobach-
tungen und diversen Funktionen zur transparenten Berechnung von Eigenschaften der
Trajektorie. Da Videotrajektorien fiir die Reprasentation von bestehenden Informationen (aus
dem Video) konzipiert sind, sind sie nach dem Erstellen nicht mehr verdnderbar. Das Format
eignet sich daher nicht zum Modellieren einer Trajektorie, z.B. fiir Trajektorien-Queries.

3.1.2 Perspektivische Projektion

Um Trajektorien von ihren Beobachtungen in der Bildebene des Videos in Bezug zur auf-
gezeichneten, realen Welt zu bringen, werden diese durch eine perspektivische Projektion
in Weltkoordinaten der realen Szene transformiert. Die Projektion von Bildkoordinaten in
Weltkoordinaten ist von Kameraposition und -winkel abhéngig. Durch sie konnen Langen
und Abstdande aus den Bildkoordinaten errechnet werden. Dafiir wird angenommen, dass die
im Bildausschnitt der Kamera zu sehende Szene ebenerdig ist, also eine flache Grundebene
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hat, auf dem sich alle Objekte fortbewegen. Hohenunterschiede kénnen somit nicht erfasst
werden. Durch diese Bedingung lasst sich aber tiber die Position im Videobild ermitteln,
wie weit ein Objekt von der Kamera entfernt ist (unter der Annahme, dass sich dieses auf
der definierten Ebene befindet). Auf diese imagindre Ebene werden die Trajektorien aus der
Videobildebene projiziert, eine Riickprojektion ist ebenso moglich. Sowohl Projektion als
auch Riickprojektion sind durch eine Projektionsmatrix definiert. Abbildung 3.2 veranschau-
licht die Projektion eines Punktes durch die Matrixtransformation T und die Riickprojektion
durch die inverse Transformation T~

NI

T

Abbildung 3.2: Die Videobildordinaten werden auf die definierte Grundfldche der Bildszene
projiziert. Die Grundflache ist durch eine Homographie definiert.

Die Projektion der Bildkoordinaten auf die Grundebene und die entsprechende Riickpro-
jektion bilden eine Homographie. Das Framework unterstiitzt die Analyse von Uberwa-
chungsvideos, in denen sich die Kamera im Raum bewegt oder dreht. Somit kann jedem
Videoframe eine eigene Homographie mitgegeben werden, die Position und Winkel der
Kamera beschreibt. Bleibt die Kamera starr, ist nur eine einzige Homographie notig.

3.2 Video- und Datenverarbeitung

Kernstiick des Frameworks ist die Extraktion von Daten in einem pipelineartigen Vorgang.
Hier wird eine Datenquelle (meist ein Video) in vier wesentlichen Schritten verarbeitet,
bis die extrahierten Informationen schliefSlich an eine Reihe von verschiedenen Views zur
graphischen Darstellung weitergegeben werden. Die Verarbeitungsschritte sind in vier
Komponenten aufgeteilt:

1. Datenquelle

2. Bildmanipulator

3. Feature-Extraktor
4. Filter und Relevanz

Die vier Schritte und das Konzept der Views werden im Folgenden detailliert vorgestellt.
Abbildung 3.3 zeigt eine schematische Darstellung der einzelnen Komponenten.
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Abbildung 3.3: Die Pipeline des VAC.

3.3 Datenquelle und Bildmanipulator

Als Datenquelle konnen verschiedene Arten von moglichen Daten dienen, die in der Pipeline
verarbeitet werden und den Feature-Extraktoren zur Verfligung stehen. Primédr werden
Videodaten als Quelle zur Analyse bereitgestellt. Ist dies der Fall, konnen die einzelnen Bilder
des Videos durch den Bildmanipulator verdndert werden, bevor sie die Feature-Extraktoren
erreichen. Dies dient dazu, die Bilddaten durch diverse Bildfilter so aufzubereiten, dass das
automatische Extrahieren von Features aus den Bilddaten moglichst gut funktioniert.

Aufbereitung der Videobilder

Die Qualitdt der Videobilder ist fiir die maschinelle Extraktion von Daten nicht immer
perfekt. Bevor die einzelnen Videoframes vom Feature-Extraktor verarbeitet werden, kénnen
diese im Bildmanipulator grafisch aufbereitet werden. Hier konnen diverse Bildfilter, z.B.
zum Entfernen von Rauschen oder zur Farbkorrektur, eingesetzt werden. Anschliefiend
werden die aufbereiteten Bilder zum Extrahieren der Features verwendet.

Der Bildmanipulator ist nur fiir die grafische Bearbeitung der Videobilder zustandig. Werden
weder vom Feature-Extraktor noch von irgendwelchen Views Bilddaten aus dem Video
bendtigt (evtl. weil die angeforderten Features schon vorberechnet sind oder keine Bildin-
formationen verwenden), kann der Schritt wegfallen. Das Gleiche gilt natiirlich auch fiir
Datenquellen, die keine Bildinformationen enthalten.

Weitere Datenquellen

Eine Datenquelle kann aber durchaus auch andere Daten als Videobilder liefern. Die konnen
beliebige Daten sein, solange es einen Feature-Extraktor gibt, der diese Daten versteht und
als Feature zur Verfiigung stellt. Beispielsweise konnen auch aufgezeichnete GPS-Daten
von bewegten Objekten als Quelle dienen, aus denen Trajektorien extrahiert und analysiert
werden konnen. Im Fall der Videoanalyse konnen z.B. bereits aus einem Video extrahierte
Trajektoriendaten als Quelle eingesetzt werden, sofern die Bilddaten des Videos nicht benétigt
werden.

Die Einspeisung von Daten ist nicht auf eine einzige Datenquelle beschrankt, sondern kann
auch durch mehrere Datenquellen gleichzeitig geschehen. So kénnen z.B. neben einem Video
als Datenquelle zuséatzliche Informationen bereitgestellt werden, die von Filtern oder Views
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benotigt werden. Die Feature-Extraktoren kiimmern sich darum, dass die Informationen
als Features zur Verfiigung stehen, sofern diese durch eine geeignete Datenquelle geliefert
werden (siehe Abschnitt 3.4). Einige mogliche zusétzliche Daten sind:

Trajektorien Die Berechnung von Trajektorien aus bewegten Objekten in einem Video ist
sehr rechenintensiv und ist u.U. sehr zeitaufwindig, so dass eine Extraktion beim
Abspielen des Videos kaum moglich ist oder das Video nicht fliissig dargestellt werden
kann. Um ein wiederholtes Abspielen des Videos zu beschleunigen und redundante
Berechnungen zu vermeiden, lassen sich die extrahierten Trajektorien in einer separaten
Datenquelle abspeichern. Ist diese Datenquelle beim erneuten Laden des Videos bereits
vorhanden, werden automatisch die bereits bestehenden Trajektoriendaten verwendet,
anstatt sie neu zu berechnen. Dadurch lassen sich die Trajektorien ohne erneuten,
aufwindigen Berechnungsaufwand wahrend der Videowiedergabe darstellen.

Hintergrundbild Wird anstatt der Videoframes lediglich ein statisches Hintergrundbild des
Videos benotigt (z.B. als Kontext fiir das skizzieren von Trajektorien), kann dies als
Quelle beigelegt werden, um die rechenintensive Verarbeitung der Videodaten zu
umgehen.

Grundflachen-Homographie Die Grundflichen-Homographie steht ebenfalls als zuséatzli-
che Datenquelle zur Verfiigung und enthdlt die Projektionsinformationen, die den
Kamerawinkel beschreiben, mit dem das Video aufgenommen wurde. Mit diesen
Informationen werden die Bilddaten aus der Bildebene auf die Grundfldche der Szene
transformiert, um Positionen und Abstdnde zu erhalten, die der realen Welt entsprechen
(siehe Abschnitt 3.1.2 auf Seite 27).

3.4 Extrahieren der Features

Die Extraktion der verschiedenen Features aus den Rohdaten der Datenquelle erfolgt durch
den Feature-Extraktor. Sowohl Views als auch vorgeschaltete Filter konnen Features, die sie
benotigen, anfordern. Fiir jedes angeforderte Feature wird ein dafiir zustandiger Extraktor
aufgerufen, der das Feature aus der entsprechenden Datenquelle extrahiert und zur Verfii-
gung stellt. Theoretisch konnen so beliebige Daten aus einer Datenquelle extrahiert werden,
sofern ein Extraktor dafiir existiert. Extraktoren konnen auch Abhédngigkeiten untereinander
haben. Benotigt ein Extraktor selbst wiederum die Ergebnisse anderer Extraktoren, kann er
Abhingigkeiten zu diesen definieren. Beispielsweise benotigt der Extraktor fiir Trajektorien
die Videoframes, die der Videoframe-Extraktor bereitstellt. Diese Abhédngigkeiten werden
bei der Reihenfolge der Berechnung der Features berticksichtigt.

Bei der Analyse von Uberwachungsvideos sind die Features zur Bereitstellung von Bilddaten
und Trajektorien von besonderem Interesse. So werden diese auch in den vorgestellten Filtern
verwendet, die diese Features beim Feature-Extraktor anfordern. Auch die meisten Views
verwenden diese beiden Features zur Darstellung. Andere Einsatzgebiete sind aber ebenfalls
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moglich, so kann eine View z.B. auch Trajektorien auf einer Landkarte anzeigen, die aus
GPS-Daten extrahiert wurden.

3.5 Filter

Bevor die Features zu der View gelangen, von der sie angefordert wurden, konnen sie
durch eine Reihe von Filtern auf eine gewiinschte Menge reduziert werden. Dafiir steht
fir jede angeforderte Art von Feature ein eigener Filtergraph zur Verfiigung, in den zum
jeweiligen Feature passende Filter eingefiigt werden konnen. So kénnen z.B. im Filtergraph
tir Trajektorien nur Filter eingesetzt werden, die mit dem Feature Trajektorie umgehen
konnen. Das Filterkonzept wurde fiir den Einsatz von Filtern im Verlauf dieser Arbeit
entwickelt und in das VAC integriert.

Jeder Filtergraph hat einen Eingang und einen Ausgang. Die Filter im Filtergraphen konnen
beliebig viele Verbindungen zu vorhergehenden bzw. nachfolgenden Filtern oder zum
internen Ein- bzw. Ausgang des Graphen haben. Ein Filtergraph ist dann giiltig, wenn eine
Verbindung (iiber diverse Filter) vom Eingang zum Ausgang besteht und der Graph keine
Schleifen enthdlt. Nicht oder teilweise verbundene Filter werden nicht berticksichtigt.

Die zu filternden Features werden auf allen moglichen Pfaden, die mit dem Eingang des
Filtergraphen verbunden sind, evaluiert. Passiert ein Feature auf irgendeinem Weg zum Aus-
gang des Graphen alle Filter auf diesem Weg, wird es an die Views weitergegeben, ansonsten
verworfen. Parallel angeordnete Filter stellen somit eine logische Oder-Verkniipfung, seriell
verbundene Filter eine logische Und-Verkniipfung dar. Eine Sonderstellung hat der leere
Graph, in diesem Fall werden alle Features durchgelassen, also nichts herausgefiltert.

Damit der Filtervorgang flexibler gestaltet werden kann, kann jeder Filter vom Benutzer
auf Wunsch deaktiviert, bzw. wieder aktiviert werden. Dadurch konnen Filter leicht vor-
iibergehend aus dem Vorgang herausgenommen werden, ohne dass der Graph umstandlich
umstrukturiert werden muss. Ein deaktivierter Filter hat keine filternde Funktion, alle
eingehenden Features werden durchgelassen. Als weitere Moglichkeit kann ein Filter im
Graphen eine Endmarkierung erhalten. Ein Filter mit dieser Endmarkierung verhilt sich
so, als wire er mit dem Ausgang des Graphen verbunden, d.h. nach diesem Filter endet
die Auswertung und das Ergebnis wird ausgegeben. Dadurch kann ein Filtergraph nur bis
zu einem gewissen Punkt ausgewertet werden. In jedem Filtergraphen kann immer nur ein
Filter die Endmarkierung besitzen.

3.5.1 Filter und Container
Ein Filter bewertet jedes ankommende Feature mit ja oder nein (den booleschen Werten wahr

oder falsch). Er entscheidet also, ob das Feature den Filterpfad weiterverfolgt oder verworfen
wird. Die Kriterien, nachdem die Features gefiltert werden, sind von der Implementierung
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des jeweiligen Filters abhédngig. Dafiir stellt jeder Filter einen Benutzerdialog zu Verfiigung,
mit dem die zur Bewertung benétigten Parameter eingestellt werden konnen.

Container dienen zur Verschachtelung von Filtern. Ein Container enthélt in seinem Innern
einen eigenen Filtergraphen, in den wieder Filter und auch Container eingefiigt werden
konnen. Nach aufsen verhilt sich der Container wie ein normaler Filter, der das Ergebnis des
enthaltenen Filtergraphen nach aufien weitergibt. Abbildung 3.4 enthilt ein schematisches
Beispiel, wie die Struktur eines Filtergraphen aussehen kann.

Filtergraph |
L Filter J { Filter

Abbildung 3.4: Beispiel eines Filtergraphen. Die Filter konnen beliebig viele Verbindungen
besitzen und in Containern verschachtelt werden.

3.5.2 Fuzzy-Filter

Manchmal ist eine einfache Bewertung mit ja oder nein wenig befriedigend. Das macht sich
vor allem bei der Kombination von Filtern bemerkbar. Werden diese z.B. seriell miteinander
verbunden (logische Und-Verkniipfung), reicht das Nein eines einzigen Filters aus, um das
Filterergebnis zu verwerfen. Dabei spielt keine Rolle, wie “knapp” die Entscheidung des
Filters war. Dabei ist es in einigen Féllen jedoch relevant zu wissen, zu welchem Grad ein
Feature den Erwartungen des Filters entspricht. Dafiir gibt es einen zweiten Typ von Filter,
den Fuzzy-Filter.

Ein Fuzzy-Filter bewertet mit Hilfe von Fuzzy-Logik (siehe Abschnitt 2.5 auf Seite 23)
eine Feature mit einem reellen Wert zwischen 0 und 1. Da er keine Ja/Nein-Entscheidung
trifft, kann er nicht direkt in einen Filtergraphen eingefiigt werden, sondern benétigt einen
speziellen Container. Dieser spezielle Fuzzy-Container kann nur Fuzzy-Filter aufnehmen
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und fasst deren einzelne Ergebnisse zusammen. Damit der Fuzzy-Container von einem
Filtergraphen aufgenommen werden kann, muss dieser sich duferlich wie ein normaler
Container verhalten und die reellen Filterwerte zuerst in boolesche Werte umwandeln,
um diese nach aufsen weiterzugeben. Der Container benutzt hierfiir einen einstellbaren
Schwellenwert (“Threshold”). Fillt die Bewertung eines Features gleich oder hoher aus als
der eingestellte Schwellenwert, darf das Feature den Fuzzy-Container passieren, im anderen
Fall wird sie verworfen.

Die Idee des Fuzzy-Containers ist die Bereitstellung einer Moglichkeit, die Bewertung ei-
ner Trajektorie durch mehrere Fuzzy-Filter vorzunehmen, bevor der Vergleich mit einem
Schwellenwert stattfindet. Hierdurch kénnen die Ergebnisse der einzelnen Filter vor dem
Schwellenwert mit dem Fuzzy-Und- oder dem Fuzzy-Oder-Operator kombiniert werden, je
nach dem ob sie seriell oder parallel angeordnet sind. Dadurch ist eine bessere Differenzie-
rung zwischen den einzelnen Ergebnissen der Fuzzy-Filter moglich. Wiirde jeder Fuzzy-Filter
einen eigenen Schwellenwert implementieren und nur boolesche Werte ausgeben, wére dies
nicht moglich.

Fuzzy Filter Container

I 2

‘ Fuzzy Filter } ............

\ 4
Fuzzy> i . R )
AND -{ Fuzzy Filter J

\ 4

N

Fuzzy Filter l—-----------‘ g

(" Threshold D)
N o -

——
'

v

Abbildung 3.5: Fuzzy-Container mit Fuzzy-Filtern.

Abbildung 3.5 zeigt ein Beispiel eines Fuzzy-Containers mit Fuzzy-Filtern. Die durchge-
zogenen Pfeile bilden die tatsdchlichen, sichtbaren Verbindungen zwischen den Filtern ab.
Die gestrichelten Verbindungen stellen den Ablauf dar, wie die einzelnen Ergebnisse der
Filter im Container miteinander kombiniert und welche Operatoren verwendet werden.
Analog zu den normalen Filtern werden seriell geschaltete Fuzzy-Filter mit einem Fuzzy-
Und-Operator, parallel geschaltete mit einem Fuzzy-Oder-Operator versehen. Letztendlich
wird der resultierende Fuzzy-Wert des Containers durch eine Schwellenwert-Funktion in
einen booleschen Filterwert umgewandelt, welcher das Filterergebnis des Fuzzy-Containers
darstellt. Der Schwellenwert fiir die Umwandlung kann dabei tiber den Eigenschaftendialog
des Containers festgelegt werden. Dabei werden alle Trajektorien durch den Fuzzy-Container
durchgelassen, deren ermittelter Fuzzy-Wert grofier oder gleich dem eingestellten Schwellen-
wert ist. Alle anderen Trajektorien werden herausgefiltert.
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3.5.3 Relevanzen

Fiir jedes angeforderte Feature gibt es nicht nur einen Filtergraphen, sondern auch einen Rele-
vanzgraphen. Mit diesem konnen die Features unabhidngig von den Filtern in ihrer Relevanz
fiir das Ergebnis eingestuft werden. Diese Relevanzinformationen konnen dann ebenfalls
von den Views zur Gestaltung der Anzeige verwendet werden. Somit wird durch den Fil-
tergraphen entschieden, welche Features angezeigt werden, der Relevanzgraph entscheidet
tiber die Art der Darstellung der verbliebenen Features.

Die Funktionsweise des Relevanzgraphen ist zu der des Filtergraphen sehr dhnlich. Es kénnen
genauso beliebige Relevanzbausteine miteinander verbunden werden, Eine Verschachtelung
in Containern ist ebenfalls moglich. Die Ausgabe eines Relevanzbausteins ist ein Fuzzy-Wert
zwischen 0 und 1. Die Ergebnisse parallel bzw. seriell miteinander verbundenen Bausteine
werden wie die Fuzzy-Filter mittels Fuzzy-Operatoren verkniipft. Der Fuzzy-Wert muss hier
allerdings nicht mehr mittels eines Schwellenwertes in ein logisches Ergebnis konvertiert
werden, sondern wird direkt als Relevanzwert dem Feature zugewiesen.

3.6 Views

Am Ende der Verarbeitungskette steht die visuelle Aufbereitung und Darstellung der Daten
zur visuellen Analyse. Fiir die visuelle Darstellung der extrahierten und gefilterten Features
sind die Views zustdndig, die jeweils in einem eigenen Bereich die Daten beliebig darstellen
konnen. Dabei konnen mehrere Views gleichzeitig mit Daten versorgt und angezeigt werden.
Eine View kann mitteilen, welche Features sie fiir die Darstellung benttigt und bekommt
diese dann (soweit verfiigbar) durch die Feature-Extraktoren geliefert.

Abbildung 3.6 zeigt zwei gedffnete Views. Die linke View zeigt das laufende Videobild mit
den extrahierten Trajektorien. Die zu den Trajektorien gehdrenden Objekte sind mit einem
Rahmen versehen. Rechts ist das laufende Video und seine Trajektorien durch ein VideoPer-
petuoGram [BSEo8] dargestellt. In beiden Fallen passiert die Visualisierung zur Abspielzeit
des Videos, es wird also immer die gerade abgespielte Szene im Video gezeigt. Views haben
aber auch die Moglichkeit, statischen Inhalt anzuzeigen, wie z.B. ISS [HHWH11a], die ge-
sammelte Trajektorien aus einem ganzen Videoabschnitt unabhéngig von der Abspielzeit
zur Verfligung stellen.

Views konnen die Informationen nicht nur anzeigen. Sie haben auch die Moglichkeiten,
dem Benutzer interaktive Funktionen zur weiteren Analyse zur Verfiigung zu stellen. So
konnten etwa Trajektorien selektiert und auf Wunsch weitere Details tiber die Trajektorien
oder andere Features angezeigt werden. Entsprechend Shneidermans bzw. Keims Mantra
(siehe Abschnitt 2.1 auf Seite 13) konnen die zur Verfligung gestellten Views im Visual-
Analytics-Prozess nach dem Filterschritt (“filter and analyze further”) weitere Details auf
Anfrage (“details on demand”) liefern.
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Abbildung 3.6: Die Features (hier Videobild und Trajektorien) lassen sich durch unterschied-
liche Views grafisch darstellen.

3.7 Analyseprozess

Ein Prozess zur Analyse von Videos im VAC kann z.B. wie folgt aussehen. Dabei wird die
Einbettung des Visual-Analytics-Mantra nach Keim (siehe Abschnitt 2.1 auf Seite 13) in den
Prozess verdeutlicht. Zundchst werden durch das Abspielen des Videos die Features (z.B.
Trajektorien) extrahiert und in den gedffneten Views angezeigt, wo der Benutzer sich ein
erstes Bild {iber die Daten machen kann (“Analyze first”) sowie iiber die Wahl der Views
eine geeignete Darstellung wihlt, um die interessanten Informationen anzuzeigen (“Show
the important”). Durch Einfiigen von Filtern kann die visualisierte Datenmenge auf den
relevanten Teil reduziert werden (“Zoom, filter”). Uber die Konfiguration der Filter kann das

1. Analyze first
3. Zoom, filter 2. Show the important

—— — _— — ——

— ‘\‘\\ — \‘\m S ‘\‘\\
Konfiguration (/ Video abspielen / Selektion /
der Filter \ Visualisierung Interaktion

and analyze further 4, Details on demand

Abbildung 3.7: Visual-Analytics-Prozess im VAC nach Keims Mantra.
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Filterergebnis angepasst werden. Durch weiteres Abspielen oder Neustarten des Videos kann
nun die gefilterte Datenmenge analysiert werden (“Analyze further”). Die einzelnen Views
sind dafiir verantwortlich, dass dargestellte Daten (wie etwa Trajektorien) interaktiv weiter
exploriert werden konnen (“Details on demand”), etwa durch Selektion und Anzeige weiter
Details. Abbildung 3.7 zeigt die Komponenten des Beispielprozesses und die entsprechenden
Schritte nach Keims Mantra.



Kapitel 4

Skizzieren einer Query-Trajektorie

Das Ziel des Query-by-Sketch-Ansatzes [BPB*10] ist die Modellierung einer Trajektorie, die
mit den Trajektorien aus einer Datenquelle verglichen werden kann. Dieses Kapitel stellt
die Benutzeroberfliche zum Zeichnen von Trajektorien vor, die in dieser Arbeit entwickelt
und in das VAC integriert wurde. Diese Oberfldche wird vom skizzenbasierten Filter (siehe
Kapitel 5 auf Seite 47) zum Erstellen der Query-Trajektorie verwendet.

4.1 Oberflache zum Skizzieren von Trajektorien

Die Query-Trajektorie kann mittels eines umfangreichen Benutzerdialogs skizziert werden.
Der Skizzierungsvorgang erfolgt dhnlich wie im vorgestellten System VideoQ (siehe Ab-
schnitt 2.4.1 auf Seite 19). Neu ist, dass die Charakteristik des Uberwachungsvideos (starrer
Blickwinkel) es leicht ermoglicht, die Trajektorie direkt im Kontext des Videobildes zu
zeichnen. Gleichzeitig kann die gezeichnete Trajektorie dem Blickwinkel entsprechend per-
spektivisch dargestellt werden, was einen besseren Tiefeneindruck zur Folge hat. Somit ergibt
sich eine recht genaue Einschitzung der Position und Lage der gezeichneten Trajektorie
innerhalb des Kamerablickwinkels.

Abbildung 4.1 zeigt die Benutzeroberfldche, in der die Skizze einer Query-Trajektorie erstellt
werden kann. Im Zeichenbereich kénnen durch direkte Manipulation per Drag & Drop
die Stiitzpunkte (“Samples”) der Trajektorienskizze hinzugefiigt oder raumlich verschoben
werden. Im rechten Teil werden weitere Eigenschaften der Skizze angezeigt und konnen dort
verandert werden. Dies sind hauptséchlich zeitliche Eigenschaften der Skizze. Dort kann
aber auch der Name der Trajektorie eingestellt und (falls mehrere Trajektorien gleichzeitig
skizziert werden) die aktive Skizze ausgewdahlt werden. Zusétzlich besteht die Moglichkeit,
zur besseren Ubersicht die Grofe der Skizzendarstellung zu verandern. Zu diesem Zweck
kann der Radius der visuellen Darstellung der Samples eingestellt werden, die Breite der
Verbindungssegmente zwischen den Punkten wird entsprechend angepasst. Veranderungen
an der visuellen Darstellung haben keine Auswirkung auf die raumlichen oder zeitlichen
Eigenschaften der Skizze.
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Select Trajectory
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Abbildung 4.1: Benutzeroberflache zum Skizzieren von Query-Trajektorien: Der Zeichenbe-
reich mit Hintergrund des Videos, darunter eine Ubersicht der Geschwindigkeiten in den
einzelnen Segmenten. Rechts konnen vor allem die zeitlichen Eigenschaften der Trajektorie
verdandert werden werden.

Unter dem Zeichenbereich werden die verschiedenen Geschwindigkeiten in den einzelnen
Trajektoriensegmenten zwischen den Samples auf einer Zeitachse dargestellt. Damit ist
der Geschwindigkeitsverlauf der Trajektorie sowie die zeitlichen Abstdnde zwischen den
Samples leicht zu erkennen. Die Hohe der Balken gibt die Geschwindigkeit im jeweiligen
Segment an.

Das Erstellen der Trajektorie geschieht mittels Festlegen von Samples. Jeder der definierten
Samples wird sowohl rdaumlich (Position) als auch zeitlich (absoluter Zeitpunkt) in den
Kontext des Videos eingeordnet. Die Trajektorie beschreibt somit eine raumlich und zeitlich
definierte Bewegung innerhalb des erfassten Blickwinkels. Die Positionen der Samples
werden dabei mit Hilfe der zu Verfligung gestellten Homographie (siehe Abschnitt 3.1.2
auf Seite 27) von der Zeichenebene (Langeneinheit: Pixel) perspektivisch korrekt in den
metrischen Raum der von der Kamera erfassten Szene transformiert. Die transformierten
Positionsdaten werden als Koordinaten in der Trajektorie gespeichert. Somit konnen auch



4.2 Darstellung der Trajektorie

Geschwindigkeiten und Zeitpunkte dem Blickwinkel entsprechend korrekt berechnet werden,
was spater fiir einen korrekten Vergleich mit Trajektorien aus dem Video auf Grund der
perspektivischen Verzerrung notwendig ist.

Sowohl die rdumlichen als auch die zeitlichen Eigenschaften der Trajektorie konnen tiber
die Oberflache modelliert werden. Im Folgenden werden diese Moglichkeiten ndher be-
schrieben. Allerdings lassen sich nicht alle Parameter nicht beliebig genau einstellen. Die
kleinste einstellbare Zeiteinheit betrdgt eine Millisekunde. Auf Grund dieser Einschrankung
sind zeitabhdngige Parameter wie die Geschwindigkeit zwischen den einzelnen Punkten
ebenfalls nicht beliebig genau, was zu leichten Abweichungen in der Umrechnung zwischen
Abstdnden, Zeit und Geschwindigkeit fiihrt. Jedoch sind die Abweichungen zu gering, um
eine feststellbare Auswirkung auf das spétere Filterergebnis zu haben.

4.2 Darstellung der Trajektorie

Die Darstellung der skizzierten Trajektorie dhnelt der Darstellung, die in ISS [HHWH11a]
verwendet wird. Die Trajektorie wird durch einen breiten Pfeil reprasentiert, die Pfeilspitze
gibt die Bewegungsrichtung an. Um die rdumliche Einordnung der Trajektorie in den
Videokontext zu erleichtern, wird einerseits das Videobild im Hintergrund angezeigt, zum
anderen tragt die perspektivische Darstellung dazu bei, dass der Benutzer Entfernungen im
Video besser erfassen kann.

Abbildung g.2: Oberfliche fiir das Skizzieren von Trajektorien. Die aktive Skizze kann
bearbeitet werden, die inaktiven Skizzen sind gesperrt und werden in grau dargestellt.
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4 Skizzieren einer Query-Trajektorie

Um die Bearbeitung der Trajektorie zu ermoglichen, werden ihre Samples durch gefiillte
(projizierte) Kreise visualisiert, an denen das jeweilige Sample mit der Maus verschoben
werden kann. Die Grofie verdandert sich entsprechend der Perspektive je nach Entfernung
des Punktes zur Kamera. Um die Skizze iibersichtlich zu halten, wird die Trajektorie trans-
parent dargestellt, damit der Hintergrund darunter erkennbar bleibt. Die Zeichenoberfldche
unterstiitzt prinzipiell das gleichzeitige Erstellen von mehreren Trajektorienskizzen. Die
Skizzen konnen einzeln ausgewihlt werden, dabei kann die gerade aktive Skizze normal
bearbeitet werden, die inaktiven Skizzen werden grau im Hintergrund dargestellt und sind
vor unabsichtlichen Verdnderungen geschiitzt. Abhdngig von dem Kontext, in dem die Zei-
chenoberfldche verwendet wird, kann festgelegt werden, wie viele Trajektorien der Benutzer
skizzieren muss bzw. darf. In Abbildung 4.2 ist die Zeichenoberfliche mit drei Skizzen zu
sehen, wovon die aktive rot und mit den verschiebbaren Samples angezeigt wird, wahrend
die inaktiven Skizzen im Hintergrund grau dargestellt werden.

4.3 Raumliche Modellierung

Die rdaumliche Modellierung erfolgt durch direkte Manipulation der Samples (schwarze
Punkte) auf der Zeichenfldche. Durch einen Klick mit der Maus auf eine leere Stelle der
Zeichenfldche wird ein Sample an das Ende der Trajektorie hinzugefiigt. Fiir dieses wird der
Zeitpunkt so festgelegt, dass die Geschwindigkeit zwischen diesem und dem vorhergehenden
Sample der Durchschnittsgeschwindigkeit der Trajektorie entspricht. Bereits bestehende
Samples konnen durch einfaches Ziehen mit der Maus verschoben werden. Zudem gibt des
die Moglichkeit, die ganze Trajektorie mit allen Samples gleichméfig zu verschieben.

Fiir das Verschieben eines einzelnen Samples stehen zwei verschiedene Modi zur Verfiigung,
die die Zeitstempel der Samples in der Skizze beeinflussen:

“Lock Timestamps”: Der Zeitstempel des markierten Samples sowie der aller anderen bleibt
beim Verschieben unangetastet. Die Geschwindigkeit der Segmente direkt vor bzw.
hinter dem verschobenen Sample dndert sich auf Grund der verdnderten raumlichen
Distanzen zwischen den Punkten.

“Lock Speeds”: Die Geschwindigkeiten der Segmente zwischen den Samples bleiben kon-
stant. Dementsprechend werden die Zeitstempel der bearbeiteten und aller nachfol-
genden Samples so angepasst, dass trotz der verdnderten Entfernungen zwischen den
Samples (Langen der Segmente) die Geschwindigkeit gleich bleibt.

Durch diese beiden Modi kann verhindert werden, dass beim rdumlichen Verschieben
der einzelnen Samples unabsichtlich zeitliche Eigenschaften verdndert werden, die evtl.
bereits modelliert wurden. So kann entweder die zeitliche Einordnung der Samples oder
die Geschwindigkeiten dazwischen vor Verdnderungen bei der rdumlichen Bearbeitung
geschiitzt werden.
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4.4 Zeitliche Modellierung

Die zeitlichen Eigenschaften der Trajektorie konnen tiiber Steuerelemente neben der Zei-
chenfldche eingestellt werden. Dabei wird zwischen Eigenschaften von Samples, Segmenten
(den Abschnitten zwischen zwei Samples) und Eigenschaften, die die gesamte Trajektorie
betreffen, unterschieden.

Eigenschaften eines Samples

Ein Sample hat neben seinen rdumlichen Koordinaten nur eine einzige zeitliche Eigen-
schaft: den absoluten Zeitstempel. Der Zeitstempel des markierten Samples kann iiber ein
Zeitauswahl-Steuerelement eingestellt werden. Wird der Zeitstempel dabei iiber den des
vorhergehenden oder nachfolgenden Samples hinaus verschoben, dndert sich die Reihenfolge
der Samples in der Skizze, so dass die zeitliche Abfolge korrekt bleibt.

Eigenschaften eines Segments

Ein Segment beschreibt die Beziehung zwischen zwei zeitlich benachbarten Samples. Hier
lasst sich die Geschwindigkeit zwischen den beiden Stiitzpunkten einstellen. Die Zeitstempel
aller nachfolgenden Samples werden so angepasst, dass das markierte Segment die einge-
stellte Geschwindigkeit hat, aber die Geschwindigkeiten der nachfolgenden Segmente nicht
verdndert werden. Die Geschwindigkeit zwischen zwei Samples ist keine direkt definierte
Eigenschaft der Trajektorie, da sie von der Entfernung und der zeitlichen Differenz zwischen
den Samples abhédngt und auch tiber diese modelliert wird.

Zur besseren Ubersicht iiber die Geschwindigkeiten der einzelnen Segmente werden diese
in einem kleinen Balkendiagramm unter der Zeichenflache angezeigt. Dabei werden die
Segmente in eine Zeitachse eingeordnet, vertikale Linien reprédsentieren die Zeitstempel der
Samples. An den Hohen der Balken ist in jedem Segment die Geschwindigkeit in Kilometern
pro Stunde abzulesen, die im Balken zusitzlich als Zahlenwert dargestellt wird. Abbildung
4.3 zeigt das Balkendiagramm. Per Mausklick auf einen Balken kann — wie auch in der Skizze
— ein Segment ausgewdhlt werden, dessen Geschwindigkeit dann tiber ein Steuerelement
bearbeitet werden kann.

10
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Abbildung 4.3: Balkendiagramm zur Ubersicht iiber die Geschwindigkeiten in den einzelnen
Segmenten. Das ausgewdhlte Segment wird farblich hervorgehoben.
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4 Skizzieren einer Query-Trajektorie

Eigenschaften der Trajektorie

Zur Vereinfachung der Bearbeitung der Zeitstempel lassen sich diese auch indirekt tiber
globale Eigenschaften der Trajektorie einstellen. Die folgenden vier Eigenschaften lassen sich
bearbeiten:

“Speed” Hier kann die Geschwindigkeit aller Segmente der Trajektorie eingestellt werden.
Samtliche Zeitstempel werden (ausgehend vom Startzeitpunkt der Trajektorie) so
angepasst, dass die Geschwindigkeiten zwischen den Stiitzstellen dem eingestellten
Wert entsprechen.

“Lifetime” Diese Eigenschaft definiert die “Lebenszeit” der Trajektorie, also die Dauer
zwischen dem ersten und dem letzten Zeitstempel. Wird dieser Wert verdndert, werden
die Zeitstempel ausgehend vom Anfang der Trajektorie gleichméfiig so skaliert, dass
die Lebenszeit der Trajektorie dem eingestellten Wert entspricht.

“Start Time” Dieser Wert entspricht dem Zeitstempel des ersten Samples. Die Trajektorie
wird dabei entsprechend der Verdnderung des Zeitstempels komplett entlang der
Zeitachse verschoben, ohne ihre Dauer zu verandern.

“End Time” Diese Eigenschaft verhilt sich genauso wie “Start Time”, nur dass hier die
Endzeit der Trajektorie eingestellt werden kann. Die Dauer der Trajektorie bleibt dabei
ebenfalls unverandert.

Einige Trajektorien-Videoanalysesysteme wie z.B. das von Calderara et al. [CPCog] stellen
neben der Geschwindigkeit auch die Modellierung von Beschleunigung innerhalb der
Trajektorien zur Verfiigung. Um die Modellierung moglichst einfach zu halten, wird hier die
Beschleunigung nicht als explizite Eingabemoglichkeit verwendet. Sie kann jedoch durch
geeignetes Festlegen der Geschwindigkeiten zwischen den Samples angendhert werden.

4.5 Resampling

Die Resampling-Funktion im Skizzendialog dient in erster Linie zur Bequemlichkeit, die es
dem Benutzer ermoglicht, schnell und unkompliziert die Anzahl der Samples der Trajektorie
zu verdndern. Dies geschieht ohne Auswirkung auf die Gesamtdauer der Trajektorie, die
Zeitstempel des ersten und des letzten Samples bleiben unverdndert. Die Trajektorie wird
mit neuen Samples vollstindig neu aufgebaut. Die Position der neuen Samples wird dabei
so berechnet, dass diese auf den linear interpolierten Strecken zwischen den alten Samples
liegen. Fiir das Resampling gibt es zwei Moglichkeiten:

Anzahlbasiertes Resampling Hier wird die Trajektorie so in zeitlich gleiche Intervalle aufge-
teilt, dass die Anzahl der Samples der angegebenen Anzahl entspricht. Dabei wird bei
der Berechnung der Zeitintervalle auf eine Millisekunde gerundet, da dies die kleinste
einstellbare Zeiteinheit ist.
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Intervallbasiertes Resampling In diesem Fall wird das zeitliche Intervall zwischen den
Samples festgelegt. Falls die Dauer der Trajektorie nicht durch das eingestellte Intervall
teilbar ist, ist das letzte Intervall entsprechend kiirzer, so dass die Dauer der Trajektorie
nicht verdandert wird.

Resample by...
@ Sample Points (#): 7 =

Time Interval (z): 1,007

Abbildung 4.4: Einstellmoglichkeiten fiir das Resampling der skizzierten Trajektorie.

Durch das Verdndern der Anzahl der Samples bzw. ihrer Position wird in erster Linie
der rdumliche Verlauf der Trajektorie verdndert. Durch das Verschieben der Samples auf
der urspriinglichen Trajektorienstrecke kommt es durch die lineare Interpolation meist
zu einer zur Verdnderung der Strecken zwischen den Samples, die unproportional zur
verdanderten Dauer ist. Somit verdndert sich beim Resampling mit hoher Wahrscheinlichkeit
die zuriickgelegte Strecke der Trajektorie und — auf Grund der gleichbleibenden Dauer —
auch die Geschwindigkeit zwischen den Samples sowie die Durchschnittsgeschwindigkeit
der Trajektorie.

Die Moglichkeit des Resampling ist vor allem notwendig, wenn eine aus dem Video extra-
hierte Trajektorie (“Query by Example”) Grundlage fiir das Erstellen eines skizzenbasierten
Querys ist (siehe Abschnitt 5.1 auf Seite 47). Solch eine Trajektorie kann ohne Weiteres in
eine Skizzentrajektorie umgewandelt und als solche bearbeitet werden. Allerdings ist diese
durch die viel zu grofie (weil frameratebasierte) Anzahl an Samples nicht zum Bearbeiten
als Skizze geeignet, weswegen die Anzahl der Samples erst durch den Resampling-Schritt
reduziert werden muss. Dies ist an dieser Stelle dem Benutzer iiberlassen, damit er sowohl
auf die Resampling-Methode als auch auf die Anzahl der Samples Einfluss nehmen kann.

Der gleiche Resampling-Algorithmus wird verwendet, um die Anzahl der Samples der skiz-
zierten Trajektorie wieder der Framerate des Videos anzugleichen, was fiir die Verwendung
der Skizzentrajektorie (siehe Abschnitt 4.7 auf der nachsten Seite) benotigt wird.

4.6 Speichern von skizzierten Trajektorien

Eine skizzierte Trajektorie ldsst sich innerhalb des Skizzendialogs zur spédteren Wieder-
verwendung in eine Datei abspeichern bzw. aus einer Datei laden. Von der Trajektorie
werden die Samples mit ihren Koordinaten und Zeitstempeln abgespeichert. Das Format
der gespeicherten Trajektorie entspricht dem der im VAC eingesetzten Trajektorien mit sog.
Beobachtungen (siehe Abschnitt 3.1.1 auf Seite 27). Die zweidimensionalen Koordinaten jedes
Samples beziehen sich auf die (unprojizierte) Bildebene. Das Dateiformat der gespeicherten
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skizzierten Trajektorie unterscheidet sich nicht von dem extrahierter Videotrajektorien. Der
einzige Unterschied liegt in der unterschiedlichen Anzahl an Samples.

Da sich der Zeichenkontext (Hintergrund, Homographie, etc.) mit jedem Video dndert,
passt die mit einer Trajektorie mit abgespeicherte Homographie nicht unbedingt zum Video,
sofern die Trajektorie im Kontext eines anderen Videos gezeichnet wurde. Beim Laden einer
skizzierten Trajektorie aus einer Datei wird daher die mitgelieferte Homographie ignoriert.
Die geladene Trajektorie, behélt zwar ihre Koordinaten, in einem anderen Videokontext kann
es jedoch sein, dass auf Grund der veranderten Homographie die Trajektorie verschoben
oder verzerrt wird.

4.7 Aufbau und Verwendung einer skizzierten Trajektorie

Der strukturelle Aufbau einer skizzierten Trajektorie unterscheidet sich von dem einer Video-
trajektorie (siehe Abschnitt 3.1.1 auf Seite 27). Primdre Verwendung einer Skizzentrajektorie
ist das standige Verdndern der Trajektorieneigenschaften. Diese werden dem polygonalen
Ansatz [BPB"10] entsprechend einzig durch die Samples der Trajektorie reprisentiert, die
jeweils einen (innerhalb der Trajektorie eindeutigen) Zeitstempel und eine Positionsangabe
enthalten. Alle anderen Eigenschaften werden aus den Werten der Samples berechnet.

Die Positionsangaben der Samples sind in Metern angegeben und beziehen sich auf die
projizierte Szene, welche durch die Homographie festgelegt ist. Wahrend die Struktur von
Videotrajektorien potenziell fiir jedes Sample eine eigene Homographie ermoglicht, ist die
Homographie beim Skizzieren durch die Szene festgelegt und fiir die gesamte skizzierte
Trajektorie konstant.

Die Reihenfolge der einzelnen Samples in der Trajektorie ist durch die Zeitstempel gegeben.
Um auch bei zeitlichen Verdnderungen die richtige Reihenfolge der Samples und die Ein-
deutigkeit der Zeitstempel zu gewéhrleisten, wird ein Verzeichnis eingesetzt, das fiir jeden
verfiigbaren Zeitstempel den dazugehérigen positionalen Stiitzpunkt speichert. Andert sich
der Zeitstempel eines Samples, wird dieses in der Reihenfolge neu einsortiert.

Aufbereitung der Skizze fiir die Verwendung im Filter

Bevor die erstellte Skizze als Query-Trajektorie in einem Filter eingesetzt werden kann, muss
sie erst in das Videotrajektorien-Format umgewandelt werden. Die Vergleichsalgorithmen
miissen so nur ein Format verstehen (das der Videotrajektorien), was sie flexibel im Einsatz
macht. So konnen mit dem selben Algorithmus auch zwei aus dem Video extrahierte
Trajektorien miteinander verglichen werden.

Fiir die Umwandlung einer Skizze in das Videotrajektorien-Format sind zwei Schritte
notwendig;:

1. Resampling
Die Anzahl der Samples muss so angepasst werden, dass die zeitlichen Abstdnde
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zwischen ihnen den Samples der zu vergleichenden Videotrajektorien entsprechen. Die
zeitlichen Abstidnde sind von der Framerate des Videos abhéngig, aus dem die Trajekto-
rien extrahiert wurden. Dies ist notwendig, damit bei Uberdeckungsalgorithmen (siehe
Abschnitt 5.2.1 auf Seite 50) die einzelnen Samples korrekt miteinander verglichen
werden konnen [HXF T o7]. Dieser Schritt ist identisch zum manuellen Resampling beim
Skizzieren der Trajektorie (Abschnitt 4.5 auf Seite 42), nur dass der zeitliche Abstand
zwischen den einzelnen Samples in diesem Fall fest durch die Framerate vorgegeben
ist.

2. Konvertierung in eine Videotrajektorie
Die neu gesampelte Skizzentrajektorie wird nun in eine Videotrajektorie umgewandelt.
Hierzu werden die Koordinaten der Samples iiber die zum skizzieren verwendete
Homographie in Bildschirmkoordinaten (Pixel) riicktransformiert und zusammen
mit ihrem Zeitstempel und der Homographie in eine Beobachtung gespeichert. Die
erzeugten Beobachtungen ergeben zusammen die Videotrajektorie.

Die in den beiden Schritten umgewandelte Trajektorienskizze kann so als Query-Trajektorie
verwendet werden und ist fiir den Einsatz in Trajektorienfiltern zum Vergleich mit Videotra-
jektorien geeignet.
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Kapitel 5

Filtern anhand einer skizzierten
Trajektorie

Fiir das VAC soll ein Filter bereitgestellt werden, der ein gezieltes Filtern von Trajektori-
en anhand ihrer rdumlichen und zeitlichen Eigenschaften ermoglicht. Die Definition der
gesuchten Eigenschaften geschieht dabei durch die Modellierung einer Trajektorienskizze
(“Query by Sketch”), durch die der Benutzer die Eigenschaften der gesuchten Trajektorien
schnell und intuitiv beschreiben kann. Durch Vergleichen der zu filternden Trajektorien mit
der Skizze wird die Ahnlichkeit zwischen diesen berechnet, welche das Filterergebnis als
Fuzzy-Wert darstellt. Der skizzenbasierte Trajektorienfilter ist somit ein Fuzzy-Filter (siehe
Abschnitt 3.5.2 auf Seite 32).

Fiir den Entwurf der Skizze wird die Benutzeroberfliche zum Skizzieren einer Trajektorie
(Kapitel 4 auf Seite 37) verwendet. Neben der Skizzierungsmoglichkeit stehen umfangreiche
Einstellungsmoglichkeiten zur Verfiigung, um die verschiedenen modellierten Eigenschaf-
ten der Trajektorie fiir den Vergleich mit anderen Trajektorien zu aktivieren und anhand
ihrer Bedeutung zu gewichten. Die Vergleichsergebnisse werden dabei mittels Fuzzy-Logik
kombiniert.

Aus der Skizze wird fiir den Vergleich mit anderen Trajektorien eine eigene Trajektorie
erstellt. Diese wird auf Grund ihrer Verwendung als Referenz fiir den Vergleich mit anderen
Trajektorien im Filter im Folgenden als Query-Trajektorie bezeichnet. Abschnitt 5.1 befasst
sich mit dem Erstellen dieser Query-Trajektorie fiir den Filter. In Abschnitt 5.2 werden
Funktionen zum Vergleichen der Trajektorien vorgestellt, Abschnitt 5.3 beschreibt detailliert
die einzelnen Merkmale des Filters sowie seine Funktionsweise.

5.1 Erstellen einer Query-Trajektorie

Der Filter soll mittels einer skizzierten Query-Trajektorie die ankommenden Video-
Trajektorien filtern. Daftir kann im Eigenschaftendialog des Filters die Zeichenoberfldche
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zum Skizzieren der Trajektorie geoffnet werden. Die Zeichenoberfldche ist in Kapitel 4 auf
Seite 37 beschrieben. Die fertig skizzierte Trajektorie wird dem Filter zur Verfiigung gestellt,
der zur besseren Ubersicht einige signifikante Informationen der Trajektorie in seinem Ei-
genschaftendialog anzeigt. Abbildung 5.1 stellt die Informationsanzeige mit den Daten der
skizzierten Trajektorie dar. Die Trajektorie ist hier bereits dem Resampling unterzogen, das
die Anzahl der Samples an die Framerate des aktuellen Videos anpasst (siehe Abschnitt 4.5
auf Seite 42). So wird in den Informationen eine wesentlich gréfiere Anzahl an Samples
angezeigt als in der Skizze vorhanden sind. Uber den Button Sketch kann die skizzierte
Trajektorie dennoch in ihrer urspriinglichen Form weiter bearbeitet werden und wird danach
wieder entsprechend fiir den Filter aufbereitet.

Trajectory Info
Source: SKETCH Load... ~
MName: Trajectory 1

#Samples: 451

From: 17:58:44.861
To: 17:59:02.834
Lifetime: 00:00:17
Avg. Speed: 5.00

Sketch

Abbildung 5.1: Informationen {iber die skizzierte Trajektorie im Eigenschaftendialog des
Filters. Die Eigenschaft Source gibt an, aus welcher Quelle die Trajektorie stammt (Skizze,
Datei oder Video).

Als Alternative zum Skizzieren der Query-Trajektorie stehen zwei weitere Optionen zur
Verfiigung, die tiber den Button Load... aufgerufen werden konnen. Die erste Moglichkeit
verfolgt den Query-by-Example-Ansatz und stellt in einem Auswahldialog Trajektorien
aus dem aktuellen Video zur Verfiigung. Die Auswahl ist dabei auf einen Zeitraum im
zuletzt abgespielten Videoteil beschrinkt. Dies ist notwendig, damit auch bei theoretischer
unendlicher Laufzeit des Videos (wie etwa bei Videostromen) sich der Speicherbedarf der
Trajektorien in Grenzen hilt. Im Auswahldialog kann eine von den angezeigten Trajektorien
ausgewdhlt werden und wird dann im Eigenschaftendialog des Filters (Abbildung 5.1)
angezeigt. Im Gegensatz zum Query-by-Sketch entspricht eine aus dem Video ausgewdhlte
Trajektorie verstdndlicherweise bereits der Framerate des Videos und muss daher keinem
Resampling unterzogen werden. In Abbildung 5.2 ist der Auswahldialog zu sehen, in dem
im Kontext des Videohintergrundes eine Trajektorie ausgewidhlt werden kann.

Die zweite Option bietet die Moglichkeit, die Query-Trajektorie aus einer Datei zu laden.
Somit konnen auch Trajektorien verwendet werden, die bereits zur spateren Verwendung
in einer Datei abgespeichert wurden. Die Trajektorien konnen dabei auch aus einem an-
deren Video oder Datenquelle stammen. Dabei muss allerdings beachtet werden, dass die
Trajektorie in einen neuen Kontext gesetzt wird und somit innerhalb des neuen Videos
verdnderte Eigenschaften aufweisen kann. So kénnen z.B. die von der Homographie des
Videos abhingigen Positionswerte beim Wechseln des Videokontextes auf eine andere Stelle
im Videobild verweisen, oder auch aufierhalb des Videobildes liegen.
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Abbildung 5.2: Dialog zum Auswéhlen einer Query-Trajektorie aus dem aktuellen Video
(“Query by Example”). Die ausgewdhlte Trajektorie wird als Query-Trajektorie im Filter
verwendet.

5.2 Vergleichen von Trajektorien

Das Filtern einer Trajektorienmenge anhand einer skizzierten Trajektorie erfordert das Ver-
gleichen bestimmter Merkmale der zu filternden Trajektorien mit der skizzierten Trajektorie.
Ziel des Filterns ist, Trajektorien aus der Menge zu Finden, die in gewissen Eigenschaften
zur skizzierten Trajektorie dhnlich sind. Diese Eigenschaften sind in den zur Verfiigung
stehenden Merkmalen definiert. Demnach hat jede Trajektorie T beziiglich eines Merkmals
(“Feature”) F einen oder mehrere (innerhalb des Videokontextes absolute) Werte. Vorausset-
zung fiir den Vergleich von Trajektorien beziiglich eines Merkmals ist, dass sich die beiden
Werte des Merkmals vergleichen lassen und der euklidische Abstand (Distanz) der Werte
zueinander bestimmbar ist. In diesem Fall ist der Wert jedes Merkmals eine reeller skalarer
Wert (Richtung, Geschwindigkeit, Zeit) oder ein reeller zweidimensionaler Vektor (Position
in der Ebene).

Beim Vergleich zweier Werte bzw. Vektoren lasst sich zwischen Distanz und Ahnlichkeit
unterscheiden, wobei beide voneinander abhéngig sind. Der Begriff der Ahnlichkeit (“Simila-
rity”) Ar definiert sich tiber die euklidische Distanz D r zwischen zwei Trajektorien T und T’
beziiglich des Merkmals F. Ist Dz = 0, ist die Ahnlichkeit A 7 maximal. Mit zunehmender
Distanz nimmt die Ahnlichkeit A immer mehr ab. Dabei ist der Verlauf der Ahnlichkeits-
funktion mit zunehmender Distanz nicht eindeutig festgelegt. Die Abbildung der Distanz
auf die Ahnlichkeit erfolgt mittels einer Ahnlichkeitsfunktion (siehe Abschnitt 5.2.2 auf
Seite 51).
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5 Filtern anhand einer skizzierten Trajektorie

5.2.1 Vergleichsalgorithmen

Hoferlin et al. [HHWH12] schldgt drei verschiedene Ahnlichkeitsmafe (“Similarity Mea-
sures”) zum Vergleich von Trajektorien beziiglich bestimmter Merkmale vor: Uberdeckung,
Distanz zwischen Mittelwerten und Distanz zwischen Standardabweichungen. Dort werden diese
Algorithmen verwendet, um dhnliche Trajektorien zu einem Cluster zusammenzufassen. Da
beim Filtern von Trajektorien auch die Ahnlichkeit der Trajektorien zueinander ausschlagge-
bend ist, werden diese drei Maf3e hier fiir den Filter wiederverwendet.

Uberdeckung

Das Ahnlichkeitsmaf3 Uberdeckung (“Coverage”) D, basiert auf einem sampleabhidngigen
Vergleichsverfahren. Es berechnet den Grad der Uberdeckung der zweier Trajektorien T und
T’ mit den Samples t; und t; innerhalb eines Merkmals F:

T’ t;, T
D (T, T¢) = + Zc(t“T)+ZC(%, )
2 tieT ‘T| tjET/ | ’
mit
1, min(d(F (t),F (t))) <e€
comy < |V mREFEO,F @)
0, sonst

wobei € angibt, wie weit zwei Samples voneinander entfernt sein diirfen, damit sie noch als
tiberdeckt gelten. F (t) ist hierbei der (ein- oder zweidimensionale) Wert des Merkmals F
am Sample ¢t und d (-, -) die euklidische Distanz zwischen zwei (skalaren oder vektoriellen)
Werten.

Da bei der Uberdeckung die einzelnen Samples zweier Trajektorien verglichen werden,
ist es von Bedeutung, dass die beiden Trajektorien anndhernd gleiche Abstdnde zwischen
ihren Samples besitzen. Insbesondere skizzierte Trajektorien, die im Normalfall weit weniger
Samples besitzen als Videotrajektorien, miissen fiir diesen Zweck einem Resampling (erneute
Berechnung unter Verdnderung der Anzahl der Samples) unterzogen werden, sodass die
zeitlichen Abstdnde der Samples denen der Videotrajektorie entsprechen (siehe Abschnitt 4.7
auf Seite 44).

Distanz zwischen Mittelwerten

Die Berechnung der Distanz zwischen Mittelwerten hangt von der einstellbaren Granularitat «
ab. Hierbei werden die Trajektorien in x zeitlich gleichlange Segmente zerteilt. Ein Segment
ist somit eine Untermenge der Samples einer Trajektorie. Falls die Teilung nicht genau auf
einem Sample der Trajektorie erfolgt, wird zwischen den beiden umschlieffenden Samples
linear interpoliert. Die Segmentierungsfunktion S(T, «, k) definiert die Menge der Samples
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5.2 Vergleichen von Trajektorien

im k-ten von k Segmenten der Trajektorie T. Mit Sy = S(T,«x, k) und S, = S(T', x, k) wird
die Distanz zwischen den Mittelwerten berechnet:

D (T,T) = ¢ L d (E(50),E (5))

1
=— 3 F(t)
Gp»

wobei E (S) das arithmetische Mittel des Segments S berechnet.

Distanz zwischen Standardabweichungen

Bei ermitteln der Distanz zwischen Standardabweichungen werden die Trajektorien ebenfalls
nach der Granularitit in ¥ Segmente unterteilt. Die geschieht in gleicher Weise wie bei der
Berechnung der Mittelwerte. Die Distanz zwischen den Standardabweichungen berechnet

sich wie folgt:
1 K
Dy (T, T, x = ; <\/Var (Sk), \/Var (s,@))

Var (S) = |51‘ Z;S (F (t) — E(S))?

wobei Var (S) die Standardabweichung (“Variance”) des Segments S darstellt.

5.2.2 Ahnlichkeitsfunktionen

Fiir die Abbildung der positiv reellwertigen Distanz Dr auf eine Ahnlichkeit Az mit
Werten zwischen 0 und 1 wird eine Ahnlichkeitsfunktion A7 : Dr € RT — Ar € [0,1]
verwendet. Die Ahnlichkeitsfunktion eines Merkmals F bestimmt anhand der Distanz zweier
Trajektorien einen Wert, der die Ahnlichkeit der beiden Trajektorien innerhalb des Merkmals
angibt. Dabei hat eine Ahnlichkeitsfunktion in der Regel bei einer Distanz Dz = 0 den Wert
Az (0) = 1 (maximale Ahnlichkeit) und fllt mit steigender Distanz gegen 0 ab.

Ahnlichkeitsfunktionen werden fiir die Berechnung der Ahnlichkeit aus der Distanz zwischen
Mittelwerten A, = A, (Dy) und der Ahnlichkeit aus der Distanz zwischen Standardabwei-
chungen Ay = A, (D) verwendet, die jeweils separat in einem Dialog eingestellt werden
konnen. Dafiir stehen in erster Linie zwei verschiedene Funktionstypen zur Verfiigung, die
als Ahnlichkeitsfunktionen in Fuzzy-Anwendungen weite Verbreitung finden [MKg6]: Eine
lineare Funktion und eine (asymmetrische) Gauf-Funktion. Bei beiden Funktionen ldsst sich
eine Distanz eingeben, bis zu der die Ahnlichkeit konstant 1 ist. Wird eine lineare Funktion
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5 Filtern anhand einer skizzierten Trajektorie

f (x,a,b) verwendet, ist der berechnete Ahnlichkeitswert der Distanz x bis zur Distanz a
konstant 1, fallt linear bis zur Distanz b > a ab und ist danach konstant O:

1, x<a
f(x,a,b) = z%;‘, a<x<b
0, x>Db

In der asymmetrischen Gauf3-Funktion ¢ (x, 1, ) ist die Ahnlichkeit bist zum Mittelwert y
der (halben) Gauf-Glocke konstant 1, dartiber féllt sie mit einstellbarer Standardabweichung
gegen 0 ab:

1, x<pu
g(x,y,a): 7(@)2
e , X > U

Abbildung 5.3 zeigt die beiden Kurven wie sie im Benutzerdialog des Filters konfigurierbar
sind.
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i} 5 0 15 20 >23.75 0 5 10 i5 20 >23.75

Abbildung 5.3: Lineare und Gauf3-Funktion als Ahnlichkeitsfunktion.

Durch die Ahnlichkeitsfunktionen kann im Kontext der skizzierten Trajektorie eine Art
Unsicherheit modelliert werden. Damit kann ausgedriickt werden, mit welcher Sicherheit
der in der Trajektorienskizze modellierte Wert eines Merkmals exakt mit dem erwiinschten
Ergebnis tibereinstimmt. Durch die Ahnlichkeitsfunktion lisst sich einstellen, wie grof3 der
Bereich um den modellierten Wert sein soll, in dem die Trajektorien noch geniigend dhnlich
sind, um gefunden zu werden.

Das Uberdeckungsmaf3 gibt auf Grund der Berechnungsart keine Distanz, sondern direkt
eine Ahnlichkeit der verglichenen Trajektorien an. Dabei wird bei Nichtiiberdeckung der
Wert 0 zuriickgegeben, bei zunehmender Uberdeckung steigt der Wert gegen 1 an. In diesem
Falle ist A, = D, eine spezielle Ahnlichkeitsfunktion wird nicht benotigt.
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Weitere Ahnlichkeitsfunktionen

Zu den beiden oben vorgestellten Ahnlichkeitsfunktionen bietet der Dialog noch drei weitere,
nicht monoton fallende Funktionen. Die Auffilligkeit bei diesen ist, dass der Distanzwert
0 nicht unbedingt eine Ahnlichkeit von 1 nach sich zieht. Dies mag auf den ersten Blick
paradox erscheinen, da ja im intuitiven Sinne zwei Trajektorien (in einer Eigenschaft) als
zueinander dhnlich bezeichnet werden, wenn die Distanz zwischen beiden (in dieser Eigen-
schaft) moglichst gering ist. So bilden die vorgestellten Funktionen eine Ahnlichkeit ab, die
dann ansteigt, wenn sich die Distanz einem bestimmten Wert (oder Wertebereich) néhert,
der nicht unbedingt 0 sein muss.

Beim Modellieren eines skizzenbasierten Queries ist diese Moglichkeit eher eine weitere
Flexibilitat in der Formulierung des Queries, da das Query in jeder Eigenschaft beliebig
angepasst werden kann und somit eine “intuitive” Ahnlichkeitsfunktion ausreicht. Die An-
wendung der drei Funktionen findet dann ihren Sinn, wenn Eigenschaften von Trajektorien
miteinander verglichen werden, die beide aus der Datenquelle stammen und somit nicht
veranderlich sind (siehe Kapitel 6 auf Seite 59). Hier lassen sich iiber diese Ahnlichkeitsfunk-
tionen nicht nur Trajektorien finden, die sich besonders dhnlich sind, sondern auch solche,
die eine bestimmte durch die Funktion festgelegte Distanz zueinander aufweisen.

Als weitere Ahnlichkeitsfunktionen stehen drei verschiedenen Typen zur Auswahl: eine
Dreiecks-, eine Trapez- und eine symmetrische Gaufs-Funktion. Dreiecks- und Trapezfunktion
werden als lineare Funktionen {iiber drei bzw. vier Knickpunkte definiert. Die Schenkel
miissen dabei nicht symmetrisch sein. Die symmetrische Gaufs-Funktion wird analog zur
ihrem asymmetrischen Pendant durch Mittelwert und Standardabweichung beschrieben.
Abbildung 5.4 zeigt die drei verschiedenen Funktionstypen.

10 10 10
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0.0 0.0 0.0
0 5 10 15 20 >23.75 0 5 10 15 20 >23.75 ] 5 10 15 0 >23.75

Abbildung 5.4: Weitere Ahnlichkeitsfunktionen: Dreiecksfunktion, Trapezfunktion und
Gauffunktion.

5.3 Merkmale und Algorithmus des Filters

Im Konfigurationsfenster des Filters lassen sich verschiedene Filterkriterien einstellen. Die
ausgewdhlten Kriterien orientieren sich an verschiedenen Trajektorieneigenschaften und
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5 Filtern anhand einer skizzierten Trajektorie

bestimmen, welche Merkmale beim Vergleich der zu filternden Trajektorien mit der skizzier-
ten Trajektorie berticksichtigt werden. Die einzelnen Merkmale decken sowohl temporale
als auch raumliche Eigenschaften ab, wobei beliebige Kombinationen moglich sind. Durch
die Auswahl wird angegeben, welche Eigenschaften der skizzierten Trajektorie tatsdchlich
fiir den Filtervorgang relevant sind. Abbildung 5.5 zeigt die auswéahlbaren Merkmale im
Eigenschaftendialog des Filters.

5 i B Epsilon /
i
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\ L/
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Z
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Abbildung 5.5: Auswahl der Merkmale im Eigenschaftendialog des skizzenbasierten Trajek-
torienfilters. Aktiviert sind die Merkmale Postion Coverage (Positionstiberdeckung), Direction
Variance (Richtungsvarianz) und Mean Time (mittlerer Zeitpunkt).

Die Merkmale des Filters und ihre Darstellung im Dialog sind wie die Vergleichsalgorithmen
aus ISS entnommen [HHWH12]. Da sowohl in ISS als auch in diesem Filter Trajektorien zum
Vergleich herangezogen werden und die Merkmale von ISS bereits in das VAC integriert sind,
liegt es nahe, hier die selben Merkmale fiir die Auswahl der Filterkriterien zu verwenden.
Einzig das in ISS zusétzlich vorhandene Merkmal zum Vergleich von Objektklassen steht im
Filter nicht zur Verfiigung, da Objektklassen keine Distanz zueinander haben und somit ein
Vergleich in einem Fuzzy-Filter keinen Sinn macht. Die zur Auswahl stehenden Merkmale
sind in die Gruppen Position, Richtung, Geschwindigkeit und Zeit unterteilt.
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Position

Das Filtern Position der Trajektorien in der Videoszene steht in drei Merkmalen zur Verfii-
gung: Uberdeckung (“Coverage”), Durchschnitt (“Mean”) und Varianz (“Variance”), wobei
die drei vorgestellten Vergleichsalgorithmen verwendet werden (siehe Abschnitt 5.2.1 auf
Seite 50). Der Vergleich der Trajektorien geschieht anhand ihrer absoluten zweidimensionalen
Koordinaten auf der projizierten Grundebene des Videoausschnitts (siehe Abschnitt 3.1.2
auf Seite 27). Die Distanz zwischen zwei Koordinaten ist die euklidische Distanz. Eine
Langeneinheit entspricht dabei (sofern die Projektion der Koordinaten mit der tatsdchlichen
Szene {ibereinstimmt) einem Meter in der Szene.

Die Positionsiiberdeckung gibt an, zu welchem Anteil die beiden verglichenen Trajektorien
deckungsgleich sind. Mit dem Durchschnittsmerkmal werden die positionalen Mittelpunkte
der einzelnen Segmente der Trajektorien miteinander verglichen. Uber die Granularitét lasst
sich die Anzahl der Segmente, und somit die Anzahl der Durchschnittsvergleiche angeben.
Uber das Merkmal der Standardabweichung lasst sich feststellen, wie dhnlich die beiden
Trajektorien beziiglich der Standardabweichung ihrer Positionen zum jeweiligen Mittelwert
sind, wie sehr also ihre Position auf dem Weg vom Anfang zum Ende der Bewegung um
den Mittelwert schwankt. Dafiir steht ebenfalls eine Einstellung fiir die Granularitdt zur
Verfiigung, mit der die Anzahl der Unterteilungen der Trajektorien angegeben werden
kann.

Richtung

Die Richtungsmerkmale geben an, in welche Richtung sich eine Trajektorie bewegt. Die
Richtung wird {iber einen Winkel im Bezug zur Szene definiert. Dabei ist von der Winkeldi-
stanzfunktion in den Algorithmen zu berticksichtigen, dass der volle Winkel von 360° einem
Winkel von 0° entspricht und die “Distanz” zwischen zwei Winkeln somit nicht mehr als 180°
betragen kann. Als Merkmale stehen ebenfalls Uberdeckung, Durchschnitt und Varianz zur
Verfiigung. Fiir die Berechnung der Uberdeckung ist die Bestimmung des Winkels an einem
einzigen Sample erforderlich. Dafiir wird der durchschnittliche Winkel in einem zeitlichen
Bereich von zwei Sekunden um das angegebene Sample berechnet, wobei das Sample in der
Mitte des Bereiches liegt. Der Berechnete Winkel ist also ein Mittelwert des Bereiches um
das Sample.

Geschwindigkeit

Uber die Geschwindigkeitsmerkmale lisst sich das Geschwindigkeitsverhalten von Trajekto-
rien vergleichen. Hier sind wiederum die drei Merkmale Uberdeckung, Durchschnitt und
Varianz verfiigbar, welche sich analog zu den Richtungsmerkmalen verhalten, mit dem
einzigen Unterschied, dass die Distanz von zwei Geschwindigkeiten nicht beschrankt ist. Die
Geschwindigkeiten werden in Kilometern pro Stunde angegeben. Fiir das Uberdeckungsmaf3
wird wie bei der Richtungsiiberdeckung ein Zwei-Sekunden-Bereich zur Berechnung der
Geschwindigkeit an einem bestimmten Sample herangezogen und daraus der Mittelwert
berechnet.
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Zeit

Die Gruppe der Zeitmerkmale enthélt Kriterien zum Vergleich der zeitlichen Trajektorienei-
genschaften. Hier stehen nur zwei Merkmale zur Auswahl: die durchschnittliche (absolute)
Zeit (Zeitstempel) und die Dauer (“Lifetime”) der Trajektorie, welche tiber die Standardabwei-
chung (Varianz) reprasentiert wird. Die Unterteilung der Trajektorien in mehrere Segmente
hat auf Grund der Kontinuitdt der Zeitdimension keine Auswirkung auf das Ergebnis,
somit ist die Angabe einer Granularitit in den Zeitmerkmalen {iberfliissig. Ebenso ist eine
Berechnung der zeitlichen Uberdeckung in einem gesonderten Merkmal nicht nétig, da diese
als Kombination der beiden genannten Merkmale angesehen werden kann [HHWH12].

5.3.1 Gewichtung

Die relative Bedeutung der aktivierten Merkmale ldsst sich tiber ihre Gewichtung ausdriicken.
Die Gewichtung bestimmt, wie stark sich die Ahnlichkeit der verglichenen Trajektorien
beziiglich des einzelnen Merkmals auf die Gesamtdhnlichkeit auswirkt. Fiir jedes Merkmal
F in der Menge der aktivierten Merkmale M r ldsst sich eine Gewichtung 6 zwischen 0
und 1 einstellen. Der Anteil ® r des Gewichtes des einzelnen Merkmals am Gesamtgewicht
© =1 ergibt sich dann aus dem Anteil des eingestellten Gewichtes 8 an der Summe der
Gewichte aller aktivierten Merkmale:

0 r
Or=——">"—
Z]:,EM}‘ 0-7:1

Somit erhalten Merkmale mit gleichem Gewichtungswert einen gleichen Anteil am Gesamt-
ergebnis. Die Summe der anteiligen Merkmal-Gewichte ergibt in der Summe ein Gesamt-
gewicht von © = } 7y, ©x = 1. Eine Gewichtung von 67 = 0 ist dquivalent zu einem
deaktivierten Merkmal, da das dieses so keinen Beitrag zum Gesamtgewicht leistet.

5.3.2 Minimale Ahnlichkeit

Fiir jedes Merkmal ldsst sich im Filterdialog ein minimaler Ahnlichkeitswert zwischen
0 und 1 eingeben, der bei der Berechnung der Ahnlichkeit der Trajektorien beziiglich
dieses Merkmals als K.o.-Kriterium dient. Somit ldsst sich fiir jedes Merkmal eine minimale
Ahnlichkeit einstellen, die durch das Merkmal (unabhingig von seiner Gewichtung) erreicht
werden muss. Dieses Kriterium wird fiir alle aktivierten Merkmale gepriift, fiir die ein
minimaler Ahnlichkeitswert eingetragen ist (wenn kein Wert angegeben ist, wird eine
minimale Ahnlichkeit von 1 angenommen). Wird in einem der Merkmale dieser Wert nicht
erreicht, ist das Gesamtergebnis des Trajektorienvergleiches 0. Ansonsten hat dieses Kriterium
keine Auswirkung auf das Vergleichsergebnis.
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Der Beitrag @), der minimalen Ahnlichkeiten ¢ zum Gesamtergebnis fiir jedes Merkmal
F in der Menge der aktivierten Merkmale M r ldsst sich als Multiplikation der Pradikate fiir
eine erreichte minimale Ahnlichkeit eines Merkmals ausdriicken:

Ov, = [] P(Ax ¢7)

FieMF
mit
1, falls Ar >
P(Af,w):{ F=tr
0, sonst

wobei P (Ar,¢7) das Pradikat der erreichten minimalen Ahnlichkeit eines Merkmals dar-
stellt. @y, ist also entweder exakt 1 (falls alle minimalen Ahnlichkeiten erreicht wurden)
oder exakt 0 (falls mindestens eine minimale Ahnlichkeit nicht erreicht wurde).

Da die Ahnlichkeiten der aktivierten Merkmale anteilig miteinander verrechnet werden,
kann es passieren, dass ein Merkmal keine Auswirkung auf das Ergebnis des Trajektorienver-
gleiches hat. Dies ist der Fall, wenn der vom Fuzzy-Container vorgegebene Schwellenwert
bereits durch den (gewichteten) Beitrag anderer Merkmale erreicht wird. So ist der Ergeb-
niswert des Filtervorgangs u.U. hoch, obwohl die Ahnlichkeit beziiglich dieses Merkmals
sehr gering ist. Dies kann verhindert werden, in dem im entsprechenden Merkmal eine
minimale Ahnlichkeit eingestellt und somit ein gewisser Beitrag dieses Merkmals zum
Ergebnis erzwungen wird.

5.3.3 Algorithmus des Filters

Mit den berechneten Ahnlichkeiten der einzelnen Merkmale, den Gewichten und den
minimalen Ahnlichkeiten ldsst sich nun das Filterergebnis als Gesamtahnlichkeit Ay, (T, T')
der zu vergleichenden Trajektorien T und T’ausdriicken:

wr (17) = (£ (a5(1.7)-05)) -0,

FieMr

Als Fuzzy-Filter gibt der Filter keine Ja/Nein-Antwort, ob eine Trajektorie den Filter passie-
ren darf oder nicht. Das Ergebnis des Filters ist die Ahnlichkeit hinsichtlich der eingestellten
Merkmale der zu priifenden Videotrajektorie mit der skizzierten Trajektorie als reeller Zah-
lenwert im Intervall [0, 1]. Da ein Fuzzy-Filter immer in einem Fuzzy-Container eingebettet
sein muss (siehe Abschnitt 3.5.2 auf Seite 32), kiimmert sich der Container darum, dass das
reelle Filterergebnis (evtl. in Kombination mit den Ergebnissen weiterer Filter im Container)
mittels eines Schwellenwertes in eine boolesche Ja/Nein-Antwort umgewandelt wird.
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Kapitel 6

Filtern von Trajektorien im zeitlichen
Zusammenhang

Das Formulieren von Queries mit fest definierten Trajektorieneigenschaften, wie es bei der
skizzenbasierten Modellierung geschieht, ist an sich sehr flexibel. Dennoch kénnen damit
keine Anfragen modelliert werden, die relative Beziehungen zwischen zwei Trajektorien
definieren, die beide aus einer Datenquelle stammen. Dafiir wurde ein sog. zeitabhangiger
Filter entwickelt, mit dem solche Queries (mit einer zeitlichen Einschrankung) modelliert
werden konnen.

Mit dem Filter lassen sich Trajektorien finden, die zu einem bestimmten Zeitpunkt sich in
einer oder mehreren Eigenschaften moglichst dhnlich sind. Zum Beispiel sollen Trajektorien
von Objekten gefunden werden, die sich zur selben Zeit am gleichen Ort befinden, sich in
die gleiche Richtung bewegen oder die selbe Geschwindigkeit aufweisen. Dabei werden
weder der Zeitpunkt noch Werte fiir die zu vergleichenden Eigenschaften vorgegeben.
Ziel des Filters ist, zu einem bestimmten (aber unbekannten) Zeitpunkt eine moglichst
hohe Ahnlichkeit anhand von vorgegebenen Ahnlichkeitsfunktionen zu finden. Durch die
Ahnlichkeitsfunktionen und Fuzzy-Logik kénnen auch Trajektorien mit einer definierten
Distanz zwischen ihren Eigenschaften gefunden werden.

6.1 Zeitabhangigkeit und Caching-Problem

Im zeitabhédngigen Filter sollen Trajektorien gefiltert werden werden, deren Objekte zum
gleichen Zeitpunkt dhnliche Eigenschaften aufweisen. Da nach dem gleichen Zeitpunkt
gefragt wird, kommt zum Vergleich zweier Trajektorien nur der Zeitraum in Frage, in dem
sich die beiden Trajektorien zeitlich iiberlappen. Besteht eine solche Uberlappung nicht, gibt
es keinen Zeitpunkt, an dem beide Trajektorien gleichzeitig existieren. Insofern gibt es in
diesem Fall auch keine Gemeinsamkeiten, ein Vergleich von sich zeitlich nicht iiberlappenden
Trajektorien wire tiberfliissig.
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Da die Videotrajektorien miteinander verglichen werden, miissen bereits gefilterte Trajektori-
en in einem Cache gespeichert werden, damit diese mit spéter eintreffenden Trajektorien
verglichen werden konnen. Der Filter hat dafiir einen eigenen Trajektoriencache, der beim
Filtern der Trajektorien gefiillt wird. Dabei miissen nur die Trajektorien im Cache gehalten
werden, die mit der aktuell zu filternden Trajektorie eine zeitliche Uberlappung haben.
Andere Trajektorien kénnen aus dem Cache entfernt werden. Dadurch ist auch sichergestellt,
dass der Cache auf Dauer in seiner Grofie beschréankt bleibt.

Das Caching-Problem

Nach dem Prinzip des Filters soll eine Trajektorie mit allen Trajektorien verglichen werden,
die sich mit dieser zeitlich tiberlappen. Durch die Architektur der Filter und die Art der Ver-
arbeitung der Trajektorien wird dieses Ziel allerdings durch zwei Kriterien eingeschrankt:

1. Die Architektur von Filtern im VAC sieht vor, dass fiir jede Trajektorie sofort das Filter-
ergebnis berechnet und zuriickgegeben wird, bevor die nédchste Trajektorie verarbeitet
werden kann. Da die Trajektorien in der zeitlichen Abfolge ihres Startzeitpunktes
gefiltert werden, hat dies die Folge, dass das Filterergebnis einer Trajektorie nie von
Trajektorien abhédngig sein kann, die zeitlich spdter beginnen. Somit kénnen zum
Vergleich nur Trajektorien “aus der Vergangenheit” herangezogen werden.

2. Da der Filter Beziehungen zwischen Trajektorien bewertet, konnte man als Filterergeb-
nis Trajektorienpaare erwarten. Dies wéren jeweils zwei Trajektorien, die sich zu einem
bestimmten Zeitpunkt in den zu vergleichenden Eigenschaften besonders dhnlich sind.
Jedoch wird jede Trajektorie in ihrem Filtervorgang einzeln betrachtet, so dass die
Markierung der Beziehungen zwischen sich dhnelnden Trajektorien als Filterergebnis
nicht moglich ist. Zudem kann wegen der ersten Einschrankung immer nur die Trajek-
torie im Filter als “zu einer anderen Trajektorie dhnlich” bewertet werden, die von den
beiden Trajektorien zum spiteren Zeitpunkt anfangt. Die andere Trajektorie taucht u.U.
gar nicht in der Ergebnismenge auf, da ihr Filterergebnis zu diesem Zeitpunkt bereits
feststeht.

Letztendlich bezieht sich die Ausgabe des Filters auf Grund der genannten Einschrankungen
auf Trajektorien, in deren Vergangenheit (beziiglich des Startzeitpunktes) zeitlich tiberlap-
pende Trajektorien zu finden sind, die sich zu einem beliebigen, aber festen Zeitpunkt in
den aktivierten Eigenschaften dhneln. Die Ahnlichkeit wird in jeder Eigenschaft durch eine
Ahnlichkeitsfunktion definiert. Die Ausgabe des Filters fiir jede Trajektorie ist die hichste
Ahnlichkeit, die die Trajektorie mit einer anderen Trajektorie im Cache zu einem bestimmten
Zeitpunkt aufweist.

6.2 Merkmale und Algorithmus des Filters

Der Filter stellt als Auswahl drei verschiedene Merkmale zur Verftigung: Position, Richtung
und Geschwindigkeit. Diese drei Merkmale sind — wie im skizzenbasierten Trajektorienfilter —
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6.2 Merkmale und Algorithmus des Filters

mit Einstellmoglichkeiten fiir Gewichtung und minimale Ahnlichkeit ausgestattet. Abbildung
6.1 zeigt die zur Auswahl stehenden Merkmale im Filterdialog.

Weight Min. Similarity Similarity Function

W e} 10 [ 00 [

Weight Min. Similarity Similarity Function
) 0.2 [F[o0m [

Weight Min. Similarity Similarity Function
1.00 0,00 |3 Edit...

Abbildung 6.1: Auswahl der Merkmale im Eigenschaftendialog des zeitabhdngigen Trajekto-
rienfilters. Aktiviert sind die Merkmale Position und Richtung.

Die zeitabhédngige Distanzfunktion Dr (T, T',t) fiir jedes Merkmal F (Position, Richtung
oder Geschwindigkeit) beschreibt jeweils die euklidische Distanz der Position, Richtung oder
Geschwindigkeit zwischen den beiden Trajektorien T und T’ zum Zeitpunkt t. Bei den Merk-
malen Richtung und Geschwindigkeit wird der Wert zum Zeitpunkt ¢ fiir jede Trajektorie
iiber einen Bereich von zwei Sekunden um den Zeitpunkt gemittelt. D r ist dabei nur fiir
Zeitpunkte definiert, fiir die sowohl T als auch T’ einen Wert besitzen. Der Zeitpunkt ¢
muss also in dem Intervall liegen, das die zeitliche Uberlappung der beiden Trajektorien
darstellt.

Fiir jedes Merkmal lasst sich auch eine Ahnlichkeitsfunktion .4 r definieren, die die errechnete
Distanz D 7 auf einen Ahnlichkeitswert A r abbildet:

A7 (T, T,t) = Ay (Dr (T, T, 1))

Als Ahnlichkeitsfunktionen stehen die selben Funktionstypen zur Verfiigung, die auch fiir
den skizzenbasierten Trajektorienfilter verwendet werden (siehe Abschnitt 5.2.2 auf Seite 51).
Diese konnen genauso iiber den Eigenschaftendialog des Filters konfiguriert werden.

Unter Beriicksichtigung der Merkmal-Gewichtungen ® r und dem Kriterium fiir minimale
Ahnlichkeiten @, (Abschnitte 5.3.1 und 5.3.2 auf Seite 56) lasst sich analog zur Berechnung
des Ahnlichkeitswertes im skizzenbasierten Trajektorienfilter eine zeitabhingige Berechnungs-
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6 Filtern von Trajektorien im zeitlichen Zusammenhang

vorschrift Zy, (T, T', t) aufstellen, die den Gesamtidhnlichkeitswert der Trajektorien T und
T’ beziiglich der Menge der aktivierten Merkmale M r zu einem Zeitpunkt ¢ berechnet:

2, (070 = £ (450720 0n) ] -,

Fi€EMr

Sei I (T, T') das Zeitintervall, in dem sich T und T’ iiberlappen. M; = S; (I (T, T")) ist dann
die Menge der Zeitstempel in diesem Intervall, fiir die es in mindestens einer der beiden
Trajektorien ein Sample gibt. S; ist dabei die Segmentierungsfunktion, die die Samples beider
Trajektorien in dem Abschnitt zurtickgibt, in dem sich beide Trajektorien zeitlich iiberlappen.
Die Gesamtahnlichkeit A, (T, T') fiir diesen Filter kann in folgender Formel ausgedriickt
werden:
Avy (T,T) = max (Zuy, (T,7',1)

Somit berechnet Ay, (T, T') das Maximum der Ahnlichkeit zweier Trajektorien zu einem
gemeinsamen Zeitpunkt. Existiert fiir T und T’ keine zeitliche Uberlappung, so ist die Menge
der iiberlappenden Zeitstempel M; leer. In diesem Fall ist die Ahnlichkeit Ay, = 0. Beim
Trajektorienvergleich wird erwartet, dass die Trajektorien zwischen ihren Samples linear
interpoliert sind und demnach dort keine Extrema besitzen. Somit geniigt es, bei der Suche
nach maximaler Ahnlichkeit die Trajektorien an den Zeitpunkten ihrer moglichen Extrema —
den einzelnen Samples — zu vergleichen, um die minimale Distanz herauszufinden, da diese
auf Grund der Annahme auf einem Sample liegen muss.
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Kapitel 7

Validierung

In diesem Kapitel wird die Funktion der beiden vorgestellten Filter validiert. Dafiir wird der
Filtervorgang jeweils anhand eines Fallbeispiels ndher erldutert und diskutiert. Abschnitt 7.1
beschiftigt sich mit der Validierung des skizzenbasierten Filters, Abschnitt 7.2 mit der des
zeitabhédngigen Filters.

7.1 Validierung des skizzenbasierten Filters

Zunéchst wird die Funktion des in Kapitel 5 auf Seite 47 vorgestellten skizzenbasierten
Filters anhand eines Fallbeispiels tiberpriift. In diesem Beispiel wird eine statische Analyse
durchgefiihrt, d.h. ohne das Abspielen eines Videos in Echtzeit. Mittels des skizzenbasierten
Trajektorienfilters sollen Trajektorien mit bestimmten Eigenschaften aus einem Datensatz
gefunden werden. Dafiir stehen allein die Trajektoriendaten — ohne Videobild — zur Verfii-
gung. Lediglich ein statisches Hintergrundbild zur Darstellung des Kameraausschnitts ist
verfligbar. Die Trajektoriendaten sind ein kleiner Ausschnitt aus der Edinburgh Informatics
Forum Pedestrian Database® [Majog], die die Bewegungsdaten von Personen enthilt, die das
Forum der School of Informatics der Universitat Edinburgh durchquert haben. Der Ausschnitt
beschréankt sich in diesem Beispiel auf ca. 50 Trajektorien innerhalb eines Zeitraums von
einigen Minuten.

Als View zur Darstellung der Trajektorien wird ISS [HHWH11a] eingesetzt, dessen Funk-
tionalitat mit dieser Arbeit erweitert wurde. Die ISS-View ist eine View zum Einsatz in der
statischen Analyse. Dabei werden die gesamten Trajektoriendaten zundchst in einen Cache
geladen, um in gesamtem Umfang zur Verfiigung zu stehen. Anschlieffend werden die
geladenen Trajektorien gefiltert und in der View dargestellt. Dies geschieht im Gegensatz zu
einer Echtzeitanalyse ohne Beriicksichtigung der Zeitinformationen der Trajektorien, so dass
das Filterergebnis aller Trajektorien so schnell wie moéglich berechnet und zur Verfiigung

Thttp://homepages.inf.ed.ac.uk/rbf/FORUMTRACKING
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7 Validierung

gestellt wird. Wird durch eine Anderung der Filterkriterien innerhalb von ISS oder im Filter-
baum eine Neuberechnung der dargestellten Trajektorien gefordert, wird der Filtervorgang
fiir alle Trajektorien von Neuem durchgefiihrt und das aktualisierte Ergebnis in der View
dargestellt.

Bei der Auswahl eines oder mehrerer Cluster in der ISS-View wird die Anzeige auf die
Trajektorien innerhalb der markierten Cluster beschrankt und neu dargestellt. Fiir diesen
Schritt wird ein eigener Filter erstellt und in den Filterbaum eingehédngt, der genau diese
Reduzierung der Trajektorien vornimmt. Durch das erneute Filtern der Trajektorien mit dem
aktualisierten Filterbaum erhélt die View das gewiinschte Ergebnis. Durch die Filterimple-
mentierung kann die Interaktion innerhalb von ISS beliebig mit anderen Filtern, z.B. dem
skizzenbasierten Filter, kombiniert werden, wie es in diesem Beispiel demonstriert wird.

Abbildung 7.1 zeigt die ungefilterten Trajektorien innerhalb der ISS-View. Diese sind anhand
ihrer Position in verschiedene Cluster zusammengefasst. Der Kameraausschnitt zeigt das
Edinburgh Informatics Forum aus der Top-Down-Perspektive, also senkrecht von oben.

Abbildung 7.1: Ungefilterte Trajektorien in ~ Abbildung 7.2: Erstellte Trajektorienskizze
ISS, nach ihrer Position in verschiedene Clus-  im Eigenschaftendialog des Filters.
ter zusammengefasst.

7.1.1 Konfiguration des Filters

Nun wird der skizzenbasierte Filter eingesetzt, um die Trajektorien der Personen herauszufil-
tern, die vom Eingang der Halle (unten links) zur Treppe (oben in der Mitte) gegangen sind.
Dafiir wird ein neuer skizzenbasierter Filter erstellt und in den Filterbaum eingehédngt. Da
der skizzenbasierte Filter ein Fuzzy-Filter ist, muss dieser in einen Fuzzy-Container eingefiigt
werden, der {iber seinen Schwellenwert die letztendliche Filterentscheidung trifft. In diesem
Fall wird ein Schwellenwert von 0,5 gewihlt. Der Container ldsst also alle Trajektorien
passieren, fiir die der Fuzzy-Filter im inneren des Containers eine Ahnlichkeit von 0,5 oder
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7.1 Validierung des skizzenbasierten Filters

hoher berechnet hat. Nach dem Einhdngen kann der Filter {iber den Eigenschaftendialog
konfiguriert und die Skizze erstellt werden. Abbildung 7.2 zeigt die angefertigte Skizze, mit
der Trajektorien in der Menge gefunden werden sollen, die vom Eingang des Forums zur
Treppe verlaufen. Der Verlauf der Trajektorie ist in der Skizze mit fiinf Samples (schwarze
Punkte) beschrieben. Der zeitliche Verlauf und somit die Bewegungsrichtung der Trajektorie
ist durch die Pfeilspitze gekennzeichnet.

Da in diesem Fall die zeitlichen Aspekte der Trajektorien fiir das Filtern ohne Bedeutung
sind, konnen diese beim Erstellen der Skizze vernachldssigt werden. Welche Trajektorie-
neigenschaften beim Vergleich zum Einsatz kommen, wird in den Merkmal-Einstellungen
des Filters festgelegt. Hier sind die Position und Bewegungsrichtung der Trajektorien ge-
fragt. Dafiir werden im Filter die Merkmale Position Coverage (Positionsiiberdeckung) und
Direction Mean (Richtung im Mittel) aktiviert. Fiir die durchschnittliche Richtung wird eine
Granularitit von 2 gewdhlt, jede Trajektorie wird also fiir die Berechnung in zwei Segmente
aufgeteilt, die separat miteinander verglichen werden. Somit wird sichergestellt, dass sowohl
der vordere als auch der hintere Teil der Trajektorie im Mittel die gewiinschte Richtung
einhilt. Als Ahnlichkeitsfunktion fiir Direction Mean wird eine asymmetrische GauSkurve
eingesetzt. Bis zu einer Winkelabweichung von 5 Grad der mittleren Trajektorienrichtung zur
Skizze wird eine Ahnlichkeit von 1 definiert. Dartiber fallt die Ahnlichkeit ab und verlauft
gegen 0, bis sie ab einer Richtungsabweichung von ca. 30 Grad so gering ausfallt, dass sie
keinen nennenswerten Beitrag mehr leistet.

Das Richtungsmerkmal wird zusétzlich in seiner Gewichtung etwa um die Halfte herabge-
setzt, um die grofiere Bedeutung der Position einer Trajektorie gegeniiber ihrer Richtung
hervorzuheben. Abbildung 7.3 illustriert die Merkmal-Einstellungen des Filters.

10
§ . =gl . Epsilon f
A
Feature / Granularity Weight Min. Similarity g te oo
iasal N ) 100 0,00 ] 100 [ os
AL/
Ay 1.00 p— v
£ A ,
Fay L0 o
) i - Epsilon / 04
Feature | Granularity Weight Min. Similarity Sim. Func.
A\ 1.00 0,00 15,00 |5 ,
, ) . ) 0.2
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) 6.2 12.4 18.6 48 »79.45

Abbildung 7.3: Einstellungen des Skizzenfilters: Aktiviert sind die Merkmale Position Covera-
ge und Direction Mean mit GauB8-Ahnlichkeitskurve (Ahnlichkeit nach Richtungsabweichung
in Grad). Die Gewichtung von Direction Mean ist im Verhéltnis zu Position Coverage auf die
Halfte reduziert.
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7.1.2 Filterergebnis

Als Ergebnis des Filtervorgangs bleiben von den urspriinglich ca. 50 Trajektorien noch fiinf
tibrig, die — wie erwartet — dhnlich der Skizze zwischen Eingang und Treppe verlaufen.
Abbildung 7.4 zeigt die gefilterten Trajektorien im Vergleich zur Skizze, einmal in Cluster
zusammengefasst und einmal als einzelne Trajektorien. Diese Menge wire jetzt klein genug,
um sie manuell zu tiberpriifen.

Abbildung 7.4: Trajektorienskizze des Filters (links) im Vergleich mit dem Filterergebnis in
Clusterreprasentation (Mitte) bzw. als einzelne Trajektorien (rechts).

Die Clusterdarstellung in der Mitte zeigt jedoch, dass das Ergebnis Trajektorien enthdlt,
die - entgegen der angegebenen Richtung in der Skizze — in die entgegengesetzte Richtung
verlaufen. Dieses Ergebnis ist eine Folge der Unschérfe der verwendeten Fuzzy-Logik. Durch
die hohere Gewichtung reicht eine hohe Ubereinstimmung der Position aus, um allein
den Schwellenwert von 0,5 zu erreichen, sodass der Beitrag der Richtung bedeutungslos
wird. So kann auch eine Trajektorie, deren Ahnlichkeit beziiglich ihrer Richtung sehr gering
ist, durch eine hohe Positionsiiberdeckung den Filter passieren. Eine hohere Gewichtung
der Richtung auf Kosten des Positionsgewichtes kann dieses Problem nicht vermeiden,
sondern nur verlagern. Vermeiden liefSe sich dieser Effekt durch einen hoheren Schwellenwert
im Container, was aber auch absichtlich gefilterte Trajektorien ausschlieffen konnte. Eine
bessere Moglichkeit wire das Einstellen einer minimalen Ahnlichkeit im Richtungsmerkmal,
das auch Trajektorien ausschliefit, die trotz hoher Positionsiiberdeckung eine zu geringe
Richtungsadhnlichkeit aufweisen. Dies wére bei den in die falsche Richtung verlaufenden
Trajektorien der Fall.

7.2 Validierung des zeitabhangigen Filters

Der in Kapitel 6 auf Seite 59 vorgestellte zeitabhéngige Filter ist vor allem zum Filtern
von Datensédtzen geeignet, deren Trajektorie zeitlich weit gestreut sind. Mit diesem Filter
lassen sich Trajektorien finden, deren Objekte sich zur gleichen Zeit in einer Eigenschaft
dhnlich sind, z.B. sich zur gleichen Zeit ungefdhr am selben Ort befinden. Dadurch lasst
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7.2 Validierung des zeitabhangigen Filters

sich beispielsweise herausfinden, welche Objekte sich zu einem gemeinsamen Zeitpunkt mit
anderen treffen oder kreuzen.

Fiir dieses Beispiel wurden Trajektorien aus GPS-Daten verwendet. Die Trajektorien beschrei-
ben aufgezeichnete Bewegungen von Testpersonen in einem Umkreis von ca. 30 Kilometern
und einem Zeitraum von etwa zwei Monaten. Dabei wurden ca. 2000 Trajektorien aufge-
zeichnet. Als View wurde eine Ansicht verwendet, die die Trajektorien im Kontext einer
Landkarte darstellt®.

7.2.1 Konfiguration des Filters

Der Filter soll Trajektorien finden, deren Objekt sich jeweils mit dem einer (beliebigen)
anderen Trajektorie aus dem Datensatz zur gleichen Zeit ungefdhr am selben Ort befindet.
Dafiir wird im Eigenschaftendialog des Filters das Merkmal Position aktiviert. Die Ahnlich-
keitskurve wird so eingestellt, dass zwei Trajektorien beim Vergleich bis zu einem minimalen
Abstand von 50 Metern zur selben Zeit mit einer Ahnlichkeit von 1 bewertet werden, die
Standardabweichung der sich anschlieffenden (asymmetrischen) Gaufi-Kurve betrdgt 25
Meter. Abbildung 7.5 zeigt die Filtereinstellungen und die Ahnlichkeitskurve des Merkmals
Position.
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Abbildung 7.5: Filtereinstellungen des zeitabhédngigen Filters: aktiviert ist das Merkmal
Position mit GauB8-Ahnlichkeitskurve.
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7.2.2 Filterergebnis

Das Ergebnis des Filtervorgangs ist eine Menge von ca. 10 Trajektorien, fiir deren Objekte
der Filter jeweils eine geniigend grofie Ndhe zu einem anderen Objekt erkannt hat. Zu
erwarten ist, dass die Ergebnismenge die Trajektorien aller Objekte enthdlt, die zu einem

2Genauere Angaben tiber die verwendeten Daten konnen aus lizenzrechtlichen Griinden nicht aufgefiihrt
werden.
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anderen Objekt irgendwann zur selben Zeit nicht weiter als etwa 50 Meter entfernt sind. Das
Ergebnis ist hinsichtlich dieser Erwartung allerdings auf Grund der Einschrankungen in
der Funktionsweise des Filters (siehe Abschnitt 6.1 auf Seite 59) unzureichend. Es kénnen
lediglich Trajektorien ermittelt werden, die sich mit einer beliebigen anderen Trajektorie
treffen, die zeitlich davor liegt, also bereits gefiltert wurde und sich im Cache des Filters
befindet. Ein Blick in die “Zukunft” ist nicht moglich. Zudem kommt diese andere Trajektorie
nicht in der Ergebnismenge vor, wenn sie bei ihrem Filtervorgang zuvor ausgefiltert wurde.

Da aus dem Ergebnis des zeitabhdngigen Filters heraus nicht bekannt ist, mit welcher
anderen Trajektorie sich jede Trajektorie im Ergebnis trifft, ist eine visuelle Verifikation oder
Interpretation der Daten ohne weitere Schritte nur schwer moglich. Die Trajektorien im
Ergebnis kdnnen aber gut als Hinweis fiir eine genauere Betrachtung dienen, um Treffen
oder andere Gemeinsamkeiten von Trajektorien zum gleichen Zeitpunkt herauszufinden. In
der weiteren Analyse (z.B. mittels anderer Filter bzw. Views) konnte dann z.B. die nihere
Umgebung der gefundenen Trajektorien untersucht werden.
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Kapitel 8

Zusammenfassung

In dieser Arbeit wurde gezeigt, wie aus einem Uberwachungsvideo (oder einer anderen
Datenquelle) extrahierte Trajektorien anhand einer Skizze gesucht, bzw. gefiltert werden
konnen. Dafiir wurde eine Benutzeroberfliche zum Zeichnen der Skizze und Modellieren
ihrer raumlichen und zeitlichen Eigenschaften entwickelt. Die Suche nach Trajektorien wur-
de durch einen Trajektorienfilter realisiert, der den Datenbestand mit der erstellten Skizze
vergleicht. Die zu vergleichenden Trajektorieneigenschaften konnen im Filter ausgewédhlt und
konfiguriert werden. Durch den Einsatz der Fuzzy-Logik kénnen durch den Filter unscharfe
Suchanfragen gestellt werden. Der Grad und die Art der Unschiérfe kann durch Ahnlich-
keitsfunktionen definiert werden. So konnen auch unsichere Kriterien zur Trajektoriensuche
definiert werden, die ein sinnvolles Ergebnis liefern.

Ahnliche Eigenschaften von Trajektorien aus dem Datensatz kénnen durch den Einsatz
des zeitabhidngigen Filters gefunden werden. Dabei werden Trajektorieneigenschaften zum
selben Zeitpunkt miteinander verglichen. Hier wird das Prinzip der unscharfen Anfragen
ebenso verwendet und erlaubt auch hier Anfragen unter Unsicherheit. Jedoch kann durch
die genannten technischen Beschrankungen des Filterprinzips kein optimales Ergebnis
erzielt werden. Eine Losung, die auch Vergleiche mit Trajektorien “in der Zukunft” zuldsst
oder Beziehungen zwischen Trajektorien als Filterergebnis ausgeben kann, muss hier noch
entwickelt werden.

Dieses Problem konnte etwa durch eine statische View gelost werden, die den kompletten
Trajektoriensatz zur Verfligung hat und nicht den Beschrankungen der Filterarchitektur
unterliegt. Durch die View kann (dhnlich wie bei ISS) ein sog. “Whitelist-Filter” erstellt
werden, der eine spezifisch vorgegebene Trajektorienmenge passieren ldsst und somit das
Ergebnis eines zeitabhidngigen Filters ohne die gegebenen technischen Einschrankungen
emuliert.

Die Moglichkeiten, Trajektorien mittels unscharfer Anfragen zu finden, sind mit den vor-
gestellten Filtern natiirlich langst nicht ausgeschopft. Durch das Heranziehen von anderen
Trajektorieneigenschaften zum Vergleich und entsprechenden Vergleichsmethoden kénnen je
nach Anwendung neue Erkenntnisse tiber die analysierten Daten gewonnen werden. Auch
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8 Zusammenfassung

das Finden von Beziehungen zwischen Trajektorien bietet einiges an Potential, wodurch
nicht nur Eigenschaften von bewegten Objekten, sondern auch Interaktionen zwischen ihnen
in den Mittelpunkt riicken. Effizientere Vergleichsalgorithmen koénnten hier zuséatzlich die
Berechnungszeit vor allem bei sehr grofsen Datenmengen deutlich verringern.

Das Ziel dieser Arbeit ist, den Visual-Analytics-Prozess bei der Analyse von Uberwachungs-
videos und anderen grofien Datenmengen hinsichtlich ihrer enthaltenen Trajektorien weiter
zu unterstiitzen. Die vorgestellten Ideen als auch evtl. nachfolgende Methoden sind somit
ein Ansatz, diese Analyse einfacher und schneller zu gestalten, was auf Grund der immer
weiter steigenden Menge an Uberwachungsvideo- und Trajektoriendaten auch unbedingt
notwendig ist.
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