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Kurzfassung

Das Konzept der Word-Cloud hat sich wihrend des vergangenen Jahrzehnts im Internet
etabliert und erfreut sich grofier Popularitiat. Hinsichtlich der visuellen Analyse konnen
Word-Clouds hilfreich sein, um dem Analysten einen ersten Eindruck vom Inhalt eines
Textes zu vermitteln. Jedoch sind die Funktionalititen herkémmlicher Word-Clouds stark
beschrénkt, da ihr primarer Fokus tiblicherweise der Asthetik gilt. Basierend auf der Word-
Cloud-Idee wird in dieser Arbeit eine Visualisierung entwickelt, die eine Reihe interaktiver
Funktionalitidten zur Unterstiitzung der visuellen Analyse von Textdokumenten anbietet.
Hierbei werden Techniken der maschinellen Sprachverarbeitung mit Visualisierungs- und
Interaktionsansdtzen verkniipft, um einen komplett neuen Ansatz der visuellen Analyse zu
ermoglichen. Um diesen Ansatz auf die Probe zu stellen sowie Feedback und Verbesserungs-
vorschldge zu erhalten, wurde im Anschluss an die Implementierung eine Nutzerstudie
mit dem entstandenen Programm durchgefiihrt. Das Resultat dieser qualitativen Evaluation
bestitigte die intuitive Bedienbarkeit und den Nutzen hinsichtlich bestimmter Aufgaben
der visuellen Analyse von Textdokumenten. Unter anderem ist es moglich, ein beliebiges
englischsprachiges Textkorpus mithilfe dieses Programms nach Wortarten oder Kategorien
wie beispielsweise Personen oder Orten zu filtern und daraus eine Word-Cloud zu generieren.
Dariiber hinaus kénnen explorativ Zusammenhénge zwischen einzelnen oder mehreren
Wortern ermittelt und in der Word-Cloud visualisiert werden. Neben diesen und vielen
weiteren linguistischen Analysetechniken stehen dem Anwender eine Vielzahl interaktiver
Einstellungsmoglichkeiten hinsichtlich der Word-Cloud zur Verfiigung, die ihn bei einer
visuellen Analyse unterstiitzen.
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1. Einleitung

Das Konzept der Word-Cloud hat sich wahrend des vergangenen Jahrzehnts im Internet
etabliert und erfreut sich grofier Popularitat. Als Word-Cloud wird eine Visualisierungs-
methode bezeichnet, bei der beliebige Schlagworte meist alphabetisch sortiert dargestellt
werden. Hierbei korreliert die Schriftgrofie der einzelnen Schlagworte mit der Haufigkeit
ihrer Vorkommen innerhalb des zugrunde liegenden Datensatzes. Hinsichtlich der visuellen
Analyse von Textdokumenten konnen Word-Clouds hilfreich sein, um einen ersten Eindruck
vom Inhalt eines Textes zu vermitteln.

Neben den Worthdufigkeiten bieten Word-Cloud-Visualisierungen die Moglichkeit, weitere
Informationen — beispielsweise Zusammenhénge zwischen Worten — darzustellen, welche
den Analysten bei seiner Aufgabe unterstiitzen konnen. Um diese Informationen aus den
zugrunde liegenden Textdokumenten zu extrahieren, werden Techniken der maschinellen
Sprachverarbeitung benotigt.

In einigen Word-Cloud-Visualisierungen kommen bereits Techniken der maschinellen Sprach-
verarbeitung zum Einsatz, tiblicherweise fiir die Bereinigung von Textkorpora. Die Inte-
gration solcher Techniken in die Word-Cloud-Visualisierung dieser Arbeit soll zahlreiche
Funktionalitdten fiir die visuelle Analyse bereitstellen und den tiblichen Verwendungszweck
bei weitem {ibertreffen.

Eine visuelle Analyse von Textdokumenten ist von diversen Faktoren abhingig — etwa
der Fachrichtung des Textkorpus und der speziellen Aufgabe des Analysten — weshalb
Interaktionsmoglichkeiten eine hohe Prioritét fiir diese Arbeit haben, um dem Analysten
Flexibilitat zu bieten.

Da die iiblicherweise verwendeten Word-Cloud-Visualisierungen jedoch recht statisch sind,
bieten sie neben einem Textiiberblick kaum Funktionalitidten fiir eine interaktive visuelle
Analyse von Textdokumenten. An eben dieser Stelle setzt die vorliegende Diplomarbeit
an, um eine statische Word-Cloud in ein interaktives Werkzeug der visuellen Analyse zu
verwandeln.

1.1. Aufgabe und Losungsansatz

Das Ziel dieser Arbeit ist es, die begrenzten Moglichkeiten von Word-Cloud-Visualisierungen
fiir die visuelle Analyse zu erweitern. Basierend auf der Word-Cloud-Idee, soll hierzu eine
Visualisierung entwickelt werden, die eine Reihe interaktiver Funktionalitidten zur Unter-
stiitzung der visuellen Analyse von Textdokumenten anbietet. Hierbei sollen Techniken der

11



1. Einleitung

maschinellen Sprachverarbeitung mit Visualisierungs- und Interaktionsansitzen verkniipft
werden und sich auf beliebige englischsprachige Texte anwenden lassen. Am Ende des
Projekts soll eine Sprachverarbeitungspipeline fiir die Vorverarbeitung von Textdokumenten
und eine um interaktive Funktionalitdten erweiterte Word-Cloud-Visualisierung entstehen.

Ein interaktiver Word-Cloud-Ansatz setzt eine intensive Vorverarbeitung der zugrunde
liegenden Textkorpora voraus. Hierfiir sollen zunédchst bestehende Techniken der maschi-
nellen Sprachverarbeitung sowie Visualisierungs- und Interaktionsansétze betrachtet und
verglichen werden. Dabei sollen niitzliche Konzepte und Ansétze als Inspiration fiir die
Konzeption der Funktionalitdten dienen. Diese Funktionalitidten beinhalten unter anderem
die Zusammenfassung verschiedener Wortformen sowie die Erkennung von Wortarten und
Kategorien wie beispielsweise Personen oder Orte. Dariiber hinaus sollen Zusammenhénge
zwischen Worten in der Word-Cloud-Visualisierung dargestellt werden.

Um den Ansatz interaktiv zu gestalten, ist es notwendig, dass alle konzipierten Funktio-
nalititen die betreffenden Daten in angemessener Zeit bereitstellen, um dem Analysten
ein effizientes Arbeiten zu ermoglichen. Die Herausforderung besteht folglich darin, einen
sinnvollen Mittelweg zwischen einer intensiven Vorausberechnung aller Daten und einer
spontanen Berechnung der Daten, sobald diese benétigt werden, zu finden. Da einige
Funktionalidten viel Rechenzeit und/oder Arbeitsspeicher benétigen und nur fiir spezielle
Aufgaben einen Mehrwert bieten, ist eine optionale Verwendung hilfreich, um unnétige
Verzogerungen zu vermeiden und eine Verwendung des Ansatzes auf Rechnern mit geringen
Hardware-Ressourcen zu ermdglichen.

1.2. Gliederung

Die Arbeit ist in folgender Weise gegliedert:

Kapitel 2: Die Grundlagen vermitteln das fiir das Verstandnis der Arbeit benotigte Fachwis-
sen. Dariiber hinaus werden in diesem Kapitel verwandte Arbeiten vorgestellt und
diskutiert.

Kapitel 3: Das Konzept wird in diesem Kapitel erarbeitet und erldautert. Grundlage fiir
das Konzept stellen die Erkenntnisse aus den verwandten Arbeiten und die bisher
existierenden Ansatze dar.

Kapitel 4: Der eigene Ansatz beginnt mit einem Uberblick iiber das Programm. Bevor die
Funktionalitdten des Programms erldutert und veranschaulicht werden, werden zu-
néchst die wichtigsten Datenstrukturen vorgestellt. Anschliefiend werden die Probleme
der Implementierung diskutiert.

Kapitel 5: Die Evaluation des Programms findet in Form einer Benutzerstudie statt. Zunéachst
werden die Vorbereitungen, Materialien, Aufgaben sowie der Ablauf der Studie erklart,
anschlieffend werden die Ergebnisse prasentiert und diskutiert.

Kapitel 6: In Form einer Diskussion und eines Ausblicks werden die Ergebnisse der Arbeit
zusammengefasst, diskutiert und Ankniipfungspunkte dargestellt.
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2. Grundlagen

In diesem Kapitel werden die grundlegenden Konzepte von Word-Clouds erldutert. Anhand
verwandter Arbeiten wird der aktuelle Stand existierender Word-Cloud-Visualisierungen
und -Ansétze prasentiert und diskutiert. Anschliefend werden relevante Techniken der
nattirlichen Sprachverarbeitung erldutert, welche im Rahmen dieser Arbeit Anwendung
finden sollen.

2.1. Word-Clouds

Als Tag- oder Word-Cloud wird eine Visualisierungsmethode bezeichnet, bei der beliebige
Schlagworte, genannt , Tags”, meist alphabetisch sortiert dargestellt werden. Hierbei kor-
reliert die Schriftgrofie der einzelnen Tags mit deren Haufigkeit. Auf diese Weise konnen
die beiden Ordnungsdimensionen ,alphabetische Sortierung” und ,,Haufigkeit” gleichzeitig
dargestellt werden [sch12]. Neben der Worthédufigkeit existieren weitere Ansidtze der Rang-
ordnungsbestimmung, jedoch ist die Worthdufigkeit gut dafiir geeignet [SA11] und wird
aufgrund ihrer Einfachheit hdufig verwendet. Bekannt wurde die Visualisierungsmethode
durch die Foto-Netzgemeinschaft Flickr [fli] und andere soziale Netzwerke, in denen Tags

animals architecture @t asia australia autumn baby band barcelona beach berin bie bird birds

Rasala
1

omalhaytdt
birthday black blackandwhite blue bw california canada canon car cat RS i Moy,
chicago china christmas church City clouds color cONCert dance day de dog england Alheng \\\\k\\\m\‘\:\‘ a
europe fai family fashion festival film fiorida flower flowers food footbail s

Pleione
france friends fun garden geotagged germany girl graffiti green naioween hawaii holiday
nouse india INStAGramMapp inone iphoNeography s i italy
japan kids 1a lake landscape light live london o macro me mexico model museum
music nature new newyork neworcy Night nikon NYC ocean old PAris
park party people photo photography photos portrait raw red river rock san

S Azmidiske
sanfrancisco scotiand sea seate show SKy snow spain spring SQqUare

SQ uareformat street summer sun sunset taiwan texas taand tokyo
travel tree trees trip UK unitedstates uban USA vacation vintage washington Water
wedding white winter woman yeliow zoo

(a) ,,Die beliebtesten Tags aller Zeiten” von Flickr [fli] (b) Auf Asthetik fokussierte Word-
Cloud von Tagul [tag]

Abbildung 2.1.: Beispielhafte Word-Clouds
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2. Grundlagen

verwendet werden [VWo08, LZTog]. Eine beispielhafte Word-Cloud der beliebtesten Tags aller
Zeiten von Flickr, sowie eine auf Asthetik fokussierte Word-Cloud von Tagul [tag] sind in
Abbildung 2.1 dargestellt.

Word-Clouds kommen meist fiir folgende Aufgaben zum Einsatz: [RGMMo7]

e ,Searching”: Das Suchen eines bestimmten Begriffs (oder die Feststellung, dass der
Begriff nicht vorhanden ist), oft als Mittel, zu den zugrunde liegenden Inhalten zu
navigieren.

e ,Browsing”: Das Surfen im Internet, oft ohne bestimmtes Ziel oder Thema im Auge.

e ,Impression Formation or Gisting”: Die Betrachtung einer Word-Cloud mit dem Ziel,
einen allgemeinen Eindruck eines zugrunde liegenden Datensatzes zu gewinnen.
Dieser Eindruck sollte sowohl ein Bewusstsein fiir die hdufigsten wie auch die weniger
hédufigen Themen beinhalten.

e ,Recognition or Matching”: Die Erkennung, welche Informationen von verschiedenen
Informationssdtzen am Wahrscheinlichsten in einer Word-Cloud angezeigt werden, um
beispielsweise zu entscheiden, welcher von zwei John Smiths derjenige ist, den man
bei einer Konferenz getroffen hat, allein anhand ihrer personlichen Word-Clouds.

Neben Grofie und Position der dargestellten Worter werden in manchen Word-Clouds
weitere visuelle Eigenschaften beeinflusst. Bateman et al [BGNo08] untersuchten neun visuelle
Eigenschaften (Font Size, Font Weight, Colour, Intensity, Number of Pixels, Tag Width,
Number of Characters, Tag Area, Position), welche in einer Word-Cloud variiert werden
konnen, sowie deren Auswirkung. Ergebnis der Studie war, dass eine grofie Schriftgrofie
sowie eine hohe Schriftstarke (fett) und die Farbe der Worter den grofiten Einfluss auf
Benutzer haben. Der Position der Worter wurde ebenfalls eine grofSe Rolle zugeschrieben,
was durch die Eye-Tracking-basierte Studie von Lohmann et al. [LZTog] ebenfalls untersucht
und bestétigt werden konnte. Demnach wird die linke obere Ecke sowie der mittlere Bereich
einer Word-Cloud am langsten fokussiert.

Dariiber hinaus wurden in dieser Nutzerstudie unterschiedliche Layouts untersucht, welche
in Abbildung 2.2 dargestellt sind. Um die Effizienz der Layouts zu ermitteln, hatten die
Teilnehmer drei Aufgaben zu bearbeiten und sollten anschlieflend fiir jede Aufgabe angeben,
welches der vier Layouts sie bevorzugten. Interessanterweise wurde bei jeder Aufgabe ein
anderes Layout favorisiert, was eine starke Aufgabenabhédngigkeit der Word-Cloud-Layouts
nahelegt.

Im Gegensatz zu den durch eine Nutzergemeinschaft vergebenen Tags liegt der Fokus
dieser Arbeit auf Tags, welche automatisch aus einem Textkorpus extrahiert werden. Da
ein Textkorpus tiberwiegend aus Wortern besteht und das Hauptinteresse fiir die visuelle
Analyse auf den Wortern liegt, wird im Folgenden die Begrifflichkeit Word-Cloud anstelle
von Tag-Cloud verwendet.
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2.2. Verwandte Arbeiten

irmalicanal  Arrondissamant  Apedt Baguette Bastille muasotn
Bordeaux Boue Boullabaisse Cabarst Cannes Camembert
Champagner Champs-Elysées § crasel Chatdonoay Chopin  Cidre

! 3 ) Kultur Kunst Lafayetle Lo
Lavendel Lebensireude Lectigret Ubire LOUVIE Lumares Lyon Malere
Marserlaine o mifun Miemeer NMIONALISS  Monel
Montblanc Montmartre MoulinRouge names Nimes
Nizza Napoleon Normandie WNotre-Dame Obelisk owe Oriéans

favoii vire Deaujolnis MO oinssennelt

Paris raus Piaf Pigalle pompidou
Republik Rnein Robespierre

Seine Sonnenkdnig  swsstouy
Triumphbogen Triflel Vanebd Vesdun Ve

PrOVeNCe Pyrenien Ratatouile Renaes
ousseau  Sauvignon  Savorwwm
T Thymian Toulouse Tricolore
lle Vuitton WeIN werbergschimscied

(a) alphabetisch sortiert

Triomphbogen  Pigalle \sorsaire 00
MoulinRougeP'Lgomv"'"' .

(b) zirkuldr (abnehmende Popularitit)

Armelkanal Arrondissement
Beaujolais Bordeaux Boule
Cannes Camembert Champa
Chardonnay  Chopin ~ Cidre
Digestif  Dijon Eiffelturm
FranzosischeRevolution Fi
GrandArc JeanneD'Arc
Laplace Lavendel Lebensfre

ritif Atlantik Baguette Bastille
uillabaisse Bretagne Cabarel
ner Champs-Elysées Chanel
ssant Curie Demokratie
5$ Europa . Flammkuchen
n Gelassenheit Genuss
in Kullur Kunst Lafayette
e Leichtigkeit Loire Louvre

"y
Mirabelle Milteimeer Monali
Montparnasse Montpellier Mol
Napoleon Normandie Notre-Da
Pastis Pial Pigalle Pompidou
Rennes Republik Rhein Rob)

i
Monet ‘Montblanc Montmartre
inRouge Nantes Nimes Nizza
ne Obelisk Oise Orléans Paris
Provence Pyrenden Ratalouille
bspierre  Rousseau Sauvignon

Savoir-vivre Seine  Sonnghkonig  Strasbourg Tennis
Thymian Toulouse Tricolore [Triumphbogen Triffel Varieté
Verdun Versaille Vuitlon Wein Weinbergschnecken

(d) alphabetisch sortiert, ohne Gewichtung

(c) thematisch gruppiert

Abbildung 2.2.: Unterschiedliche Layouts einer Word-Cloud [LZTog]
Hierbei stellen die blauen Linien die Grenzen der Quandranten dar, wih-
rend die blauen Pfeile und Kreise das Ordnungsprinzip verdeutlichen.

2.2. Verwandte Arbeiten

Im Folgenden werden bereits existierende Programme und verwandte Arbeiten aufgefiihrt,
die wesentlich zur Konzeption dieser Arbeit beigetragen haben. Anschlieffend werden
weitere Ansidtze, welche dhnliche Ziele verfolgen, diskutiert.

2.2.1. Wordle - Beautiful Word Clouds

Ein sehr bekanntes Beispiel fiir individuelle und kreative Word-Clouds nennt sich ,Wordle -
Beautiful Word Clouds” [Fei11]. Wordle wurde im Juni 2008 von Jonathan Feinberg entwickelt
und ist als Java-Applet frei verfiigbar im Internet zu finden. Der Fokus des Applets liegt
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Abbildung 2.3.: Von Wordle erzeugte Word-Cloud mit Haufigkeitsverteilung [Fei11]

auf dem é&sthetischen Layout [VWFog], welches zufillig generiert oder interaktiv angepasst
werden kann. Hierbei konnen beispielsweise Farbe, Ausrichtung der Worter im Raum und die
Schriftart variiert werden. Hat der Benutzer einen Text eingegeben und ist mit dem gewéhlten
Layout zufrieden, kann die erzeugte Word-Cloud an Freunde verschickt, ausgedruckt oder
gespeichert werden. In Abbildung 2.3 ist eine von Wordle erzeugte Word-Cloud zu sehen,
welcher eine Konkatenation von Abstracts aus Veroffentlichungen der VisWeek (Zeitraum:
1998-2011) [vis, HKBE12, S. 6] zugrunde liegt. Um den Text zu bereinigen, errdt Wordle
die Sprache des Textes und entfernt Stoppworter, die hier als ,common words” bezeichnet
werden und in Abschnitt 3.4 ausfiihrlich beschrieben werden. Die Sprache der Stoppworter
kann ebenfalls manuell ausgewdhlt werden oder es kann ganzlich auf die Entfernung
der Stoppworter verzichtet werden. Dartiber hinaus ist es moglich, die Worthédufigkeiten
einzusehen, was ebenfalls in Abbildung 2.3 dargestellt ist. Die Anzahl der in der Word-
Cloud angezeigten Worter kann durch ein selbst definiertes Maximum begrenzt werden.
Wordle bietet dariiber hinaus einen Fortgeschrittenen-Modus an, bei welchem ein bereits
verarbeiteter Text in Form von Worten mit zugehoriger Gewichtung und Farbe eingegeben
und visualisiert werden kann. Die Texteingabe kann hierbei ebenfalls mittels POST-Request
[FGMT9g9] erfolgen.

Ziel dieses Applets ist folglich weniger eine interaktive visuelle Analyse des eingegebenen
Textes, als mehr die Erzeugung einer optisch ansprechenden jedoch statischen Word-Cloud.
Dennoch stellt die Vorverarbeitung des Textes, insbesondere die Stoppwortentfernung, einen
interessanten Aspekt dar.

2.2.2. Peter Holme’s Word Stemmer

Ein ebenfalls interessanter Ansatz zur Word-Cloud-Generierung stammt von Peter Holme
[Hol11]. Er macht sich den Porter Stemmer zunutze, der in Abschnitt 3.8 vorgestellt wird.
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Abbildung 2.4.: Peter Holme’s Word Stemmer, durch Wordle visualisiert [Hol11, Fei11]

Dadurch werden bestimmte Wortendungen abgeschnitten, was die Zusammenfassung ver-
schiedener Wortformen (beispielsweise Singular- und Pluralform eines Substantivs) zur
Folge hat. Sprachbasierte Stoppwortentfernung ist ebenfalls moglich. Eine Word-Cloud wird
nicht generiert, hierfiir wird die oben erwahnte POST-Request-Methode (siehe Abschnitt
2.2.1) von Wordle verwendet, wodurch samtliche Gestaltungsmoglichkeiten des Layouts
von Wordle zur Verfligung stehen. Nach der Verarbeitung des Textes werden die hdufigsten
Worter zusammen mit ihren jeweiligen Héaufigkeiten an Wordle gesendet, was in Abbildung
2.4 dargestellt wird. In der Abbildung ist dariiber hinaus zu sehen, dass der Porter Stemmer
abgeschnittene Worter wie beispielsweise ,,analysi” produziert. Im Gegenzug werden Worter
wie ,visual” und , visualization” zusammengefasst. Auf diese Weise werden die Verhéltnisse
der Worthdufigkeiten dahingehend verdndert, dass die Einzelhdufigkeiten unterschiedli-
cher Wortformen des selben Wortstammes zusammengezdhlt und infolge dessen grofier
dargestellt werden.

Obgleich dieser Ansatz ebenfalls eine statische Word-Cloud generiert, stellt das Zusammen-
fassen dhnlicher Wortformen einen interessanten Verarbeitungsschritt dar, von welchem eine
Word-Cloud durchaus profitieren kann.

2.2.3. Micro-Blog Analyzer

Lohmann et al. entwickelten 2012 an der Universitdt Stuttgart einen interaktiven Word-
Cloud-Ansatz [LBSW12]. Da die zu analysierenden Datensitze sozialen Netzwerken wie
beispielsweise Twitter [twi] entstammen, trdgt das entstandene Programm den Namen
»Micro-Blog Analyzer”. Aufgabe des Programms ist einerseits die Visualisierung kookkur-
renter Tags (siehe Abschnitt 3.9), andererseits die Darstellung temporaler sowie geolokaler
Abhiéngigkeiten der Tagvorkommen. In Abbildung 2.5 ist die Hervorhebung der zu ,ten-
nis” kookkurrenten Tags zu sehen. Diese Hervorhebung zeichnet sich einerseits durch den
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Abbildung 2.5.: Hervorhebung der zu ,tennis” kookkurrenten Tags [LBSW12]

gelben Hintergrund der kookkurrenten Tags aus, andererseits korreliert die Helligkeit der
Schriftfarbe mit der Haufigkeit gemeinsamer Vorkommnisse.

Die Besonderheit dieses Ansatzes stellt das ,co-occurrence highlighting” dar, was fiir die
visuelle Analyse von Textdokumenten mithilfe einer Word-Cloud ebenfalls von Nutzen sein
kann.

2.2.4. Weitere Ansatze

Neben den bisher aufgefiihrten Ansédtzen wurde die natiirliche Sprachverarbeitung ebenfalls
in anderen Arbeiten genutzt. Sowohl Stemming als auch die Entfernung der Stoppworter
kommt haufig bei einer Bereinigung von Textkorpora zum Einsatz [Steo6, DGWC10, CVWog9].
Dartiber hinaus wird beispielsweise in dem Ansatz von Collins et al [CVWo9] das Stemming-
verfahren erweitert, indem Paare aus Wort und Wortstamm gebildet werden (word,stem)
und von dem jeweils hdufigsten Paar eines Wortstammes dessen Wort verwendet wird.
Durch dieses als ,Reverse Stemming” bezeichnete Verfahren wird sichergestellt, dass keine
abgeschnittenen Worter in der Word-Cloud dargestellt werden. Der Fokus dieses Ansatzes
liegt auf dem Vergleich mehrerer Texte oder dem Vergleich mehrerer Versionen eines Textes,
was sich von dem Fokus der vorliegenden Arbeit deutlich abhebt. Das Ergebnis des durch
eine Word-Cloud visualisierten Textvergleichs ist in Abbildung 2.6 zu sehen.
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Abbildung 2.6.: Parallel Tag Clouds: Die Verbindungen eines Wortes zwischen den Texten
werden visualisiert [CVWog]

In einigen Arbeiten liegt der Fokus auf der Optimierung des Layouts durch rdumliche
Arrangierung der Tags mit dem Ziel, den Leerraum moglichst gering zu halten oder die
Tags nach bestimmten Kriterien zu sortieren oder zu gruppieren [KLKS10, Dav, CWL" 10,
PTT*12, RGMMoy, KLo7]. Abbildung 2.7 stellt eine Reduzierung des Leerraums innerhalb
einer Word-Cloud dar, indem der Platz zwischen grofsen Wortern fiir kleinere Worter genutzt
wird.

Diese Optimierungen verfolgen entweder die Absicht, die Asthetik zu erhohen [tag, Leu]
(siehe Abbildung 2.8), was im Rahmen dieser Arbeit von geringer Prioritdt ist, oder
die Informationsanalyse zu verbessern. Zu Letzterem wurden vergleichende Studien
durchgefiihrt, um die Effizienz der Layouts fiir festgelegte Aufgaben herauszufinden
[LZTog, PTT*12, SLTog]. Erwartungsgemifl ergaben die Studien, dass nicht ein bestes
Layout existiert, sondern die Effizienz des Layouts von der Aufgabenstellung abhéngig
ist. Infolge dessen werden Word-Clouds ebenfalls mit aufgabenspezifischen Methoden wie
Suchmechanismen oder Tabellen verglichen, worin die Word-Clouds jeweils das Nachsehen
haben [SCHo8, KHGWoy, OC10, HKo7].

Oosterman und Cockburn [OC1o0] stellten Word-Clouds herkdmmlichen Tabellen gegentiber
und untersuchten deren Effektivitit hinsichtlich Such- und Wiedererkennungsaufgaben. Die
Studie ergab deutliche Vorteile der Tabellen gegeniiber den Word-Clouds, sowohl bezogen

Py

b‘)lnfé:fi'i'i’"aestlon > 1 pgibn
visualization ration

Abbildung 2.7.: Reduzierung des Leerraums innerhalb einer Word-Cloud [KLKS1o0]
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Abbildung 2.8.: Auf Asthetik fokussierte Word-Cloud mit einer Interaktionsmoglichkeit:
wird der Mauszeiger auf ein Wort (hier: ,,BUILD”) gefahren, so wird dieses
horizontal ausgerichtet und hervorgehoben [tag]

auf die benotigte Zeit der Aufgabenbearbeitung als auch auf die Genauigkeit der Ergebnisse,
was teilweise auf eine fehlende Interaktionsmdoglichkeiten der Word-Clouds zuriickgefiihrt
wird.

Sinclair und Cardew-Hall [SCHo8] gingen der Frage nach, wann der Einsatz von Word-
Clouds sinnvoll ist, und verglichen dafiir Word-Clouds mit einer datenbankbasierten Suche.
Fiir die Beantwortung der Suchaufgaben wurde zumeist die herkdmmliche Suche favorisiert.
Dariiber hinaus stellten Sinclair und Cardew-Hall fest, dass etwa die Halfte der in der Da-
tenbank gespeicherten Artikel nicht tiber die Word-Cloud zugénglich waren, was besonders
fiir eine gezielte Suche erhebliche Einschrankungen darstellt. Durch eine Benutzerbefragung
im Anschluss an die Studie stellte sich heraus, dass einige Teilnehmer dennoch in der
Word-Cloud einen grofsen Vorteil sehen, andere eher in der herkommlichen Suchfunktion,
was den Gedanken nahelegt, dass eine Kombination einer herkdémmlichen Suchfunktion mit
einer Word-Cloud beide Interessensgruppen zufriedenstellen kénnte.

Obwohl Word-Clouds verglichen mit aufgabenspezifischen Methoden offensichtlich einge-
schrankt sind, wird haufig ein grofSer Vorteil darin gesehen, dass eine Word-Cloud einen
Uberblick iiber die zugrundeliegenden Daten bieten kann [SCHo8], was in einer Studie
schwer messbar ist. Einen weiteren, schwer messbaren Vorteil von Word-Clouds bezeichnet
Mathes [Mato4] als ,serendipity”, was fiir ein zufélliges Auffinden von etwas Gutem oder
Niitzlichem ohne die explizite Suche danach steht [ser12].

Gambette und Véronis [GV10] machen sich eine erweiterte Variante der Word-Cloud zunutze,
um einen Uberblick {iber einen Text darzustellen. Neben der durch die Haufigkeit der
Wortvorkommen definierten Schriftgrofie werden in dieser als , Tree Cloud” bezeichneten
Visualisierung semantische Beziehungen dargestellt. Diese Beziehungen basieren auf dem
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Abbildung 2.9.: Tree Cloud mit 50 Wortern aus 138 Prasidentschaftsreden von Barack Obama

Prinzip der in Abschnitt 2.2.3 erwdhnten Kookkurrenzen (siehe auch Abschnitt 2.3.5). Jedoch
wird fiir die Berechnung der auf Kookkurrenzen aufbauenden Distanzmatrix nicht ein
Satz (oder Abschnitt) als Rahmen gewahlt, sondern ein sogenanntes ,sliding window”.
Dieses Fenster hat standardmaéflig eine Grofle von 30 Wortern und wird mit der Schrittweite
von einem Wort durch den zu analysierenden Text geschoben. Alle 30 Worter innerhalb
dieses Fensters sind zueinander kookkurrent. Dariiber hinaus wird den Woértern in der Tree
Cloud eine Farbe zugeordnet, die mit der Chronologie korreliert. In Abbildung 2.9 ist eine
beispielhafte Tree Cloud zu sehen.

Dieser Ansatz produziert wie viele der bisher vorgestellten Ansétze eine statische Word-
Cloud. Die Gruppierung thematisch verwandter Worter stellt einen interessanten Aspekt
dar und kann die Grundlage fiir ein , clustered layout” bilden. Jedoch wird mit einem Blick
auf die in Abbildung 2.9 dargestellte Tree Cloud ersichtlich, dass keine Zusammenfassung
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unterschiedlicher Wortformen (siehe Abschnitt 2.3.4) zum Einsatz kommt, weshalb Worter
wie ,america”, ,american”, ,americans” getrennt voneinander in der Tree Cloud dargestellt
sind.

2.2.5. Diskussion

In den vorgestellten Arbeiten wurde deutlich, dass bereits einige Ansétze existieren, die auf
der Idee der Word-Cloud-Visualisierungstechnik aufbauen. Verschiedenste Ansitze versu-
chen, sich die Vorteile einer Word-Cloud zunutze zu machen. Diese bestehen hauptsédchlich
darin, dass viele Benutzer gerne mit Word-Clouds arbeiten und dabei Abstriche hinsichtlich
der Prazision und Geschwindigkeit (bezogen auf die Aufgabenbearbeitung und verglichen
mit anderen Methoden) in Kauf nehmen.

Obwohl die jeweiligen Fokussierungen und Aufgabengebiete der vorgestellten Ansétze teils
deutlich von der Aufgabenstellung dieser Arbeit abweichen oder lediglich einen Teil der
gewtinschten Funktionalititen bieten, konnen sie hilfreiche Ideen fiir die Konzipierung
dieser Arbeit liefern.

Die grofite Einschrankung vieler der vorgestellten Arbeiten stellen die fehlenden Interakti-
onsmoglichkeiten dar. Da der Platz einer Word-Cloud auf den des darstellenden Mediums
begrenzt ist, kann ein entsprechend umfangreiches Textkorpus niemals mit einer einzigen
statischen Word-Cloud vollstandig reprasentiert werden. Auch die Tatsache, dass Textkorpo-
ra aus unterschiedlichen Fachrichtungen nicht auf dieselbe Art und Weise analysiert werden
konnen, da der Fokus jeweils ein anderer ist, schmaélert die Erfolgsaussichten einer einzigen
Darstellung erheblich. Der Schliissel zu diesem Problem liegt folglich in Interaktionsmog-
lichkeiten und der Kombination mehrerer Ansétze.

Da das Layout der Word-Cloud nicht nur eine Geschmacksfrage ist, sondern auch von der
Aufgabenstellung abhéngt, bietet es sich an, mehrere Layouts zur Verfiigung zu stellen.
Auf diese Weise hat der Anwender die Moglichkeit, das Layout dynamisch der Aufgabe
anzupassen.

Bei dem direkten Vergleich einer Word-Cloud mit Suchmechanismen, wie sie beispielsweise
in Datenbanksystemen zum Einsatz kommen, wird der Nachteil der Word-Cloud deut-
lich. Jedoch kann dieser Nachteil leicht durch eine integrierte Suchfunktion kompensiert
werden.

Hinsichtlich der Informationsanzeige sollte die Word-Cloud nicht ausschliefdlich auf die
traditionelle Visualisierungsmethode beschriankt, sondern um eine separate Informations-
anzeige erweitert sein, um neben dem groben Uberblick auch exakte Detailinformationen
bereitzustellen, wie es beispielsweise in Wordle angeboten wird.

In einigen der oben erwdhnten Arbeiten werden interessante und niitzliche Funktionen
verwendet, welche auch fiir eine visuelle Analyse von Textdokumenten einen Mehrwert
bieten konnen und infolge dessen integriert werden sollen.
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Viele Word-Cloud-Visualisierungen bedienen sich einiger Techniken aus dem Bereich der
natiirlichen Sprachverarbeitung, meist um Textkorpora zu bereinigen. Jedoch hat die na-
tlirliche Sprachverarbeitung weitere Techniken zu bieten, welche fiir die visuelle Analyse
von Textdokumenten von grofiem Nutzen sein konnen. Um diese Techniken sinnvoll in
das Konzept einarbeiten zu konnen, ist ein Einblick in die natiirliche Sprachverarbeitung,
verbunden mit Erlduterungen der fiir diese Arbeit relevanten Techniken, hilfreich.

2.3. Natural Language Processing (NLP)

Aufgabe der natiirlichen Sprachverarbeitung ist die Analyse und Reprasentation mensch-
licher Sprache durch einen Computer [Lido1]. Wegen des Ziels, menschliche Sprache zu
verstehen und dadurch Programmiersprachen zukiinftig weitestgehend iiberfliissig zu ma-
chen, féllt NLP in den Bereich der kiinstlichen Intelligenz [Rou11a]. Um die Ambiguitdten
der menschlichen Sprache (beispielsweise kann mit dem Wort ,,Apple” die Frucht oder auch
der Konzern gemeint sein) korrekt auflosen zu konnen, kommt maschinelles Lernen zum
Einsatz. Unter maschinellem Lernen wird die Fahigkeit eines Computers zum Wissenser-
werb verstanden, ohne die explizite Programmierung dieses Wissens [Rou11b, NSoy]. Als
Beispiel soll ein E-Mail-Programm dienen, das unerwiinschte E-Mails automatisch erkennt.
Der Benutzer markiert die unerwiinschten E-Mails, woraufhin das Programm deren Inhalte
analysiert und seine Filterregeln daran anpasst [Dieg8]. Auf diese Weise kann das E-Mail-
Programm zukiinftige E-Mails selbststandig als unerwiinscht einordnen, sofern sie einen
dhnlichen Inhalt aufweisen. Um das E-Mail-Programm automatisch zu trainieren, besteht die
Moglichkeit, dass die Hersteller des Programms beispielhafte E-Mails bereitstellen, anhand
derer das Programm unterscheiden lernt, welche E-Mails unerwiinscht sind.

2.3.1. Stoppworter

Unter Stoppwortern werden Worter verstanden, die fiir die Analyse eines Textes keine
relevanten Informationen enthalten und infolge dessen nicht in einer Word-Cloud dargestellt
werden sollen [Fei1o, S. 48f.]. Beispielhafte Stoppworter sind ,,der”, , die”, ,das” sowie alle
unbestimmten Artikelformen. Da Stoppworter von der Sprache des Textes abhdngen, muss
fiir jede Sprache eine eigene Liste von Stoppwortern gefithrt werden, weil Stoppworter der
Sprache A relevante Worter der Sprache B sein konnen. Der deutsche Artikel , die” darf
beispielsweise in englischen Texten nicht ignoriert werden.

2.3.2. Erkennung der Wortarten und Eigennamen

Ein wichtiges Gebiet der natiirlichen Sprachverarbeitung stellt die Erkennung von Wortarten
und Eigennamen dar. Bei der Eigennamenerkennung (named entity recognition) handelt es
sich um die Kategorisierung von Wortern. Beispielhafte Kategorien sind etwa Personen oder
Organisationen.
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Die in dieser Arbeit angewandten Methoden der Wortart- und Eigennamenerkennung sind
sich dhnlich und basieren auf maschinellem Lernen (siehe Abschnitt 2.3). Dazu wird ein
getaggtes, sprachabhdngiges Textkorpus benotigt. Anhand dieses annotierten Textkorpus,
in welchem jedem Wort seine Wortart sowie Kategorie zugewiesen ist, und mithilfe von
Wahrscheinlichkeitsmodellen wie beispielsweise Entscheidungsbdumen oder Hidden Markov
Modellen [Scho4, Schgs, TKMSo3, Finoy] werden den Wortern jeweils die bestpassenden
Wortarten und Kategorien zugewiesen. Das Textkorpus ist notig, um Ambiguitdten mithilfe
des Kontextes besser auflosen zu konnen. Beispielsweise kann mit ,Essen” je nach Kontext
eine Mahlzeit oder die Stadt gemeint sein. [FGMos, Bauoy, NSo7, MPRoo]

2.3.3. Multiworter

Als Multiwortern werden im Rahmen dieser Arbeit zusammenhéingende, durch ein Trenn-
zeichen getrennte Worter wie beispielsweise ,New York” bezeichnet. In einer Word-Cloud
ist eine getrennte Darstellung der Worter ,New” und , York” wenig hilfreich fiir die visuelle
Analyse eines Textes. Ein sehr simples Verfahren, um Multiworter zu erkennen, vergleicht im
Text vorkommende Wortkombinationen. Werden jeweils zwei aufeinanderfolgende Worter
verglichen, so wird diese Wortkombination als 2—Gramm bezeichnet, allgemein wird eine
solche Wortkombination abhédngig von der Anzahl () ihrer Komponenten als n—Gramm
bezeichnet [AA11]. ,New York” wiirde folglich als 2—Gramm erkannt werden, wahrend
,New York City Bank” unter den 4—Grammen zu finden wire. Nachteil dieser n—Gramme
ist neben der Ubergenerierung die nicht berticksichtigte Semantik. So werden beispielsweise
auch Kombinationen aus Stoppwortern (siehe Abschnitt 2.3.1) und &dhnliche irrelevante
Wortkombinationen als Multiwort erkannt. Um nur relevante Multiworter in der Word-
Cloud darzustellen, ist es unabdingbar, diese Multiworter einer semantischen Kontrolle zu
unterziehen. Beispielsweise haben relevante Multiworter stets die Wortart Substantiv und
optimalerweise werden sie als Eigenname kategorisiert (siche Abschnitt 2.3.2). [SBBT 02]

2.3.4. Zusammenfassung unterschiedlicher Wortformen

Mit unterschiedlichen Wortformen sind Modifizierungen einer Wortgrundform, wie etwa die
Pluralbildung, gemeint [MSgg, S. 83]. Um unterschiedliche Wortformen zusammenzufassen,
existieren zwei populdre Ansitze. Zum einen ein meist regelbasiertes Verfahren, das als
,stemming” bezeichnet wird [Poro1], zum anderen ein worterbuchbasierter Ansatz, der
,Lemmatisierung” genannt wird [MSgg, S. 132]. Das sogenannte Lemma stellt eine bestimmte
Grundform des Wortes dar. Ein bekanntes Beispiel fiir einen Stemmingalgorithmus stellt
der ,Porter Stemmer” dar [Porgy]. Hierbei werden Worter durch vordefinierte Regeln
reduziert, indem die Wortendungen abgeschnitten werden. Abhdngig von der Komplexitat
der Wortbildung der jeweiligen Sprache kann dieses Verfahren gute Ergebnisse erzielen, fiir
beispielsweise die deutsche Sprache ist solch ein regelbasierter Ansatz jedoch ungeeignet.
Wie der Name bereits andeutet, kommt fiir worterbuchbasierte Verfahren ein Worterbuch
zum Einsatz, das alle Wortformen mit der jeweiligen Grundform beinhaltet. Auf diese
Weise konnen auch komplexere Wortbildungen und Ausnahmen abgebildet werden [Lewos,
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S. 106 ff.]. Einen Nachteil dieses Verfahrens stellt das Worterbuch dar, das abhingig von
der Sprache sehr grof$ werden kann, was sich einerseits in der Zeit fiir das Auffinden einer
Grundform niederschlédgt, andererseits wird mehr Speicher benétigt.

Die Zusammenfassung unterschiedlicher Wortformen bietet den Vorteil, dass dhnliche Worter
zusammengefasst werden, was jedoch den Nachteil mit sich bringt, dass potentiell auch
Wortformen zusammengefasst werden, die nicht zusammengefasst werden sollten.

2.3.5. Kookkurrenz

Bei ,,co-occurrence”, zu deutsch Kookkurrenz, handelt es sich um gemeinsames Auftreten,
welches im Rahmen dieser Arbeit stets auf Worter bezogen ist. Zwei Worter treten dann
gemeinsam auf, wenn beide Worter innerhalb eines gewdhlten Rahmens mindestens einmal
vorkommen. Als Rahmen sind sowohl Satze als auch Abschnitte denkbar. Als Beispiel fiir
gemeinsam auftretende Worter sollen nachfolgende zwei Sétze dienen:

Heute regnet es. Morgen soll es nicht regnen.

In diesem Beispiel tritt das lemmatisierte Wort ,regnen” mit jedem anderen Wort der zwei
Séatze gemeinsam auf. Das Wort , heute” hingegen tritt nur gemeinsam mit den Wortern
,regnen” und ,es” auf. Wird anstelle der Satzebene die Absatzebene als Rahmen betrachtet,
so ist in diesem Beispiel jedes Wort zu jedem anderen kookkurrent. Dartiiber hinaus kann fiir
die Kookkurrenz die Distanz der kookkurrenten Worter innerhalb des gewahlten Rahmens
zueinander in Betracht gezogen werden. [WWos5, MSqg, S. 554 ff.]

2.3.6. NLP-Framework

Um die eigene Implementierung von Techniken aus der maschinellen Sprachverarbeitung
auf ein Minimum zu reduzieren, soll ein existierendes NLP-Framework eingebunden werden.
Da im Internet zahlreiche NLP-Frameworks zur Verfiigung stehen, die jeweils Vor- und
Nachteile mit sich bringen, sei an dieser Stelle lediglich auf eine Ubersichtsseite verwiesen
[Kol12] , auf welcher einige NLP-Frameworks und -Tools aufgelistet werden. Aufgrund
bisheriger Erfahrungen wurde das ausgereifte CoreNLP-Framework der Universitit Stanford
[cor] fiir die vorliegende Arbeit vorgegeben. Weitere Griinde fiir diese Vorgabe stellen die
Erweiterbarkeit des Frameworks sowie die Tatsache, dass das Framework in Java geschrie-
ben wurde und daher optimale Anbindungen verspricht, dar. Dartiber hinaus vereint das
CoreNLP-Framework diverse NLP-Werkzeuge, von welchen an dieser Stelle lediglich die
verwendeten vorgestellt werden. Mit etwa 259 MB ist dieses Framework vergleichsweise
schwergewichtig, was der Bandbreite an Funktionalitidten geschuldet ist.

Die Aufgabe des CoreNLP-Frameworks besteht darin, reinen Text zu annotieren. Fiir die
Weiterverwendung sind folgende in Abbildung 2.10 farblich hervorgehobene Annotationen
von Bedeutung:
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Abbildung 2.10.: Annotationsabhédngigkeiten des Stanford CoreNLP-Frameworks

o Part-Of-Speech (POS) (siehe Abschnitt 2.3.2)
e Lemmatization (LEMMA) (siehe Abschnitt 2.3.4)
e Named Entity Recognition (NER) (siehe Abschnitt 2.3.2)

Wie bereits diskutiert, bietet die Lemmatisierung gewisse Vorteile gegeniiber Stemming
und wird standardméflig mit dem Framework bereitgestellt, ohne zusitzliche Datenbanken
oder Pakete zu benotigen. Wortarten (,Part-Of-Speech”) sind zum einen hilfreich, um
Multiworter zu bestimmen, zum anderen kénnen sie bei der Textanalyse einen Mehrwert
bieten. Auch die Erkennung der Kategorien (,Named Entitiy Recognition”) ist wichtig,
um den Text besser analysieren zu konnen. Die einzelnen Annotationen weisen bestimmte
Abhingigkeiten auf, die in Abbildung 2.10 dargestellt sind und im Folgenden erldutert
werden. Jede Annotation baut auf dem Tokenizer (, TOKENIZE”) auf. Bei diesem Vorgang
wird der gesamte Text in logisch zusammenhédngende Einheiten (,,token”) wie beispielsweise
Worter oder Satzzeichen zerlegt [AA11, MSqg, S. 124f.]. Anschliefend kann der Prozess
,SSPLIT” gestartet werden, bei dem mehrere ,tokens” zu Satzen zusammengefasst werden
[MSg9, S. 134 ff.]. Der darauf folgende Prozess ,POS” ist dafiir zustdndig, jedem Wort seine
Wortart zuzuordnen. Anschlieflend kann die Lemmatisierung erfolgen. Darauf aufbauend
folgt als letzter Schritt die Erkennung der Kategorien.

Das CoreNLP-Framework stellt somit die wichtigsten Werkzeuge zur Verfiigung, lasst jedoch
eine Unterstiitzung fiir einige der vorgestellten Techniken der natiirlichen Sprachverarbeitung
vermissen.
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Im diesem Kapitel wird das Konzept der vorliegenden Arbeit erarbeitet und erldutert.
Grundlage fiir das Konzept stellen die Erkenntnisse aus den verwandten Arbeiten und die
bisher existierenden Ansédtze dar. Dariiber hinaus werden in das Konzept interessante und
potentiell niitzliche Techniken der natiirlichen Sprachverarbeitung integriert.

3.1. Layout

Wie aus dem vorherigen Kapitel hervorgeht, ist das Layout fiir die Word-Cloud von wesent-
licher Bedeutung. Im Rahmen dieser Arbeit liegt der Fokus der Layoutgestaltung jedoch
primér auf der Funktionalitdt und weniger auf der optischen Perfektion. Da Funktionalitét
und Effektivitdt des Layouts stark von dem jeweiligen Aufgabenbereich abhdngig sind, sollen
mehrere Layouts angeboten werden, um maximale Flexibilitdt zu gewihrleisten [LZTo9].
Fiir ein schnelles Lokalisieren eines gesuchten Wortes ist beispielsweise ein alphabetisch
sortiertes Layout dienlich. Ist aufgabenbedingt nach der Haufigkeit gefragt, so eignet sich
das alphabetische Layout weniger, in diesem Fall ist ein nach Haufigkeit sortiertes Layout
die bessere Wahl. Dieses hdufigkeitsbasierte Layout kann entweder zirkuldr oder in Listen-
form dargestellt werden. Sind Haufigkeiten direkt miteinander zu vergleichen, so hat die
listenformige Darstellung gegentiber der zirkuldren den Vorteil, dass zwischen benachbarten
Wortern stets die minimale Haufigkeitsdifferenz garantiert ist. Ein weiteres wiinschenswertes
Layout ist das ,clustered layout” [ASM10], bei welchem die Worter nach gewissen Kriterien,
wie etwa der Kookkurrenz (siehe Abschnitt 2.3.5), rdumlich gruppiert werden, um Zusam-
menhédnge zu visualisieren. Eine beispielhafte Darstellung eines solchen Layouts (jedoch
thematisch sortiert) ist in Abbildung 2.2 zu sehen und konnte besonders bei der Suche nach
thematisch verwandten Wortern iiberzeugen.

3.2. Suche

Besonders im Hinblick auf die Textanalyse ist es notwenig, eine Suchfunktion zu integrieren
[SCHo8]. Einerseits soll die Suche das Auffinden des gesuchten Wortes in der Word-Cloud
erleichtern. Andererseits sollen die Informationen zu dem gesuchten Wort angezeigt werden,
unabhéngig davon, ob das Wort Bestandteil der Word-Cloud ist. Auf diese Weise konnen die
Vorteile der Word-Cloud und die Vorteile einer herkommlichen Suchfunktion kombiniert
und dadurch Synergieeffekte genutzt werden.
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Werden unterschiedliche Wortformen zusammengefasst (siehe Abschnitt 2.3.4), so soll die
Suche fiir samtliche auftretenden Wortformen ein Ergebnis liefern, auch wenn die gesuchte
Wortform nicht der hdufigsten und somit repréasentativen entspricht.

3.3. Informationsanzeige

Einen wichtigen Punkt des Programms stellt die Informationsanzeige dar. In Anlehnung
an beispielsweise die Haufigkeitsanzeige des in Abschnitt 2.2.1 vorgestellten Wordle sollen
neben der Visualisierung durch die Word-Cloud Informationen zu Wortern und Zusammen-
hidngen direkt einsehbar sein. Um eine Verhiltnisméfiigkeit der Haufigkeiten herstellen zu
konnen, soll stets die Gesamtzahl der Worter sowie die minimale und maximale Haufigkeit
angezeigt werden. Uber die Haufigkeit hinaus sollen jegliche Eigenschaften der Worter, wie
beispielsweise Kategorie oder Wortart, und ebenso die Zusammenhéange zwischen Wortern,
etwa die Anzahl gemeinsam geteilter Sdtze, dargestellt werden. Bei der Visualisierung der
Informationen ist darauf zu achten, welcher Teil der Informationen immer sichtbar ist und
welcher Teil nur bei Bedarf einsehbar sein soll.

3.4. Entfernung der Stoppwaorter

Analog zu den vorgestellten Arbeiten soll auch in der vorliegenden Arbeit eine Entfernung
der Stoppworter moglich sein. Da sich diese Arbeit auf englische Texte beschrankt, werden
keine sprachabhédngigen Stoppwortlisten benétigt. Es geniigt folglich eine einzige Liste der
englischen Stoppworter. Jedoch soll die Stoppwortliste nicht in das Programm integriert,
sondern potentiell austausch- und erweiterbar konzipiert werden. Im Anschluss an die
Verarbeitung des Textes soll fiir jedes Wort des Textes tiberpriift werden, ob es in der
Stoppwortliste enthalten ist, und gegebenenfalls ignoriert werden.

Da eine vorgegebene Liste nicht fiir jeden Anwendungsfall das optimale Ergebnis erzielen
kann, muss die Liste dynamisch anpassbar sein. Dariiber hinaus soll die Moglichkeit bestehen,
die Entfernung der Stoppworter zu deaktivieren, ohne die Liste zu leeren.

3.5. Erkennung der Wortarten

Da in einigen Anwendungsfillen spezielle Wortarten von Interesse sind (beispielsweise
konnen bei der Auswertungen von Interviews speziell Adjektive interessant sein) soll das
Programm eine Zuordnung der Worter zu ihren Wortarten unterstiitzen. Dartiiber hinaus
sollen die einzelnen Wortarten sowohl separat als auch kombiniert gefiltert werden kdnnen,
um Wortarten gezielt ein- oder ausblenden zu konnen. Diese Funktionalitit wurde bisher in
keiner existierenden Arbeit in dieser Form verwendet, verspricht jedoch einen potentiellen
Mehrwert fiir die Textanalyse.
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3.6. Erkennung von Kategorien

Analog zu den Wortarten sollen die Kategorien ebenso einzeln sowie kombiniert filterbar sein,
um die Anzeige einschrianken zu kénnen. Dariiber hinaus sollen die Kategorien, welche das
CoreNLP-Framework verwendet, durch eine Zuordnungstabelle auf frei wahlbare Kategorien
abgebildet werden. Auf diese Weise kann die Benutzeroberflache flexibel gestaltet werden
und ist nicht an die Vorgaben des Frameworks gebunden.

3.7. Erkennung von Multiwortern

In der Word-Cloud sollen die Worter ,New” und ,, York” nicht getrennt voneinander ange-
zeigt werden. Dies unterstiitzen einige der vorgestellten Arbeiten, indem Multiworter durch
eine Tilde getrennt (New~York) manuell eingegeben werden konnen. Da die Worter im
Rahmen dieser Arbeit jedoch automatisch aus dem Textkorpus extrahiert werden, sollen die
Multiworter ebenfalls ohne Benutzerinteraktion erkannt werden. Kommen die Komponenten,
beispielsweise ,new”, in einem anderem Kontext innerhalb des Textkorpus vor, so soll so-
wohl diese Komponente als eigenstiandiges Wort als auch das Multiwort in der Word-Cloud
auftauchen. Da die Darstellung von Multiwortern in der Word-Cloud jedoch auch stérend
fiir die Analyse sein kann, soll diese Funktion deaktivierbar konzipiert werden.

3.8. Zusammenfassung unterschiedlicher Wortformen

Besonders im Hinblick auf die Darstellungsform ,,Word-Cloud” ist eine Zusammenfassung
unterschiedlicher Wortformen sinnvoll (siehe Abschnitt 2.3.4). Der Anwender will in der
Word-Cloud beispielsweise das Wort ,,algorithm” sehen, jedoch nicht zuséatzlich das Wort
,algorithms”. Ahnlich verhilt es sich bei unterschiedlich konjugierten Verbformen und der
Verdanderung anderer Wortarten. Um keine abgeschnittenen Worter darzustellen, soll (dhnlich
dem in Abschnitt 2.2.4 erlduterten Verfahren des ,Reverse Stemming”) die haufigste Wort-
form als Reprdsentant der zusammengefassten Wortformen in der Word-Cloud dargestellt
werden.

Da die Zusammenfassung unterschiedlicher Wortformen unweigerlich auch unerwiinschte
Ambiguitdten mit sich bringt und somit Einschrankungen fiir spezielle Aufgaben darstellt,
sollte diese Funktion deaktivierbar konzipiert werden.

3.9. Kookkurrenz

Wie in Abschnitt 2.3.5 erldutert, sind als Rahmen der Kookkurrenz sowohl Sitze als auch
Abschnitte denkbar. Infolge dessen soll dieser Rahmen konfigurierbar konzipiert werden.
Die Metrik der Distanz zweier Worter innerhalb eines Rahmens zueinander stellt einen
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interessanten Aspekt dar. Jedoch basiert die Word-Cloud auf Haufigkeiten, weshalb dieser
Distanzfaktor fiir die visuelle Analyse eher hinderlich ist, da die dargestellte Schriftgrofie
des Wortes in diesem Fall einen Riickschluss auf dessen Haufigkeit verhindert.

Das Programm soll die Kookkurrenzen sowohl zu einem einzelnen Wort wie auch zu
mehreren Wortern gleichzeitig darstellen konnen. Um dem Anwender zu verdeutlichen, ob
in der Word-Cloud Kookkurrenzen dargestellt werden, miissen die fiir die Kookkurrenz
ausgewdhlten Worter stets in der Benutzeroberfldche sichtbar sein.

3.10. Eingabe

Eine notwendige Funktion fiir die Word-Cloud stellt die Eingabe des Textkorpus dar, fiir
die es verschiedene Moglichkeiten geben soll. Eine Moglichkeit Text einzugeben soll darin
bestehen, direkt in ein Textfeld zu schreiben, oder Text aus der Zwischenablage darin einzu-
fiigen. Des Weiteren soll ein Dialog zur Verfiigung stehen, um Textdateien im Dateisystem
auswiéhlen zu konnen, ohne deren Inhalt in die Zwischenablage zu kopieren. Wurde ein
Textdokument auf diese Weise ausgewihlt, so soll die Word-Cloud nicht umgehend generiert
werden, damit die Moglichkeit besteht, den geladenen Text vorher anzupassen. Nachdem
ein zu verarbeitender Text gewéhlt wurde, ist eine Schédtzung der bevorstehenden Verarbei-
tungsdauer hilfreich, auch wenn diese aufgrund der vielen dem Programm unbekannten
Faktoren wie beispielsweise dem Prozessortakt und der Komplexitdt des Textes, lediglich
eine grobe Richtlinie darstellt.

3.11. Persistenz

Da die Verarbeitung des Textkorpus ein sehr zeit- und rechenaufwiandiger Prozess ist, soll
die Moglichkeit bestehen, die berechneten Ergebnisse zu speichern. Optionen und Einstel-
lungen beziiglich der Benutzeroberfldche sollen ebenfalls persistiert werden kénnen, um den
Bedienkomfort zu erhdhen. Hierfiir bietet Java diverse Moglichkeiten an, die abhédngig von
den zu speichernden Daten zu wihlen sind. Die Stoppwortliste besteht beispielsweise aus
einzelnen Wortern, und soll optional durch einen Texteditor bearbeitbar sein (Abschnitt 3.4).
In diesem Fall bietet sich eine simple Textdatei an, da alle Objekte vom selben Datentyp
sind und keine Hierarchie benotigt wird. Anders verhilt es sich bei der Konfigurationsdatei
tir die Einstellungen. Da die Einstellungen iiber das Programm angepasst werden, ist es
nicht notwendig, menschliche Lesbarkeit zu verwenden, was eine bindre Reprasentation
nahelegt. Bindr gespeicherte Dateien haben den grofien Vorteil, dass sie schneller gelesen
und geschrieben werden koénnen als beispielsweise Textdateien, fiir die jeweils sogenannte
,reader” und ,writer” benotigt werden. Dariiber hinaus kénnen in Java komplette Klassen
als Bindrdatei gespeichert werden, was nach dem Einlesen der Datei einen weiteren Verar-
beitungsschritt einspart. Fiir die Ergebnisse des verarbeiteten Textkorpus ist ebenfalls eine
Bindrdatei sinnvoll, da diese direkt von dem Programm interpretiert werden miissen und
keine Bearbeitung durch externe Editoren vorgesehen ist.
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Zunéchst soll ein grober Uberblick iiber das Programm vermittelt werden, um die nach-
folgend dargestellten Funktionalitdten gut einsortieren zu konnen. AnschliefSend wird ein
kurzer Ablauf des Programms, angefangen bei einem Text bis hin zur Generierung der inter-
aktiven Word-Cloud, vorgestellt. Um die Funktionalitdten vollstindig erkldren zu konnen, ist
die Vorstellung der wichtigsten Datenstrukturen des Programms notig. Anschlieffend werden
die Funktionen und Eigenschaften des Programms anhand der Benutzeroberfldche erlautert
und veranschaulicht. Eine Diskussion der aufgetretenen Implementierungsprobleme schliefst
das Kapitel ab.

4.1. Uberblick

Der in Abbildung 4.1 dargestellte, schematische Ablauf des Programms wird im nachfolgen-
den Abschnitt niher erldutert, soll jedoch an dieser Stelle zum Uberblick des Programms
beitragen. Nachdem ein Textkorpus ausgewdhlt wurde und die im Konzept dargestellten
Verarbeitungsschritte durchlaufen hat, kann das Hauptfenster des Programms dargestellt
werden. Dieses Fenster enthilt neben diversen Informationen einige Einstellungs- sowie
Interaktionsmdoglichkeiten. Abbildung 4.2 soll einen méglichst umfassenden Uberblick iiber
das Hauptfenster bieten, um eine gute Orientierung zu ermoglichen. Welche Funktionen
sich hinter den Mentieintragen und Oberflichenelementen verbergen, werden im Anschluss
an den Ablauf im Detail erldutert.

sualizati S o
approach vol ’

Abbildung 4.1.: Schematischer Programmablauf:
Eingabe, Verarbeitung und Darstellung eines Textkorpus
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Abbildung 4.2.: Ubersicht des Hauptfensters

4.2. Ablauf

In Abbildung 4.1 ist ein schematischer Ablauf des Programms dargestellt. Zundchst wird fiir
die Verwendung des Programms ein Text benotigt. Sollen mehrere Texte als Datengrundla-
ge dienen (beispielsweise einzelne Nachrichten), so enthilt das Programm die Hilfsklasse
,MergeTxtFiles”, die hierfiir Unterstiitzung anbietet. Aufgabe dieser Hilfsklasse ist es, die
relevanten Informationen aus den einzelnen Textdateien in einer einzigen Textdatei zu
konkatenieren. Steht die Textdatei bereit, kann das Programm geoffnet, die Textdatei im Ein-
gabefenster ausgewdhlt und die Generierung der Word-Cloud gestartet werden. Daraufhin
offnet sich das Hauptfenster des Programms, wihrend im Hintergrund diverse Vorgiange ab-

32



4.3. Datenstruktur

laufen. Zunéchst muss der Text verarbeitet werden. Hierfiir kommt das CoreNLP-Framework
zum Einsatz, welches den Text zunédchst ohne Beriicksichtigung der Kategorien annotiert, al-
so mit zusidtzlichen Informationen wie beispielsweise den Wortarten versieht. Anschlieffend
wird der annotierte Text Satz fiir Satz und innerhalb eines Satzes Wort fiir Wort durch-
laufen und in die entsprechenden Datenstrukturen gespeichert. Nach dieser Verarbeitung
wird umgehend die Word-Cloud generiert und dargestellt. Wahrend das Programm bereits
grofsitenteils verwendbar ist, werden den einzelnen Wortern im Hintergrund mithilfe des
CoreNLP-Frameworks ihre Kategorien zugewiesen. Dieser Vorgang dauert meist langer als
die urspriingliche Annotierung® und lauft deshalb im Hintergrund ab. Sobald dieser Vorgang
abgeschlossen ist, werden sowohl die zugrunde liegenden Daten als auch die Oberfliche
der Word-Cloud aktualisiert, woraufhin dem Anwender nun der volle Funktionsumfang zur
Verfiigung steht, welcher in den nachfolgenden Abschnitten vorgestellt wird.

4.3. Datenstruktur

Um die Funktionalitdten und Eigenschaften des Programms erldutern zu konnen, ist ein
kurzer Einblick in die wichtigsten Datenstrukturen sinnvoll. Diese werden nach dem Bottom-
Up-Prinzip vorgestellt, angefangen bei den grundlegenden Klassen bis hin zu den komple-
xeren. Da die Klassen meist umfangreich sind, werden nur die fiir den Leser relevanten
Eigenschaften daraus erldutert. Die vollstandigen Listings der wichtigen Klassen sind im
Anhang A.1 zu finden.

4.3.1. Tag

Ein grundlegendes Element dieses Programms ist die Klasse , Tag”, deren relevante Attribute
in Listing A.1 auf Seite 89 zu sehen sind. In dieser Klasse werden alle wortspezifischen
Informationen reprasentiert und im Folgenden néher erldutert. Grundsétzlich reprasentiert
ein Tag eine Gruppe von Wortern, die eine gemeinsame Grundform besitzen (siehe Abschnitt
2.3.4). Neben den verschiedenen Wortformen wird in einem Tag die hdufigste Wortform
gespeichert, da sie den Repréasentanten des Tags fiir die Word-Cloud darstellt. Dartiber
hinaus werden die Haufigkeiten der Wortformen sowie die daraus resultierende Schriftgrofie
gespeichert. Linguistische Informationen, beispielsweise dartiber, ob es sich bei dem Wort um
ein Stoppwort (oder Multiwort) handelt, werden ebenfalls reprasentiert. Fiir die Wortarten
und Kategorien wird jeweils eine Liste mit den jeweiligen Haufigkeiten angelegt. Als letztes
erwdahnenswertes Attribut enthilt jedes Tag eine Liste aller Sitze, in welchen mindestens
eine der Wortformen vorkommt.

'fiir exakte Zeitmessungen siehe Abschnitt 4.5.6 auf Seite 66
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4.3.2. Label

Die Klasse , Label” stellt eine Erweiterung der Java Swing Komponente ,JLabel” dar. Neben
den geerbten Eigenschaften wie beispielsweise , text” wurde das Attribut ,tag” hinzugefiigt,
was einen Tag beinhaltet. Dartiiber hinaus verfiigt das Label iiber sogenannte ,MouseListe-
ner”, die dafiir zustdandig sind, auf folgende Mausereignisse zu reagieren:

e Der Mauszeiger wird tiber das Label gefahren (siehe Abschnitt 4.4.2)
e Der Mauszeiger verldsst das Label (siehe Abschnitt 4.4.2)
e Das Label wird angeklickt (siehe Abschnitt 4.4.5)

Labels stellen die Bausteine der Word-Cloud dar. Jedes darzustellende Tag wird einem Label
zugeordnet und in der Word-Cloud entsprechend dem ausgewédhlten Layout visualisiert.
Unkomplizierter wire es, anstelle der Konstruktion aus Tags und Labels alle Tags direkt
als Labels zu speichern. Bei dieser Variante stellte sich jedoch schnell heraus, dass Labels
deutlich mehr Speicherplatz benétigen und die Anwendung dadurch schlechter skalieren
wiirde. Da in der Word-Cloud immer nur ein gewisser Teil der Tags angezeigt wird, spart
diese spédte Zuordnung zwischen Labels und Tags einen Mehraufwand, der unweigerlich
durch die nicht dargestellten, im Speicher liegenden Labels entstehen wiirde.

4.3.3. SortedLabels

In der Klasse ,,SortedLabels” werden alle textbezogenen Daten gehalten, welche in Listing A.2
auf Seite 89 zu sehen sind. Die Klasse wird entweder unmittelbar nach der Verarbeitung eines
Textkorpus mit Daten gefiillt oder aus einer bindr gespeicherten Textdatei wiederhergestellt.
Um einen Text bindr zu speichern, wird eben diese Klasse persistiert. Um eine erneute
Verarbeitung des Textkorpus zu ermoglichen, muss dieser gespeichert werden. Dartiber
hinaus werden alle Sitze als Liste gespeichert, um die Berechnung von Kookkurrenzen zu
ermoglichen. Das wichtigste Attribut dieser Klasse stellt die Liste aller Tags dar, die entweder
alphabetisch oder nach deren Haufigkeit sortiert ist.

4.3.4. Externe Konfiguration

Wird das Programm gestartet, so wird zunéchst die externe Konfigurationsdatei ausgelesen,
die in Listing 4.1 zu sehen ist. Existiert diese Datei nicht, wird eine vorkonfigurierte Datei neu

Listing 4.1 config.xml

<minimum>1</minimum>
<noNamedEntities>1</noNamedEntities>
<XMX-Parameter>2048</XMX-Parameter>
<splitNewlines>0</splitNewlines>
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4.3. Datenstruktur

erstellt. In dieser Datei sind vier Informationen enthalten, welche das Programm wesentlich
beeinflussen.

Hinter dem Begriff , minimum” verbirgt sich eine untere Schranke, die bei den Optionen
(siehe Abschnitt 4.4.11) genauer erkldrt wird. ,noNamedEntities” gibt dem Anwender die
Option, gidnzlich auf Kategorien zu verzichten. Dies ist besonders dann hilfreich, wenn nur
wenig Arbeitsspeicher zur Verfiigung steht oder keine Kategorien benotigt werden. Da das
CoreNLP-Framework sehr umfangreich ist (ca. 259 MB) und wéhrend der Verarbeitung von
Textkorpora zusétzlichen Speicherplatz benétigt, muss der Java-Umgebung entsprechend
viel Speicherplatz zur Verfiigung gestellt werden. Dies erfolgt iiber den Parameter , xmx”,
gefolgt von einer in Megabyte angegebenen Zahl. Standardmaéfig eingestellt sind 2048 MB,
was fiir Texte bis zu einer Grofie von etwa 1 Million Worter ausreicht®. , splitNewlines”
ermoglicht, den Rahmen der Kookkurrenzen auf Abschnitte einzustellen (siehe Abschnitt
4.4.9). Wurden diese vier Werte vom Programm ausgelesen, so startet sich das Programm
erneut. Grund fiir den Neustart des Programms ist die Speicherangabe, die nur per Be-
fehlszeile angegeben werden kann (VM-Argumente sind nicht Bestandteil einer ,runnable
jar“-Datei). Der Neustart ist fiir den Anwender nicht sichtbar, da das Eingabefenster beim
ersten Start nicht angezeigt wird. Das Programm wird, so nicht anders konfiguriert, mit
folgender Befehlszeile aufgerufen:

sjava -Xmx2o0o0om -jar wordCloud.jar xmx_set”

Der letzte Parameter , xmx_set” gibt an, dass sich das Programm nicht erneut aufrufen soll.
Wird das Programm nicht per Doppelklick, sondern direkt tiber die Befehlszeile gestartet,
so kann eben diese Zeile dafiir verwendet werden und es muss nicht der Umweg iiber die
Konfigurationsdatei gegangen werden. Dem ambitionierten Anwender wird aufgrund der
sonst fehlenden Konsolenausgabe der Weg tiber die Befehlszeile empfohlen.

4.3.5. Interne Konfiguration

Die Klasse der internen Konfiguration (,,Config”) ist fiir die Verwendung dieses Programms
von grofSer Bedeutsamkeit. In dieser Klasse werden alle Konfigurationseinstellungen vorge-
nommen, die nicht Bestandteil der externen Konfigurationsdatei sind (siehe Listing 4.1). Um
den Verlust getroffener Einstellungen bei einem Neustart des Programms zu vermeiden, wird
die interne Konfiguration unmittelbar vor dem Beenden in die Datei ,internal_config.data”
persistiert. Falls diese Datei nicht existiert, wird eine neue Datei mit Standardeinstellungen
generiert. Unmittelbar nach dem Programmstart wird die Datei ausgelesen. In der Konfigu-
ration werden beispielsweise Dateinamen festgelegt, Farben definiert, Schriftarten eingestellt
und Texte fiir spezielle Situationen (zum Beispiel ,,No tags to display!”) hinterlegt. Dartiber
hinaus wird die Zuordnung zwischen den vom CoreNLP-Framework festgelegten und den
in der Word-Cloud angezeigten Kategorien definiert (,NP” wird beispielsweise als ,,Noun”
angezeigt). Das vollstandige Listing der Klasse A.3 auf Seite go ist im Anhang zu finden.

2Fiir genauere Abschitzung siehe Tabelle 4.1 auf Seite 66
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4.4. Benutzeroberflache

Anhand der Benutzeroberfldiche werden im Folgenden die umgesetzten Funktionen beschrie-

ben und veranschaulicht.

4.4.1. Uberblick

Abbildung 4.3 soll einen Uberblick iiber die Benutzeroberfliche geben. Da es fiir dieses Haupt-
fenster nicht moglich ist, alle Programmelemente in einer einzigen Abbildung darzustellen,
werden fiir die Beschreibungen der Elemente jeweils Teile der WordCloud herausgegriffen
oder entsprechend hervorgehoben. Da die gesamte Arbeit unter Mac OS X entstanden ist,
konnen die Abbildungen von der tatsdchlichen Darstellung auf dem jeweiligen Betriebssys-
tem geringfiigig abweichen. Wenn nicht anders angegeben, dient als Textgrundlage stets
eine Konkatenation von Abstracts aus Veroffentlichungen der VisWeek (Zeitraum: 1998-2011)

[vis, HKBE12, S. 6].
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4.4. Benutzeroberflache

4.4.2. Word-Cloud-Bereich

In Abbildung 4.3 ist auf der linken Seite der rot umrandete Word-Cloud-Bereich zu sehen. Da
in dieser Arbeit eine Word-Cloud als Visualisierungstechnik dienen soll, nimmt sie folglich
die grofite Flache in Anspruch.

Word-Cloud-Generierung

Fir die Erzeugung der Word-Cloud wird wie folgt vorgegangen: Zundchst miissen die
darzustellenden Tags aus der Klasse ,,sortedLabels” extrahiert werden. Abhédngig von ge-
wdhlter Reihenfolge und Anzahl der darzustellenden Tags (Filter und Auswahl werden
an dieser Stelle nicht ndher betrachtet) wird eine entsprechende Untermenge von Tags
zuriickgegeben. Anhand des haufigsten und seltensten Tags dieser Untermenge wird die
Grofle aller darzustellenden Tags berechnet. Hierbei wird dem seltensten Tag die minima-
le Schriftgrofie zugewiesen, dem héufigsten Tag die maximale, welche indirekt iiber die
Benutzeroberflache variiert werden kann (siehe Abschnitt 4.4.2). Das Verhaltnis zwischen
maximaler und minimaler Schriftgrofie ist in der internen Konfigurationsdatei hinterlegt
und betrdgt standardmaflig 0,75 also 3 : 1. Um die Schriftgrofie eines darzustellenden Tags
zu bestimmen, kommt folgende Formel zum Einsatz:

(4.1) Stag = {Smax _ p- Sm—;;;x(f;m;;; ftag)J

Hierbei steht s fiir die Schriftgrofie, f fiir die Haufigkeit und p fiir das Verhéltnis zwischen
maximaler und minimaler Schriftgrofie. Fiir den Fall, dass maximale und minimale Hau-
figkeit gleich grof$ sind, wird der Nenner ignoriert. Die berechnete Schriftgrofie wird fiir
jedes Tag in dessen Eigenschaft ,fontsize” gespeichert. Anschlieffend wird eine Platzierung
der Tags fiir das gewihlte Layout simuliert. Simulation und tatsdchliche Platzierung unter-
scheiden sich darin, ob die Labels gezeichnet werden. Konnte allen darzustellenden Tags ein
Platz zugewiesen werden, so wird aus jedem Tag ein Label generiert, platziert und in der
Word-Cloud dargestellt.

Anzahl der Tags begrenzen

Eines der Steuerelemente, welches in Abbildung 4.3 in der rechten unteren Ecke zu sehen ist,
regelt die Anzahl der angezeigten Tags. Da es sich bei der Anzahl der Tags um eine natiirliche
Zahl handelt, bei der es nicht auf eine exakte Ermittlung ankommt, kann sie mittels eines
Schiebereglers eingestellt werden. Der Wertebereich des Schiebereglers beginnt bei dem
Wert 1 und ist nach oben hin durch die maximale Anzahl darstellbarer Tags begrenzt, die
(abhdngig von dem gewdhlten Layout) fiir eine konstant grofie Flache sehr unterschiedlich
sein kann (siehe Abbildung 4.16 auf Seite 50). Abhdngig von der Einstellung, ob die optimale
Anzahl darstellbarer Tags berechnet werden soll oder nicht (siehe Abschnitt 4.4.9), stellt diese
obere Grenze die korrekte Beschrankung oder nur eine Annidherung dar (dies wird farblich
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Abbildung 4.4.: Anzahl der Tags begrenzen

hervorgehoben, siehe Abbildung 4.19 auf Seite 54). In Abbildung 4.4 ist eine Begrenzung auf
etwa die Halfte der darstellbaren Tags veranschaulicht.

SchriftgréBe der Labels anpassen

Ein weiteres Steuerelement, welches ebenfalls in der rechten unteren Ecke in Abbildung 4.3 zu
sehen ist, steuert die Schriftgrofle der angezeigten Labels. Auch bei diesem Element kommt
ein Schieberegler zum Einsatz, da die Schriftgrofle ebenfalls als natiirliche Zahl reprasentiert
wird. Der eingestellte Bereich fiir die Schriftgrofse umfasst Werte zwischen 20 und 100, was
fir gangige Bildschirmauflosungen ausreichend Flexibilitdt bietet. Hierbei ist zu beachten,
dass die Schriftgrofse, die per Schieberegler ausgewahlt werden kann, nicht der tatsdchlichen
Maximalgrofle entspricht, da fiir die Berechnung der Schriftgrofle noch das Verhiltnis
zwischen kleinster und grofiter Schriftgrofie einbezogen wird (siehe Gleichung 4.1). Bei dem
voreingestellten Verhdltnis von 0, 75 entspricht Schriftgréfie 20 also den Labelschriftgrofien
5 bis 15, wihrend Schriftgrofie 100 Labelschriftgrofien im Bereich von 25 bis 75 produziert.
Standardmafiig ist Schriftgrofse 48 voreingestellt, was den Labelschriftgrofienbereich 12 bis
36 abdeckt und eine gute Lesbarkeit bietet. Die angezeigten Werte richten sich stets nach
der Maximalgrofle, unabhingig von diesem Verhiltnis, um einen konstanten Wertebereich
(20 bis 100) zu reprasentieren. Da die Schriftgrofle von der Bildschirmauflosung und dem
personlichen Geschmack des Anwenders abhdngt, kann sie {iber den Schieberegler interaktiv
gedndert werden. Ein Vergleich der SchriftgrofSen mit daraus resultierenden Anzahlen an
dargestellten Tags ist in Abbildung 4.5 dargestellt.
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Mindesthaufigkeit festlegen

Uber das letzte direkte Steuerelement ,min frequency”, welches ebenfalls in der rechten
unteren Ecke in Abbildung 4.3 zu finden ist, kann die Mindesthadufigkeit festgelegt werden.
Diese Funktion verhindert die Darstellung von Tags mit kleinerer Haufigkeit als der angege-
benen Mindesthdufigkeit. Dem Steuerelement liegt die Java Swing Komponente , JSpinner”
zugrunde. Da der Wertebereich der auftretenden Haufigkeiten nicht stetig ist, muss das
Modell der Komponente fiir jede Anderung der Word-Cloud angepasst werden. Die durch
das Textfeld der Komponente eingegebene Zahl wird auf eine auftretende Haufigkeit mit
minimaler Differenz abgebildet. Alternativ konnen die beiden mit je einem Pfeil versehenen
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Schaltflichen verwendet werden, um den Wert schrittweise zu erhthen beziehungsweise zu
verringern. In Abbildung 4.6 ist eine Erh6hung der Mindesthdufigkeit veranschaulicht.

Auswahl eines InfolLabels

Fiir eine direkte Interaktion mit der Word-Cloud muss der Mauszeiger iiber ein Label gefah-
ren werden. Dieses Mausereignis wird von dem jeweiligen Label erkannt (sieche Abschnitt
4.3.2) und entsprechend darauf reagiert. Unabhidngig von allen Einstellungen wird das
entsprechende Label, im Folgenden als Infolabel bezeichnet, durch einen Rahmen hervorge-
hoben, was im oberen Bereich der Abbildung 4.7 veranschaulicht wird (ohne Hervorhebung
der Kookkurrenzen). Da der Rahmen eine Breite von mindestens einem Pixel hat, wiirde
die Schrift des Infolabels um eben diese Breite verschoben werden. Um dieses unscho-
ne Verhalten zu verhindern, wird das Infolabel gleichzeitig um die Rahmenbreite nach
links verschoben, damit der Text, nachdem beide Transformationen beendet wurden, seine
urspriingliche Position einnimmt. Verldsst der Mauszeiger das Infolabel, so muss diese Posi-
tionsverschiebung wieder riickgéngig gemacht und das Infolabel geloscht werden. Um eine
mehrmalige Verschiebung desselben Labels zu verhindern (der Mauszeiger kann ein Label
auch verlassen ohne ein Mausereignis auszuldsen, beispielsweise durch einen Programm-
wechsel) kommt die Eigenschaft ,moved” eines Labels zum Einsatz, die anzeigt, ob das
Label bereits verschoben wurde oder nicht. Neben der Hervorhebung durch einen Rahmen
setzt das Mausereignis noch weitere Anderungen in Gang, die teilweise von getroffenen
Einstellungen abhdngen und an entsprechender Stelle erldutert werden (Informationsbereich
und Hervorhebung der Kookkurrenzen). Eine dieser Anderungen betrifft die statistischen
Informationen zu dem Infolabel und ist ebenfalls in Abbildung 4.7 dargestellt. Es ist deutlich
zu erkennen, dass auf der linken Seite der Abbildung Informationen angezeigt werden,
obwohl kein Infolabel exisitert. Dies sind die Anzahl der in der Word-Cloud dargestellten
Tags (,,Actual tags”) sowie die Gesamtzahl der aus dem Text extrahierten Tags (,,Overall
tags”). Darunter wird die Gesamtzahl der Satze angezeigt, die der Text enthalt, sofern kein
Infolabel existiert. Existiert ein Infolabel, so wird die Anzahl der Sitze angezeigt, in denen

information _} information

information
Actual count: Overall count: Actual count: 683 Overall count: 683
Actual tags: 263 Overall tags: 3435 Actual tags: 263 Overall tags: 3435
9743 sentences overall 621 sentences

Abbildung 4.7.: Auswahl eines InfoLabels
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dieses vorkommt3. Wurden Labels ausgewdhlt (siehe Abschnitt 4.4.5), so wird die Anzahl
der gemeinsamen Sdtze angezeigt. Wird der Mauszeiger nun tiber ein Label gefahren, so
wird die hadufigste Wortform des Infolabels in blauer Farbe angezeigt. Handelt es sich bei
dem Infolabel um ein Stoppwort, so wird es in roter Farbe dargestellt. Die beiden tibrigen
Informationen betreffen die Haufigkeit des Infolabels. ,,Overall count” gibt die absolute
Haufigkeit an, die sich auf das gesamte Textkorpus bezieht. Mit ,,Actual count” wird die
relative Haufigkeit des Labels bezeichnet, welche durch den Einsatz von Auswahl (siehe
Abschnitt 4.4.5) und Filtern (siehe Abschnitt 4.4.6) beeinflusst wird.

4.4.3. Informationsbereich

Der Informationsbereich wird in Abbildung 4.8 dargestellt und ist in drei tabellenartig
aufgebaute Bereiche unterteilt. Jeder Bereich besitzt zwei Spalten, wobei die zweite Spalte
stets die Anzahl des Objektes der ersten Spalte darstellt. Da jede Zeile (Uberschriftzeilen
ausgenommen) folglich eine Anzahl beinhaltet, werden die Zeilen absteigend nach dieser
Anzahl sortiert, wodurch sichergestellt werden kann, dass das h&ufigste Element einer
Tabelle an erster Stelle steht. Je nach Fenstergrofie ist es moglich, dass der Tabelleninhalt
nicht komplett dargestellt werden kann. Aus diesem Grund kann jede Tabelle nach unten
gefahren werden*. Der oberste Bereich enthélt Informationen tiber die unterschiedlichen
Vorkommen eines Tags, die in der Benutzeroberfldche als ,Word forms” bezeichnet werden.
Bei aktivierten MultiwOrtern werden in diesem Bereich ebenfalls die Multiworter aufgelistet,

I Filter @iy |

5 Word forms Count
using 578
used 522
use 445
uses 119
Using 53
Part-Of-Speech Count
Verb 1491
Noun 225
Category Count
OTHER 1717

Abbildung 4.8.: Informationsbereich mit Infolabel , using”

3Voraussetzung dafiir ist die Hervorhebung der Kookkurrenzen (siehe Abschnitt 4.4.9)
4jede Tabelle ist in ein ,JScrollPane” (javax.swing) eingebettet
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in denen das Tag auftritt (siehe Abschnitt 4.4.9). Die Summe der einzelnen Vorkommen bildet
die Gesamtanzahl des Tags. Der mittlere und untere Bereich funktioniert jeweils nach dem
gleichen Prinzip und listet die unterschiedlichen Wortarten beziehungsweise Kategorien auf,
die den Wortvorkommen wihrend der Verarbeitung der Textkorpora zugewiesen wurden.
Wie in der Abbildung zu erkennen ist, sind die Wortarten auf das gesamte Tag bezogen, nicht
auf jede einzelne Wortform separat. Dies hat den Vorteil, dass die Datenstruktur (siehe Ab-
schnitt 4.3.1) keine grofie Komplexitdt annimmt, was sich positiv auf Speicherverbrauch und
Rechenzeit auswirkt. Jedoch hat diese Reprasentation den Nachteil, dass kein Riickschluss
zwischen Wortform und Wortart moglich sein muss. Da das gesamte Tag in der Word-Cloud
durch ein einziges Label repréasentiert wird, macht diese Zusammenfassung der Wortarten
durchaus Sinn. Um die Wortformen getrennt zu betrachten, steht es dem Anwender frei, die
Lemmatisierung zu deaktivieren (siehe Abschnitt 4.4.9). Die Anzahl der Kategorie (1717)
und die aufsummierten Anzahlen der Wortformen (1717) weichen von den aufsummierten
Anzahlen der Wortarten (1716) ab, da die fehlende Wortart durch ein gesetztes Minimum
(mit einem Wert > 2) entfernt wurde (siehe Abschnitt 4.4.11).

4.4.4. Suchfunktion

| information

information

Abbildung 4.9.: Suchfunktion: links inaktiv, rechts aktiv

Um ein bestimmtes Wort zu suchen oder Informationen dariiber zu erhalten, steht dem
Anwender eine Suchfunktion zur Verfiigung, die in Abbildung 4.9 dargestellt ist. Bei Inak-
tivitat des Suchfeldes wird dessen Inhalt mit einem Platzhaltertext gefiillt, welcher sobald
das Suchfeld aktiv wird, wieder entfernt wird. Mit der Taste , Escape” kann der Inhalt
des aktiven Suchfeldes geloscht werden. Sobald ein Text in das Suchfeld eingegeben wird,
werden samtliche Tags nach dem eingegebenen Text durchsucht. Dazu wird sowohl das
Lemma eines Tags als auch die Liste der Wortformen wihrend der Eingabe durchsucht. Kann
keine Ubereinstimmung gefunden werden (Gro§- und Kleinschreibung wird hierbei nicht
beachtet) so bleiben die Informationsbereiche leer (sieche Abschnitte 4.4.2 und 4.4.3). Kann
eine Ubereinstimmung gefunden werden, so wird das Tag des aktuellen Infolabels durch
das gefundene Tag ersetzt und in den Informationsbereichen angezeigt. Ist das gesuchte
Tag dariiber hinaus Bestandteil der Word-Cloud, so wird das Mausereignis des entsprechen-
den Labels simuliert, um dieses hervorzuheben (siehe Abschnitt 4.4.2). Abhdngig von der
getroffenen Einstellung wird der Mauszeiger auf dieses Label verschoben (siehe Abschnitt
4.4.10). Um die Suche nach einem Multiwort (beispielsweise ,New York City”) zu erleichtern,
existieren drei Moglichkeiten, die einzelnen Bestandteile des Multiwortes einzugeben:

1. Zusammen (,,newyorkcity”)
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2. durch Leerzeichen getrennt (,new york city”)
3. eine Kombination aus 1. und 2. (,newyork city” oder ,new yorkcity”)

Neben der beschriebenen Suche steht dem Anwender eine weitere Funktion zur Verfiigung:
Wird in dem aktiven Suchfeld die Taste ,Return” gedriickt, so wird das gesuchte Tag (bei
positiver Ubereinstimmung) ausgewiahlt (siehe Abschnitt 4.4.5). Um auf diese Weise mehrere
Tags gleichzeitig auswéhlen zu konnen, besteht die Moglichkeit, diese, mit Leerzeichen oder
Komma getrennt, in das Suchfeld einzugeben und der Auswahl hinzuzufiigen. In diesem
Fall bleiben die Informationsbereiche leer, da mehrere Worter gesucht werden und die Suche
wéahrend der Eingabe fiir einzelne Tags konzipiert ist.

4.4.5. Auswahl

Eine der wichtigsten Interaktionsmoglichkeit mit der Word-Cloud stellt die Auswahl dar,
die in Abbildung 4.10 zu sehen ist. Ein Weg, der Auswahl Tags per Suchfeld hinzuzufiigen,
wurde in Abschnitt 4.4.4 bereits erldutert. Einen weiteren Weg stellt das Anklicken eines
Labels dar. Hierbei ist zu unterscheiden, ob das angeklickte Label bereits Teil der Auswahl ist
oder nicht. Ist das Label kein Bestandteil der Auswahl, so wird es der Auswahl hinzugeftigt.
Ist das Label aber Bestandteil der Auswahl und wird angeklickt, so wird es aus der Auswahl
entfernt. In jedem Fall wird eine neue Word-Cloud generiert, welche ebenfalls in Abbildung
4.10 dargestellt ist. Welche Tags in den jeweiligen Word-Clouds angezeigt werden, hangt
von den Kookkurrenzen ab, welche in Abschnitt 4.4.9 beschrieben werden. Sobald eine
Auswahl existiert, wird die Schaltflache , Clear Selection” anklickbar, wodurch die gesamte

[information] +[visual| [ _Clear Selection

interaction important difficulties capacity combined

t I isuall bstracti
represent 1 lem introduce discuss visualize metaphor abstraction
clustering application texture | transform  dii y research
analyze
layout between PP function y_ interaction appropriate reduce content minimize
. i | domain complex .
regions process design large represent about challenging describe
graph | ith allows map quality space first . within
: representation time process fexibili .
including based algorithm structure tasks __. . definition many introduce "€P _ p ﬂex_'b""‘f detail
multiple space techn. es existing leverages graph method Present techniques access icons ajong
datasers Model IQUES jnformation several update acitate set design User analysis approach several anabvze
i H many well vector video two visually
objects tool System visual information density create context . . A .
number view visual u S I ng present new study tree ‘ computer problem V|Sua||zat|on using new require \ep
make color isuali
visualize model developed color
one ShOW fing hod al K ﬁ due text convervt 1 1 flow diversi
level i user (] 4 LA method aiso wor v etsweot | ATO M ATIO N o eversy
nigh display set features digwsue changes bque;lés["i‘s‘:.
H H - i | analytics level . paper based interactive
complex g rface into framework too data i isi
o 1 VISUQ Ization g.. e e ket D3@ /]G 1) | cuter ato doman decn
upp ime flow compute deal Overview isplay into discovery able
propose field paper approach volume atterns al | sight  between provide system focus integrated areas
r’de' wo provide rendering results M organize evaluate strycture exploration *:"5""9 :"DWS‘ airflow
explore novel points - " different network volume ed.ge including results nodes u.man ynamic
image analy5|s " generate drawing learning o objects large clustering
developed " > d g understanding Important . wpically
require representation interactive - NI elated communicate analysts L
spatial exploration demonstrate compare analytical knowledge 9¢0graphic =1
simulation understanding collection account Sensemaking
isosurface concerning communication

Abbildung 4.10.: Auswahl der Tags ,information” und , visual”
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Auswahl geleert werden kann. Die Auswahl kann ebenso mithilfe des Kurzbefehls ,Con-
trol+Backspace” geleert werden. Um einzelne Tags aus der Auswahl zu entfernen, sind die
ausgewdhlten Tags unmittelbar {iber der Word-Cloud aufgelistet und konnen per Mausklick
aus der Auswahl entfernt werden. Diese Auflistung hat dariiber hinaus den Vorteil, dass
stets zu sehen ist, welche Tags ausgewihlt wurden, denn abhidngig von den gewdhlten
Filtern (siehe Abschnitt 4.4.6) miissen die ausgewdhlten Tags nicht zwangsldufig Element
der Word-Cloud sein. Da die Funktionalitdten und Ergebnisse der Word-Cloud stark von
der Auswahl abhéngig sind, werden die ausgewdhlten Labels stets durch eine rote Schrift
hervorgehoben, um Missverstandnissen vorzubeugen.

4.4.6. Filterfunktion

Die Filterfunktion ist einer der grofien Vorteile fiir die Word-Cloud, welcher durch die
linguistische Verarbeitung von Textkorpora ermoglicht wird. Bei den Filtern ist zu beachten,
dass es sich um additive> Filter handelt. Werden also die Filter ,Verb” und ,Noun” ausge-
wahlt (also deren Checkboxen aktiviert) und alle anderen Filter deaktiviert, so erscheinen
in der Word-Cloud ausschliefilich Verben und Substantive. Aus der Gesamtmenge der Tags
wird pro Filter die jeweilige Untermenge (beispielsweise Substantive) extrahiert und mit
den Untermengen anderer aktiver Filter vereinigt, was schliefllich als Grundlage fiir die
Erstellung der Word-Cloud dient. StandardmafSig sind alle Filter ausgewdhlt, um in der
initialen Word-Cloud einen guten Uberblick zu erméglichen. Eine Filterung erfolgt bei
jeglicher Anderung der Filterkonstellation.

Wie in Abbildung 4.11 zu sehen ist, sind die Filter in zwei Gruppen unterteilt. Auf der
linken Seite befinden sich die Filter beziiglich der Wortarten, wahrend auf der rechten
Seite entsprechend die Filter beziiglich der Kategorien dargestellt sind. Jede der beiden
Filtergruppen deckt die Menge aller Tags ab, da diejenigen Tags, die keinem Wortart-
beziehungsweise Kategorie-Filter zugeordnet werden kénnen, jeweils dem Filter ,OTHER”
zugeordnet werden. Da die Filter additiv arbeiten, hat eine Anderung der Kategorie-Filter
keinerlei Auswirkung, sofern alle Wortart-Filter aktiviert wurden, und vice versa. Unterhalb
der Filter stehen dem Anwender zwei Schaltflaichen zur Verfiigung, um alle Filter gleichzeitig
zu aktivieren (,,show all”) oder zu deaktivieren (,hide all”). Um die Auswirkungen der Filter
zu verdeutlichen, sind die daraus resultierenden Word-Clouds ebenfalls in Abbildung 4.11
zu sehen. Der in der Abbildung oben abgebildete Reiter ,Filter” enthélt abhdngig von der
Filterkonstellation eine entsprechende Information (,all”, ,some” oder ,none!”) und auch
die Schriftfarbe wird angepasst, um den Anwender auf die Filterkonstellation aufmerksam
zu machen, besonders wenn der Reiter nicht aktiv ist.

Hinter jedem Filter sind zwei durch einen Schréagstrich getrennte Zahlen abgebildet. Die
hintere Zahl bezieht sich auf die Menge aller Tags und stellt die Anzahl der Tags dar,
welchen dieser Filter zugeordnet wurde. Die vordere Zahl bezieht sich hingegen lediglich
auf die in der Word-Cloud dargestellten Tags. Anhand der Abbildung 4.11 kann diese

5in Anlehnung an die additive Farbmischung [Daho6]
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Info [“Filter (all) | Info | Filter (some) Info [“Filter (none!)
Part of speech Categories Part of speech Categories Part of speech Categories
¥/ Noun 75/1819 ™ Person 0/13 | Noun 13/1819 (¥ Person 13/13 (") Noun 0/1819 | Person 0/13
v Verb 51/636 ™ Location 0/10 | Verb 0/636 [ Location 1/10 (| Verb 0/636 | Location 0/10
v Adjective 18/1070  Organization 8/67 | Adjective 0/1070 [_] Organization 0/67 [ Adjective 0/1070 | Organization 0/67
v Adverb 3/243 ¥ Date 0/21 | Adverb 0/243 [ Date 0/21 [ Adverb 0/243 | Date 0/21
/ Preposition 2/39 ™ Time 2/15 _| Preposition 0/39 [ Time 0/15 [_| Preposition 0/39 | Time 0/15
¥ Cardinal 2/33 v/ Money 0/0 Cardinal 0/33 oney 0/C (] Cardinal 0/33 fon )
« Pronoun 1/1 ™ Numeric 3/26 Pronoun 0/1 [} Numeric 0/26 (] Pronoun 0/1 Numeric 0/26
v/ Interjection 0/0 ¥ OTHER 106/3331 terjection 0/0 [ ] OTHER 2/3331 terjection 0/0 OTHER 0/3331
™ OTHER 0/6 OTHER 0/6 [ ] OTHER 0/6
show all ~ hideall show all hide all show all hide all
applcation
o design large "™
based algorithm
model teChNIqUEeS informatio Lyapunov.,,,
biecs tool System using present pem sy Hasse GAUSS Nyquist
o T o user data method s Voronoi No filter selected!
features
e sutace visualization g icx; Delaunay
field paper approach volume " J.TL&!ST:’:[‘
 provide rendering res
e poiNts mage analysis 4"
presentation interacti
(a) alle Filter sind aktiv (b) ein Filter ist aktiv (c) kein Filter ist aktiv

Abbildung 4.11.: Filterkonstellationen mit resultierenden Word-Clouds

’

Zahlendarstellung leicht nachvollzogen werden. Als Beispiel soll die Kategorie ,Person’
dienen. In (a) sind alle Filter aktiv und insgesamt wurden in dem Text 13 Personen erkannt,
von welchen jedoch keine in der Word-Cloud dargestellt wird, da deren Haufigkeiten zu
gering fiir die Grofle der Word-Cloud sind. Folglich steht hinter Person 0/13. In (b) ist
lediglich der Filter , Person” aktiv und die Grofie der Word-Cloud lédsst es zu, dass alle 13
Personen dargestellt werden konnen, weshalb hinter Person diesmal 13/13 zu sehen ist. Da
in (c) kein Filter aktiv ist und dementsprechend auch keines der Tags in der Word-Cloud
dargestellt wird, steht hinter Person wieder 0/13. Trifft ein bestimmter Filter auf kein Tag zu
(aus der Menge aller Tags), im Beispiel der Filter ,Money”, so wird dieser Filter in hellem
Grau dargestellt, um zu verdeutlichen, dass er keinerlei Einflufy auf die Word-Cloud hat.

Da eine sinnvolle Anderung der Filterkonstellation auch eine Anderung der Menge an
Tags, die der Word-Cloud zugrunde liegt, nach sich zieht, hat der Anwender neben der
vorgestellten Aktivierung und Deaktivierung von Filtern eine weitere Moglichkeit, mit den
Filtern zu arbeiten. Diese Moglichkeit besteht darin, sich eine Vorschau der Filter anzeigen zu
lassen, und bietet sich insbesondere dann an, wenn der Anwender unsicher ist, welche Filter
zielfithrend sind. Um von dieser Filtervorschau Gebrauch zu machen, muss der Mauszeiger
tiber den entsprechenden Filter gefahren werden, was in Abbildung 4.12 veranschaulicht
wird. In dieser Abbildung ist zu sehen, dass einerseits die statistischen Informationsfelder
(zwischen dem Suchfeld und den Filtern) Informationen tiber den entsprechenden Filter
anzeigen, andererseits diverse Tags in der Word-Cloud hervorgehoben werden. Bei der
Hervorhebung der Tags, auf die der Filter zutrifft (hier: Adjektive), wird zwischen zwei
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® O O WordCloud
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Abbildung 4.12.: Filtervorschau fiir Adjektive

Stufen unterschieden. Die erste Stufe ist fiir Tags konzipiert, die zwar durch die Verarbeitung
des Textkorpus als die entsprechende Wortart beziehungsweise Kategorie erkannt wurden,
also in welchen ,, Adjective” in der Liste der Wortarten enthalten ist, jedoch mindestens eine
weitere Wortart hdufiger in der Liste zu finden ist. Als Beispiel hierfiir soll das Tag ,texture”
dienen, welches im Text neun mal als Adjektiv und 221 mal als Substantiv erkannt wird.
Da Substantiv die hdufigste Wortart von ,texture” ist, wird es bei dem Filter , Adjective”
mit der ersten Stufe, also hellem Gelb, hervorgehoben. Die zweite Hervorhebungsstufe, ein
vollstandig geséttigtes Gelb, kommt dann zum Einsatz, wenn das Tag den Filter als hdufigste
Wortart beziehungsweise Kategorie hat, wie es beispielsweise bei dem Tag ,visual” der
Fall ist. Da die Vorschaufunktion der Filter lediglich die Menge der in der Word-Cloud
dargestellten Tags als Grundlage hat, sind die hervorgehobenen Tags unter Umstdnden
unvollstindig. Im Gegenzug ist die Berechnung der hervorzuhebenden Tags nicht von der
Gesamtanzahl an Tags abhéangig, sondern lediglich von der Anzahl der in der Word-Cloud
dargestellten Tags, was bei einer Skalierung des Textumfangs einen enormen Vorteil bietet.
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4.4.7. Der Meniireiter ,,File”

Im Folgenden werden die Mentireiter von links nach rechts und innerhalb eines Meniireiters
von oben nach unten vorgestellt.

Wie in Abbildung 4.13 zu sehen ist, beherbergt der Mentireiter Datei (, File”) die Mentieintra-
ge ,New input” und , Exit and save”. ,New input” 6ffnet das Eingabefenster, welches in
Abbildung 4.14 dargestellt ist und im nachfolgenden Abschnitt detailliert beschrieben wird.
Dieses Eingabefenster kann {tiber die Schaltflache ,Cancel” geschlossen werden. Wird jedoch
eine neue Word-Cloud erstellt, so schliefit sich das bestehende Hauptfenster automatisch.
Jegliche Ergebnisse der Verarbeitung von Textkorpora sowie eventuell gedanderte Einstellun-
gen werden in diesem Fall verworfen. Um diese Einstellungsdnderungen und Ergebnisse
zu speichern, muss der zweite Mentieintrag (,,Exit and save”) ausgewédhlt werden. Hierbei
wird sowohl die interne Konfigurationsdatei persistiert (sieche Abschnitt 4.3.5) als auch die
Klasse ,SortedLabels” als bindre Textdatei gespeichert. AnschliefSfend wird das Programm
beendet.

New input M (alphabetically Autof
Exit and save W (by frequency [ nable stopw

Abbildung 4.13.: Der Mentireiter , File”

Eingabefenster

Das Eingabefenster wird bei jedem Programmstart aufgerufen. Uber den Mendireiter ,,File”
steht einerseits die Funktion , Open textfile” zur Verfiigung, welche einen Dateiauswahldia-
log offnet, der ausschliefdlich Textdateien akzeptiert. Andererseits besteht die Moglichkeit,
das Programm mit ,Exit” zu beenden (falls das Hauptfenster im Hintergrund gedffnet
ist, wird lediglich das Eingabefenster geschlossen). Um einen Text auszuwéhlen, hat der
Anwender mehrere Moglichkeiten. Die Schaltfliche ,Choose file” 6ffnet ebenfalls den eben
erwahnten Dateiauswahldialog. In die Textflache kann Text eingegeben oder eingefiigt wer-
den. Sie ermdglicht dariiber hinaus eine Anpassung des eingefiigten oder geladenen Textes.
Eine weitere Moglichkeit, Text hinzuzufiigen, besteht darin, eine Textdatei mit gedriickter
Maustaste in das Textfeld zu ziehen und die Maustaste loszulassen. Diese Funktion besitzt
den Vorteil, dass sie nicht auf Textdateien beschriankt ist. Hat ein Anwender bereits einen
Text verarbeiten lassen und gespeichert, so kann diese bindr gespeicherte Datei direkt in
das Textfeld gezogen werden. Anhand der Dateiendung ,,.data” wird erkannt, dass es sich
um eine bindr gespeicherte Textdatei handelt. Auf diese Weise muss der Text nicht erneut
verarbeitet werden, was Zeitersparnis bedeutet. Enthilt das Textfeld, wie im rechten Bild zu
sehen ist, einen Text, so wird umgehend die Anzahl der Worter zusammen mit einer groben
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® OO0 Text input
File
Please paste/drag some text or choose a textfile. | Choose file

0 words
Processing-time:
ca. 1 second
Calculating time for named entities (runs in background):
ca. 9 seconds

| Cancel Restore last textfile

8 06 Text input
Open textfile

Exit some text or choose a textfile. Choose file

Kerneis. 10 avoia aiasing aruracts, we Introauce tne conceptora |
resampling filter combining a reconstruction with a low-pass kernel.
Because of the similarity to Heckbert,Ads EWA (elliptical weighted
average) filter for texture mapping we call our technique EWA
volume splatting. It provides high image quality without aliasing
artifacts or excessive blurring even with non-spherical kernels.
Hence it is suitable for regular, rectilinear, and irregular volume data
sets. Moreover, our framework introduces a novel approach to
compute the footprint function. It facilitates efficient perspective
projection of arbitrary elliptical kernels at very little additional cost.
Finally, we show that EWA volume reconstruction kernels can be
reduced to surface reconstruction kernels. This makes our splat
primitive universal in reconstructing surface and volume data.

211123 words

Processing-time:
ca. 52 seconds
Calculating time for named entities (runs in background).
ca. 2 minutes and 11 seconds

Cancel Create WordCloud

Abbildung 4.14.: Eingabefenster

Schitzung der Berechnungsdauer angezeigt. Dass im linken Bild ebenfalls eine Schitzung
angezeigt wird, hat eine Optimierung des Arbeitsablaufes als Hintergrund. Unabhéngig
von der Textlinge muss das CoreNLP-Framework Modelle laden und durch annotierte
Texte trainiert werden (siehe Abschnitt 3.5). Diese beiden Vorgdnge dauern insgesamt etwa
10 Sekunden, abhidngig von der Rechenleistung. Da das Hinzuftigen des Textes ohnehin
einige Sekunden in Anspruch nimmt, werden diese beiden Vorgédnge im Hintergrund an-
gestofien und die Anzeige sekiindlich aktualisiert. Ist der erste Vorgang beendet, wird die
Berechnungsdauer (,,Processing-time”) blau dargestellt, um sich von dem anderen Text
abzuheben. Ist auch der zweite Vorgang abgeschlossen wird, die Berechnungsdauer fiir die
Kategorisierung kursiv und grau dargestellt, ihre Prioritit ist eher untergeordnet, da der
Vorgang im Hintergrund lduft. Konnte ein Vorgang nicht abgeschlossen werden, so wird
dieser an entsprechender Stelle erneut angestofsen, weshalb der Anwender nicht zum Warten
gezwungen wird. Die Betdtigung der Schaltflache ,Cancel” in der linken unteren Ecke
schliefdt das Eingabefenster. Die Schaltfldche ,Restore last textfile” in der rechten unteren
Ecke offnet das Hauptfenster und schliefit ebenfalls das Eingabefenster. Wenn das Textfeld
keinen Text enthdlt, wird versucht, die zuletzt gespeicherte Textdatei wiederherzustellen.
Schlégt dies fehl, was der Fall ist, wenn die entsprechende Datei an dem erwarteten Ort
nicht vorhanden ist oder einen anderen Namen trédgt, so erscheint eine leere Word-Cloud.
Sobald mindestens ein Wort im Textfeld steht, &ndert sich die Beschriftung der Schaltflache
auf ,Create WordCloud” und in diesem Fall wird der Verarbeitungsprozess des Textkorpus
angestofien und anschliefiend die Word-Cloud generiert.
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4.4.8. Der Mendureiter ,,Layout”

Unter dem ndchsten Mentireiter ,Layout” kann die gewtinschte Word-Cloud-Darstellung
ausgewdhlt werden, was in Abbildung 4.15 zu sehen ist. Es handelt sich dabei um zwei
Listendarstellungen und eine zirkuldre Form mit zwei Varianten. Eine Ubersicht der unter-
schiedlichen Layouts ist in Abbildung 4.16 dargestellt, wobei Layout (a), die alphabetisch
sortierte Liste, als Standardlayout eingestellt wurde.

New Aput List (alphabetically) Autofill canvas at revz Search for a ta f .
Ext and save List (by frequency) (nable stopword editing Set (ursor 10 searched tag
Circular (fast) Hghlght related tags ear sele

v Circular (exact) ze Part -Of - Speech

Abbildung 4.15.: Der Mentireiter ,Layout”

Alphabetisch sortierte Liste

Die Darstellungsform der alphabetisch sortierten Liste (siehe Abbildung 4.16 (a)) kommt
den Word- oder Tag-Clouds, die einem Internetnutzer im Alltag begegnen kénnen®, sehr
nahe und ist deshalb standardmaéfig voreingestellt. Aufgrund der alphabetischen Sortierung
konnen gesuchte Worter sehr schnell gefunden werden, was einen Vorteil gegeniiber den
anderen Layouts darstellt. Die Platzierung der Labels erfolgt zeilenweise. Fiir jedes Label
wird iiberpriift, ob in der aktuellen Zeile noch ausreichend viel Platz zur Verfiigung steht.
Ist dies der Fall, so wird das Label der Zeile hinzugefiigt. Passt das Label nicht mehr in
die aktuelle Zeile, so wird die aktuelle Zeile fest platziert und eine neue Zeile begonnen,
die bereits das Label beinhaltet, das nicht mehr in die vorherige Zeile passt. Die Hohe
einer Zeile wird durch die maximale Hohe ihrer Labels definiert. Dieses Verfahren wird
solange fortgesetzt, bis entweder keine Labels mehr zu platzieren sind oder die Hohe der
aktuellen Zeile die verfligbare Zeilenhohe tiberschreitet. Besonders bei dem alphabetisch
sortierten Layout kann auf diese Weise viel Platz verloren gehen, wenn benachbarte Labels
sehr unterschiedliche Hohen besitzen.

Nach Héaufigkeit sortierte Liste
Die nach Haufigkeit sortierte Darstellungsform (siehe Abbildung 4.16 (b)) bietet gegeniiber

der alphabetischen gewisse Vorteile. Die Platzierung der Labels erfolgt analog zu der oben
beschriebenen Platzierung der alphabetisch sortierten Labels. Aufgrund der Sortierung

6h'ctp:/ /www.iphone-ticker.de, unter ,Schlagworter”, http://www.duden.de, unter ,Haufig gesucht”,
http://texblog.org, unter , Tag Cloud”
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Abbildung 4.16.: Ubersicht der verschiedenen Layouts mit jeweiliger Taganzahl
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nach Haufigkeit ist fiir die zeilenweise Darstellung sichergestellt, dass benachbarte Labels
minimale Hohenunterschiede aufweisen. Diese Tatsache hat den Effekt, dass jede Zeilenhohe
stets minimal ist, was zur Folge hat, dass maximal viele Zeilen und somit auch maximal viele
Tags darstellbar sind. In Abbildung 4.16 ist deutlich zu erkennen, dass das nach Haufigkeit
sortierte Layout (b) verglichen mit den drei anderen Layouts bei gleicher Fliche die meisten
Tags darstellen kann. Dartiber hinaus ist bei dieser Sortierung sichergestellt, dass jedes Tag,
das rechts oder unterhalb des aktuellen Tags dargestellt wird, nicht hdufiger auftauchen
kann als das aktuelle. Diese Information kann bei den tibrigen drei Layouts lediglich anhand
der dargestellten Grofle geschétzt werden.

Zirkulare Darstellung

Die zirkuldre Platzierung der Labels hat folgenden, in Abbildung 4.17 veranschaulichten
Ablauf: Das hadufigste Label wird mittig platziert. In absteigender Reihenfolge werden die
tibrigen Labels nun einzeln um das erste Label herum positioniert. Dabei kann ein Label
nur dann platziert werden, wenn dessen Rahmen keinen anderen Rahmen bisher platzierter
Labels schneidet (auch bekannt als ,bounding box” [SHHgg]). Um dies sicherzustellen,
muss jeder Punkt auf jeder Kante des Rahmens auf Kollisionen iiberpriift werden. Um diese
Kollisionstiberpriifung moglichst speicher- und laufzeitschonend zu bewerkstelligen, kommt
hierfiir eine zweidimensionale Matrix in der GrofSe des Darstellungsbereiches zum Einsatz,
die bindre Werte enthélt. Anfangs werden die Werte der Matrix mit falsch initialisiert. Wurde
keine Kollision entdeckt, so kann das Label platziert werden und die Werte der Matrix an
der Position des Labels werden auf wahr gesetzt. Sobald ein Punkt mit einem anderen Label
kollidiert (also wahr in der Matrix steht), muss eine neue Position fiir das Label gesucht
werden. Die Positionssuche verlduft in konzentrischen Kreisen im Uhrzeigersinn um den
Mittelpunkt herum. Konnte auf einem kompletten Kreis keine kollisionsfreie Position fiir

flow MOdael information order ocy
3
system space color
tool | S7YGapproach l
view tasks

map New visual
analysis user

h

exist
@ }Dresent time work
network
OwWs

well also get - - —all quality
o \isUaRZation o

between mesh generate

Abbildung 4.17.: Zirkuldre Darstellung: Die Rahmen der Labels sind blau dargestellt, deren
Mittelpunkt gelb und die Positionssuche rot.
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das Label gefunden werden, so wird der Radius des Kreises erhoht. Sobald entweder keine
Labels mehr zu platzieren sind oder der Radius die zur Verfiigung stehende Breite oder
Hohe des Darstellungsbereiches tiberschreitet, wird der Algorithmus beendet.

Der Unterschied zwischen den beiden zirkuldren Darstellung besteht in der Anzahl ihrer
Platzierungssimulationen. Bei der schnellen Variante ,Circular (fast)” wird eine einzige
Platzierungssimulation durchgefiihrt und die dabei ermittelte Anzahl an Labels wird an-
schlieffend platziert. Die exakte Variante ,Circular (exact)” fithrt mehrere Platzierungssimu-
lationen durch und platziert die Labels, sobald die optimale Anzahl an Labels (analog zu
den Berechnungen in Abschnitt 4.4.9) ermittelt wurde. Wie in Abbildung 4.16 unter (c) und
(d) zu sehen ist, kann dies grofien Einfluss auf die Anzahl der platzierten Labels haben.

4.4.9. Der Meniireiter ,,View“

Unter dem Mentiireiter Ansicht (,,View”) konnen diverse Einstellungen vorgenommen werden.
In Abbildung 4.18 ist zu sehen, wie diese Einstellungen standardméfSiig vorkonfiguriert
sind.

[ avout | === —
New nput st (alphabetically v Autofill canvas at resizing Search for a tag f
Exit and save st (by frequency Enable stopword-editing Set (ursor 10 searched tag

v Highlight related tags
Colorize Part-Of-Speech
v Show multi-words
Show stopwords
v Use lemmatization

Abbildung 4.18.: Der Mentireiter ,View”

Arbeitsflache bei GréBenédnderung automatisch fiillen

Bei der Berechnung der optimalen Anzahl an Labels ist folgende Problematik zu beachten:
Die Grofie der einzelnen Labels richtet sich nach den Extremwerten der Haufigkeiten
darstellbarer Labels (hochste und niedrigste Haufigkeit). Deshalb miissen die Labelgrofien
tir jede Mengendnderung angepasst werden. Durch die Anpassung der Labelgrofien kann
sich wiederum die Machtigkeit der darstellbaren Labels dndern. Dies gilt insbesondere fiir
das alphabetisch sortierte Layout, in dem die Position eines Labels, welches der aktuellen
Darstellung hinzugefiigt werden soll, vorher nicht feststeht. Zusammenfassend lédsst sich
tiber dieses Verhalten folgende Aussage treffen: Nur bei einer vollstindigen Platzierung aller
darzustellenden Labels wird diesen Labels ihre korrekte Schriftgrofie zugewiesen. Sobald
auch nur ein Label nicht platziert werden kann, sind alle Labelgrofsen neu zu berechnen,
um deren Korrektheit zu gewédhrleisten. Auf diese Weise kann die optimale Anzahl an
darstellbaren Labels iterativ ermittelt werden, angefangen bei der Méachtigkeit aller Labels
(oder einem festgelegten Maximum, siehe Abschnitt 4.4). Um den optimalen Wert zu finden,
miissen alle Werte {iberpriift werden, bis hin zum ersten Wert, fiir den alle Labels platziert
werden konnen. Bei diesem Ansatz entspricht die Anzahl der Iterationen im schlechtesten
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Fall der Anzahl der darzustellenden Labels (falls das hadufigste Label nicht dargestellt
werden kann). Wird der Algorithmus in umgekehrter Reihenfolge durchlaufen, so tritt der
schlechteste Fall ein, wenn alle Labels dargestellt werden konnen. Demzufolge weist der
Algorithmus an sich (ohne Betrachtung der Platzierung) eine lineare Komplexitit auf. Die
Berechnung kann jedoch nach dem Prinzip der bindren Suche optimiert werden. Algorithmus
4.1 veranschaulicht den Ablauf dieser optimierten Berechnung.

Algorithmus 4.1 Berechnung der optimalen Anzahl an Labels

maxCount < |sortedLabels|
step <— maxCount
while step > 0 do

0 step =1
step < {step—i—l

5 J otherwise

if maxCount — (count of placeable labels) > 0 then
maxCount <— maxCount — step
else
maxCount < maxCount + step
end if
end while
maxCount < (count of placeable labels)

Da die Schrittweite in jedem Schleifendurchlauf halbiert wird, ergibt sich fiir die Anzahl der
Iterationen folgende Gleichung:

i_{l ILs| <2

[log, [La|] +1 |Lg4| >2

Wobei i fiir die Anzahl der Schleifendurchldufe und L, fiir die darzustellenden Labels
steht. Obwohl der optimierte Algorithmus an sich eine logarithmische Komplexitat aufweist,
ist der Rechenaufwand erheblich hoher als ein einmaliger Durchlauf. Abhingig von der
gegebenen Rechenleistung kann dieser Mehraufwand (fiir mehrmaliges Durchlaufen der
Schleife) fiir den Benutzer zu wahrnehmbaren Verzogerungen fithren. Aus dem Grund ist
diese exakte Berechnung optional. Alternativ kann eine beliebige Anzahl an darzustellenden
Labels gewédhlt werden, die jedoch entweder die Arbeitsfliche nicht optimal ausfiillt oder
aber inkorrekte Labelgrofien anzeigen kann. Fiir das alphabetisch sortierte Layout konnen
dariiber hinaus bei Verkleinerung der Arbeitsflache inkorrekte Labels angezeigt werden, da
nicht die seltensten Labels weggelassen werden, sondern die alphabetisch kleinsten. Um auf
diesen Umstand hinzuweisen, wird die Anzeige der Labelanzahl rot gefarbt, zusammen mit
einer entsprechenden Kurzinfo, wie es in Abbildung 4.19 zu sehen ist. Generell wird die
Aktivierung der automatischen Fiillung des Arbeitsbereiches (,, Autofill canvas at resizing”)
dringend empfohlen und ist deshalb auch standardmaéfsig voreingestellt.
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267 tags ’ 258 tags Be c(areful, potentially incorrect tags are shown
_— _—

.

Abbildung 4.19.: Warnhinweis bei potentiell inkorrekter Darstellung

Stoppwortbereich aktivieren

Wie in Abschnitt 3.4 beschrieben, stellt die Entfernung der Stoppworter einen wichtigen
Schritt in der Textvorverarbeitung dar. Da es sich im Rahmen dieser Arbeit jedoch um
einen interaktiven Ansatz handelt, sollten diese Anpassungen ebenfalls moglichst interaktiv
gestaltet werden. Infolge dessen werden die Stoppworter nicht destruktiv entfernt, sondern
lediglich als Stoppwort markiert (sieche Abschnitt 4.3.1). Die Stoppwortliste ist als reine
Textdatei mit geringem Aufwand durch jeden beliebigen Texteditor anpassbar, jedoch ist
dieses Vorgehen wihrend des Einsatzes des Programms nicht sehr praktikabel. Aus dem
Grund steht dem Anwender ein eigener Bereich fiir diese Bearbeitung zur Verfiigung,
welcher in Abbildung 4.20 dargestellt ist. Da die Stoppworter fiir ein Textkorpus nur einmalig
angepasst werden miissen, wird der Bereich nicht generell angezeigt. Uber den Meniipunkt
,Enable stopword-editing” (siehe Abbildung 4.18) kann der Bereich ein- beziehungsweise
ausgeblendet werden. Sobald Text in das Textfeld eingegeben wird, wird dieser mit der

| Info ~ Filter (all)

~

LY s, e, ,, ——, =Irtb—, =rrtb—, ., ..., 5, 7 T,
**, 7s, a, all, am, an, and, any, are, aren't, as,
at, be, because, been, being, both, but, by, can,
can't, cannot, could, couldn't, did, didn't, do,
does, doesn't, doing, don't, during, each, few,
for, from, further, had, hadn't, has, hasn't,
have, haven't, having, he, he'd, he'll, he's, her,
here, here's, hers, herself, him, himself, his,
how, how's, i, i'd, i'll, i'm, i've, i., if, in, is, isn't,
it, it's, its, itself, let's, me, more, most,
mustn't, my, myself, no, nor, not, of, off, on,
once, only, or, other, ought, our, ours,

Abbildung 4.20.: Stoppwortbereich
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Stoppwortliste abgeglichen. Abhédngig davon, ob der Text in der Liste enthalten ist, wird
eine der Schaltflichen ,add” oder ,remove” aktiv. Wird die entsprechende Schaltflache
betitigt, so wird der Text der Liste hinzugefiigt beziehungsweise aus dieser entfernt. Dariiber
hinaus werden die Stoppworteigenschaften aller Tags aktualisiert. Da eine solche Anderung
Einfluss auf die Word-Cloud haben kann, wird diese anschliefSend neu gezeichnet. In dem
Listenbereich ist die gesamte Stoppwortliste zu sehen, um eine Uberpriifung der getdtigten
Anderung zu erméglichen und einen Uberblick iiber die Stoppwérter zu bieten.

Kookkurrenzen hervorheben

Um die Kookkurrenzen eines Wortes zu berechnen, wird wie folgt vorgegangen: Jedes Wort
hat Informationen {iiber die Sétze, in denen es auftritt, und jeder Satz hat Informationen
tber die darin vorkommenden Worter zusammen mit deren Haufigkeit. Sollen nun die
Kookkurrenzen eines ausgewdhlten Wortes bestimmt werden, so werden zunéichst alle
Sétze, in denen das Wort auftritt, {iberpriift. Bei dieser Uberpriifung werden alle anderen
Worter in den betreffenden Satzen gezdhlt. Somit sind nach der Uberprﬁfung alle Worter,
die mindestens einmal gezihlt wurden, kookkurrent zu dem ausgewéhlten Wort. Ahnlich
verhilt es sich, wenn mehrere Worter ausgewéahlt wurden. In dem Fall wird jedoch zunédchst
die Schnittmenge der Satzlisten der ausgewdhlten Worter gebildet und diese dann tiberpriift.

Kookkurrenzen stellen einen wichtigen Teil der interaktiven Word-Cloud dar. Um dem
Anwender einen Uberblick iiber die Kookkurrenzen zu ermdglichen, kann die Mentioption
,Highlight related tags” (siche Abbildung 4.18) aktiviert werden. Dieser Uberblick ist in
Abbildung 4.21 veranschaulicht. Wird der Mauszeiger auf ein Label gefahren, so werden
umgehend die Kookkurrenzen fiir dieses Label berechnet. Fiir die Berechnung dienen je-
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Abbildung 4.21.: Hervorhebung der Kookkurrenzen (hier: Kookkurrenzen zu ,information”)
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doch nicht alle Tags als Grundlage, sondern nur die in der Word-Cloud dargestellten. Auf
diese Weise bleibt die Hervorhebung auch bei einer extrem hohen Anzahl an Tags noch
verwendbar, da der Rechenaufwand nicht von der Skalierung abhangt. In der Abbildung ist
bei genauer Betrachtung zu sehen, dass die Sattigungsstufen der gelben Hervorhebungen
von Label zu Label unterschiedlich sind. Die Sattigungsstufe korreliert mit der Haufigkeit
des kookkurrenten Tags. Ist die Sattigung niedrig (wie beispielsweise bei ,important”, oben
in Abbildung 4.21), so tauchen die beiden Tags in nur wenigen Sitzen (Analoges gilt fiir
Abschnitte) gemeinsam auf, bei hoher Sittigung haben die Tags eine entsprechend grofSere
Anzahl an Sitzen gemein. Analog zu der Grofienberechnung fiir Labels (siehe Abschnitt
4.4.8) wird die Séttigung anhand der minimalen und maximalen Haufigkeit gemeinsamer
Auftreten bestimmt. Das eigentliche Label (hier: ,information”) wird fiir diese Berechnung
allerdings aufSer Acht gelassen, da es ohnehin in jedem gemeinsamen Satz auftaucht und
somit den Bereich der Sittigungsstufen unnétig stauchen wiirde.

Wortarten hervorheben

Unter dem Meniipunkt ,Colorize Part-Of-Speech” (siehe Abbildung 4.18) kann eine farbliche
Hervorhebung der Wortarten aktiviert beziehungsweise deaktiviert werden. In Abbildung
4.22 ist diese farbliche Hervorhebung dargestellt. Die Farben der Wortarten konnen in der
internen Konfiguration definiert werden. Als Farblegende dienen die Wortartfilter (siehe
Abschnitt 4.4.6), welche bei Aktivierung der Hervorhebung die jeweilige Farbe annehmen,
was ebenfalls in Abbildung 4.22 veranschaulicht ist. Jedem Label der Word-Cloud wird eine
eindeutige Farbe anhand der jeweiligen Wortart zugewiesen. Da Labels mehrere Wortarten
besitzen konnen, wird stets die hdufigste davon ausgewdhlt, bei gleicher Anzahl wird die
erste davon verwendet um die Konsistenz zu wahren (die Reihenfolge spielt dabei keine
Rolle, solange sie nicht verdndert wird). Eine Ausnahme bilden ausgewéhlte Labels, deren
Farbe nicht von der Hervorhebung beeinflusst wird.
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Abbildung 4.22.: Farbliche Hervorhebung der Wortarten mit nebenstehender Farblegende
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Multiwérter anzeigen

Uber den Meniipunkt ,Show multi-words” (siehe Abbildung 4.18) konnen Multiworter
ein- beziehungsweise ausgeschalten werden. Multiworter, wie beispielsweise ,,Mr. Sherlock
Holmes” oder ,,New York City”, konnen anhand ihrer Wortart erkannt werden. Jedem Teil
eines Multiworts wird durch das CoreNLP-Framework die Wortart ,NNP” oder , NNPS”
zugeordnet [pos, MMSg3, Seite 317]. Diese beiden Abkiirzungen stehen fiir , proper noun,
plural” beziehungsweise ,, proper noun, singular”, zu deutsch ,Eigennamen in Singular-
beziehungsweise Pluralform”. Da Worter stets einzeln vorliegen, miissen Multiworter aus
den einzelnen Teilwortern zusammengesetzt werden. Die Zusammensetzungsvorschrift
lautet wie folgt: Jedes Wort, dessen Wortart eine der oben erwédhnten ist, gilt als potentielles
Multiwort. Ein potentielles Multiwort wird erst dann zum Multiwort, wenn das darauf
folgende Token ebenfalls ein potentielles Multiwort ist, da ein Multiwort aus mindestens
zwei Teilwortern bestehen muss. Sobald dem Multiwort ein beliebiges Token anderer Wortart
folgt, ist das Multiwort komplett. Auf diese Weise lassen sich beliebig lange Multiworter
der Mindestlange zwei erkennen. Dieser Ansatz beruht auf der Annahme, dass Eigennamen
stets durch Satzzeichen oder mindestens ein anderes Wort voneinander getrennt werden.

Die Visualisierung eines Multiwortlabels muss sich von der anderer Labels unterscheiden,
damit Multiworter auch als solche erkannt werden. Falls zwei oder mehr Worter gleicher
Schriftgrofie nebeneinander dargestellt werden, so kann der Anwender nicht unterscheiden,
ob diese Worter absichtlich oder zufdllig nebeneinanderstehen. Um dies zu vermeiden,
kamen mehrere Ansitze fiir die Hervorhebung der Multiworter in Frage, die in Abbildung
4.23 anhand des Multiwortes ,,New York” dargestellt sind. Darstellung (a) verwendet eine
vordefinierte Transparenz. Darunter leidet allerdings die Lesbarkeit des Labels und abhéngig
von dem gewédhlten Wert der Transparenz hebt sich das Label zu wenig von den anderen
Labels ab. Werden dartiber hinaus die Wortarten farblich hervorgehoben, so kann es durch
die Transparenz leicht zu Verwechslungen kommen. Darstellung (b) verbindet die Teile
des Multiwortes mit einem Unterstrich. Das Multiwort bleibt lesbar und hebt sich von den
anderen Wortern ab. Darstellung (c) verwendet die CamelCase-Formatierung. Dadurch
hebt sich das Multiwort ausreichend von den tibrigen Wortern ab und die Lesbarkeit bleibt
erhalten. Dariiber hinaus werden die Multiworter kompakter dargestellt, wodurch weniger
Leerraum entsteht, was die Word-Cloud ansehnlicher macht. Aufgrund der genannten
Vorteile wurde die CamelCase-Darstellung fiir Multiworter gewéhlt.

Durch eine Eigenheit des CoreNLP-Frameworks werden Zeilenumbriiche nicht als Token
behandelt und tauchen demzufolge in der Analyse nicht mehr auf. So kann es bei einem Text

New York New York NewYork

(@) (b) (©

Abbildung 4.23.: Mogliche Darstellungen der Multiworter
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vorkommen, dass beispielsweise eine Uberschrift, die iiblicherweise keine Satzzeichen enthilt,
mit einem Multiwort endet und der darauf folgende Satz mit einem Multiwort beginnt. Da
sowohl Uberschrift als auch der darauf folgende Satz als ein einziger Satz behandelt werden,
werden die beiden Multiworter falschlicherweise als ein einziges Multiwort erkannt, da sie
durch kein Satzzeichen oder anderes Wort getrennt sind. Diese und analoge Situationen
bilden jedoch die Ausnahme und werden daher nicht weiter verfolgt.

Wie in der Vorstellung des Informationsbereiches erwdhnt, werden Multiworter gemein-
sam mit den Wortformen aufgelistet. Da Multiworter jedoch auch als eigenstandige Tags
existieren, ist deren Anzahl in der Auflistung mit einem negativen Vorzeichen behaftet, da
sie nicht zu dem aktuellen Tag gezdhlt werden, sondern zu dem Tag des Multiwortes. Als
veranschaulichendes, vereinfachtes Beispiel soll das Wort ,,Sir” verwendet werden, welches
in dem Textkorpus [Doyo1] sowohl alleinstehend (350 mal) als auch in den Multiwortern
,Sir Charles” (91 mal) und ,,Sir Henry” (151 mal) auftritt und in Abbildung 4.24 dargestellt
ist. Sind Multiworter deaktiviert, so kommt das Tag ,Sir” 350 mal vor. Sind Multiworter
jedoch aktiviert, so werden die Vorkommen von ,Sir” in den Multiwdrtern zu dem jeweiligen
Multiwort gezdhlt und miissen folglich von dem Tag ,Sir” subtrahiert werden um nicht
doppelt gezédhlt zu werden. Somit kommt das Tag ,Sir” an sich lediglich 108 mal vor.

1 Word form Count 1 Word form, 2 Multi-words Count
Sir 350 Sir 350
‘ Sir Henry -151 ‘
Sir Charles -91

Abbildung 4.24.: Multiworter im Informationsbereich (fiir das Infolabel ,Sir”)

Stoppworter anzeigen

Wie in Abschnitt 4.4.9 beschrieben, sind die Stoppwdorter interaktiv konzipiert. Infolge dessen
ist es dem Anwender moglich, mit einem Klick auf den Meniipunkt ,Show stopwords”
(siehe Abbildung 4.18) alle Stoppworter ein- oder auszublenden. Diese Option ist von
der Darstellung des Stoppwortbereiches unabhédngig und kann jederzeit wie ein Filter
verwendet werden. Wurden die Stoppworter eingeblendet, wie in Abbildung 4.25 dargestellt,
so wird ihre Wirkung auf die Word-Cloud deutlich sichtbar: Einerseits werden die hdufigsten
Worter wie , data” und ,visualization” in den Hintergrund gedrédngt, andererseits sinkt die
Bandbreite der dargestellten LabelgrofSen erheblich. Dies riihrt von der Tatsache her, dass
Stoppworter eine sehr viel grofiere Haufigkeit aufweisen als alle anderen Worter. So kommt
das haufigste Wort (ohne Stoppworter) ,data” beispielsweise 2327 mal vor, wohingegen das
haufigste Stoppwort ,the” 12035 mal vorkommt.
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Abbildung 4.25.: Stoppworter aktivieren
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Die Lemmatisierung stellt ein wichtiges Werkzeug der Verarbeitung von Textkorpora dar
(siehe Abschnitt 3.8). Da die Lemmatisierung fiir gewisse Aufgabenstellungen hinderlich
sein kann, wenn beispielsweise Worter als Tag zusammengefasst werden, die einzeln be-
trachtet werden sollen, wird es dem Benutzer freigestellt, diese zu verwenden oder darauf
zu verzichten. Uber den letzten Meniipunkt des Meniireiters Ansicht (siehe Abbildung
4.18) kann die Lemmatisierung ein- und ausgeschalten werden, was in Abbildung 4.26
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Abbildung 4.26.: Deaktivierung der Lemmatisierung
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veranschaulicht ist. Es ist deutlich zu erkennen, dass eines der grofsten Labels ,using” ohne
die Lemmatisierung in seine Bestandteile (,,using”, ,,used”, ,use”, ,uses”) zerfallt und in
der Word-Cloud untergeht, wahrend das Wort , data”, welches keine weiteren Wortformen
besitzt, seine GrofSe behilt.

4.4.10. Der Mendureiter ,,Navigation*

Wie in Abbildung 4.27 zu sehen ist, beherbergt der Mentireiter ,Navigation” drei diesbeziig-
liche Meniipunkte, die im Folgenden erldutert werden.

[ avout =
New nput st (alph X Autof ’ ~F

alphabetically Anvas at reszng Search for a tag
Exnt and save s (by frequency (nable stopword editing Set cursor to searched tag

wlar (Tast reghight related tags Clear selection ~=

Abbildung 4.27.: Der Mentireiter , Navigation”

Suche

Der erste Mentipunkt ,Search for a tag” bringt den Anwender direkt zum Suchfeld (siehe
Abschnitt 4.4.4). Ein weiterer Vorteil dieses Mentipunktes zeigt sich in der Moglichkeit, einem
Mentipunkt eine Tastenkombination zuzuweisen. Fiir die Suche wurde die Tastenkombi-
nation ,Control+F” (unter OS X: AF) gewihlt, da diese in vielen Programmen tiblich und
dadurch fiir viele Anwender intuitiv ist.

Mauszeigerverschiebung

Mithilfe des zweiten Meniipunktes (,,Set cursor to searched tag”) hat der Anwender die
Moglichkeit, von folgender Funktion Gebrauch zu machen: Wird in dem Suchfeld ein Text
eingegeben, zu dem ein passendes Label in der Word-Cloud angezeigt wird, so springt der
Mauszeiger automatisch auf dieses Label. Diese Funktion erleichtert dem Anwender die
Suche des hervorgehobenen Labels in der Word-Cloud. Da die Verschiebung des Mauszeigers
tir viele Benutzer verwirrend wirkt, ist diese Funktion standardmaéflig deaktiviert.
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4.4. Benutzeroberflache

Auswahl zuriicksetzen

Analog zum ersten Meniipunkt ist auch der letzte Meniipunkt der Navigation (, Clear
selection”) konzipiert. Die Funktionsweise dieses Mentipunktes ist identisch mit der der
gleichnamigen Schaltfliche, also dem Zuriicksetzen der Auswahl (siehe Abschnitt 4.4.5).
Hierfiir kommt die Tastenkombination ,Control+Backspace” (unter OS X: ~Delete) zum
Einsatz.

4.4.11. Der Mendreiter ,,Options*

Das Optionsmenti (,,Options”), welches in Abbildung 4.28 dargestellt ist, stellt eine Ausnah-
me in der Meniiart dar, da es sich nicht um ein Aufklapp-Menii handelt. Der Grund fiir
das eigene Meniifenster sind einerseits dessen Bedienelemente, andererseits die Moglichkeit,
getdtigte Optionsanderungen tiber die Schaltfliche ,Cancel” zu widerrufen oder mithilfe der
Schaltflache ,,Done” zu bestitigen. Dadurch werden die Optionsdnderungen nicht umgehend
umgesetzt, was die Bedienbarkeit erheblich verbessert. Welche Einstellungen der Anwender
in dem Optionsmenii beeinflussen kann, werden im Folgenden erldautert.

Set minimal word length: | B %

Set minimal relation count: 26 |7

Show Myt w ' Set new minimum: 3)(¢

Abbildung 4.28.: Optionen: Ein expliziter Mausklick auf ,Options” 6ffnet das Optionsmenti

Minimale Wortldnge

Uber die erste Einstellung (,,Set minimal word length”) kann der Anwender die minimale
Wortldnge festlegen. Alle Worter, die weniger Buchstaben besitzen als die eingestellte
minimale Wortldnge vorgibt, werden nicht in der Word-Cloud dargestellt. Diese untere
Grenze fungiert folglich als Filterfunktion und kann jederzeit beliebig verdndert werden.
Standardmaflig ist die minimale Wortldnge auf den Wert 3 voreingestellt.

Mindestanzahl gemeinsamen Auftretens

Mithilfe der zweiten Einstellung (,,Set minimal relation count”) kann die Mindestanzahl des
gemeinsamen Auftretens angepasst werden. Diese untere Grenze fiir die Kookkurrenzen
hat zweierlei Auswirkung. Zum einen wird dadurch die Hervorhebung der Kookkurrenzen
beeinflusst, was in Abbildung 4.29 veranschaulicht wird. Da die Anzahl der gemeinsamen
Sdtze stark von dem Umfang des Textes abhdngig ist, kann es fiir den Anwender sehr hilfreich
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Abbildung 4.29.: Mindestanzahl gemeinsamen Auftretens (links: 1, rechts: 30)

sein, die untere Grenze der Kookkurrenzen dynamisch anpassen zu kénnen. Zum anderen
ist die durch die Auswahl eines Wortes entstehende Word-Cloud von der Mindestanzahl
des gemeinsamen Auftretens betroffen, was in Abbildung 4.30 anhand des nach Haufigkeit
sortierten Layouts dargestellt ist. Dieses Resultat entspricht der Erhohung der minimalen
Haufigkeit, nachdem eine Auswahl getroffen wurde.

i n fO rm at | ON visualization data

using user techniques visual provide system present display analysis
about method design paper structure view approach new results

understanding based process set space visualize context model representation
volume between important allows also into support application make exploration

i N fO rm at | 0N visualization data

using user techniques visual provide system present display analysis

about method design paper structure view approach new results understanding
based process set space visualize context model representation volume between
important

well clustering need changes represent time different existing field focus problem
convey extract features multiple novel rendering datasets image one algorithm
complex interactive large level propose require tasks two work amount challenging
describe enables encoding flow graph human many often research additional concept
However introduce map measure network objects order points related video way
within cells linked original part position show theory thus tool demonstrate detail
developed dynamic framework help including integrated interest may reduce study
useful without access analytics areas contain content domain geographic insight
knowledge spatial surface traditional able clutter color effective high individual
interaction interface relationships several Since statistical text applied become
combined create distribution examine examples explore generate nodes overview
queries r scientific ilable connectivity discovery discuss easily
effectively efficient environment even facilitate form goal graphical meaningful mesh
reveal shape shared stored texture types visually achieve dimensions e.g. first
hierarchical hierarchy metaphor organize quality scale single source time-varying
topological tree web activities build components coordinates critical derived detailed
direction documents edge evaluate find incorporated layout learning local number
orientation possible preserving produce regions terms typically underlying utilize
vector virtual added addition analysts analyze attributes behavior cognitive collection
communicate computer contextual defined drawing essential events evidence
experiments exploratory geometric given global groups identify implementation

Abbildung 4.30.: Mindestanzahl gemeinsamen Auftretens mit Auswahl (links: 1, rechts: 30)
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Minimum

Die letzte Einstellung des Optionsmentis hebt sich von den anderen beiden deutlich ab,
was in Abbildung 4.31 zu sehen ist. Einerseits ist der Abstand zu den anderen Einstellun-
gen grofser, andererseits ist die Schriftfarbe heller. Dartiiber hinaus erscheint eine Kurzinfo,
wenn der Mauszeiger tiber der Einstellung steht. Diese Hervorhebungen haben folgenden
Hintergrund: Das Minimum kann lediglich erhtht werden. Um ein kleineres Minimum zu
erhalten, muss der Text erneut verarbeitet werden. Aus dem Grund sollte diese Einstellung
nicht unabsichtlich getdtigt werden. Bei dem Minimum handelt es sich um eine untere
Grenze, welche die Wortformen (wobei Multiworter auch als Wortform gelistet werden),
Wortarten und Kategorien eines Tags betrifft. Kommt eine dieser Tageigenschaften nicht
mindestens so oft vor, wie von dem Minimum vorgeschrieben, so wird sie entfernt. Auf-
grund der Datenstruktur (siehe Abschnitt 4.3.1) ist es nicht moglich, diese Eigenschaft zu
markieren und anschlieffend zu verbergen, sie kann lediglich komplett geloscht werden.
Da die geloschten Eigenschaften nicht wiederhergestellt werden konnen, kann das Mini-
mum nur erhdht werden, weshalb standardméfiig der Wert 1 voreingestellt ist. Hintergrund
fiir das Minimum stellen Ungenauigkeiten und Fehler seitens des CoreNLP-Frameworks
und der Textkorpora dar, die durch das Minimum entfernt werden kénnen. Generell wird
dem Anwender empfohlen, umfangreiche Textdateien nach ihrer Verarbeitung als binére
Textdatei mit dem standardmaéfSiigen Minimum von 1 zu speichern. Eine Moglichkeit, die
erneute Verarbeitung der Textkorpora zu umgehen, besteht darin, die gespeicherte binére
Textdatei zu duplizieren und auf dem Duplikat grofSere Minima einzustellen. Eine andere
Moglichkeit besteht darin, die Textdatei, nachdem grofiere Minima eingestellt wurden, ohne
eine Speicherung zu beenden.

® O 6
Set minimal word length: 317
Set minimal relation count: 15 \;\
Set new minimum: 3|

| Cancel | Be careful, setting the minimum is destructive, entities get deleted, to get them back the text has to be reprocessed!

T

Abbildung 4.31.: Minimum mit Kurzinfo
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4.5. Probleme bei der Implementierung

Im folgenden Abschnitt werden die wahrend der Implementierung aufgetretenen Proble-
me erlautert und diskutiert. Dariiber hinaus werden die verwendeten Ressourcen fiir die
Verarbeitung verschiedener Textkorpora dargestellt.

4.5.1. Visualisierungstools

Die Suche nach integrierbaren Visualisierungstools, die eine Word-Cloud erzeugen, blieb
ergebnislos. Obwohl solche Ansédtze zahlreich im Internet zur Verfligung gestellt werden,
liefs sich keiner der Ansédtze in das bestehende Programm integrieren. Dies war einerseits der
fehlenden Java-Unterstiitzung seitens der Tools geschuldet, da viele der Tools, wie beispiels-
weise WordCram [wora] und Wordookie [worb], auf die Programmiersprache ,,Processing”
[pro] setzen. Andererseits machten Inkompatibilitdten innerhalb von Java den Einsatz von
auf Java basierenden Tools, wie beispielsweise Cloudio [clo], zunichte. Grund dafiir sind die
verwendeten Grafikbibliotheken. In dem bestehenden Programm kamen die Grafikbiblio-
theken ,Swing” und ,AWT” zum Einsatz, wahrend Cloudio ,SWT” verwendet. Zwischen
AWT und SWT bestehen allerdings Inkompatibilitaten, weshalb (ohne gréfieren Aufwand)
lediglich eine der beiden sinnvoll verwendet werden kann.

Dies hatte zur Folge, dass die Layouterzeugung ebenfalls implementiert werden musste,
woraufhin eine Implementierung des geplanten ,clustered layout” (siehe Abschnitt 3.1) den
Rahmen dieser Arbeit gesprengt hitte.

4.5.2. Lemmatisierung

Bei den durch das CoreNLP-Framework erzeugten Lemmata zeigten sich Anomalien. Aufga-
be der Lemmatisierung ist die Uberfiihrung einer flektierten Wortform in die Grundform
des Wortes (sieche Abschnitt 3.8). Jedoch stellte sich heraus, dass das CoreNLP-Framework
diesbeziiglich keine zuverldssigen Ergebnisse liefert. Zur Veranschaulichung wird das Verb
,justified” betrachtet, welches die Grundform ,justify” als Lemma besitzt. Das CoreNLP-
Framework liefert fiir ,justified” meist ,justify”, manchmal aber auch ,justified” als Lemma
zuriick. Dies hat fatale Konsequenzen fiir die generierten Tags, da nun sowohl ,justified”
als auch ,justify” als eigenstandiges Tag existieren, jedoch nur eines der Tags in der Word-
Cloud zu sehen ist und dessen Informationen folglich nicht korrekt sein kénnen, da sich die
Vorkommen von ,justified” und ,justify” auf die beiden Tags aufteilen. Dariiber hinaus kann
iiber die Suchfunktion nur eines der Tags gefunden werden. Infolge dessen war es nétig, eine
Korrekturfunktion der Lemmata zu entwickeln und in diesem Beispiel die Tags ,justified”
und ,justify” zu einem einzigen Tag zu vereinen. Diese Funktion besitzt eine quadratische
Laufzeit, da fiir jede Wortform zu priifen ist, ob sie in weiteren Tags vorkommt. Ist dies der
Fall, werden die Tags vereint. Da in den Sitzen die Lemmata der Wortformen gespeichert
werden, miissen diese ebenfalls korrigiert werden.
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4.5.3. Skalierung

Durch den Einsatz grofier Textkorpora zeigte sich, dass die als Label gespeicherten Tags
zu schwergewichtig waren, um eine gute Skalierung zu gewéhrleisten. Da in diesem Fall
die Anzahl der dargestellten Labels nur einen Bruchteil der Anzahl an bestehenden Tags
darstellt, bot es sich an, die Tags erst zum Zeitpunkt des Zeichnens in Labels zu kapseln.
Auf diese Weise kann ein erheblicher Overhead vermieden werden, was eine Verarbeitung
grofierer Textkorpora ermoglicht.

Dariiber hinaus nahm das Einlesen grofser Textdateien im Vergleich zu kleineren Dateien
unverhéltnismafliig viel Zeit in Anspruch. Besonders die Konkatenation vieler Strings brachte
das Programm sowohl hinsichtlich des Arbeitsspeichers als auch hinsichtlich der Laufzeit an
seine Grenzen. Durch den Einsatz von String-Buffern konnte diesem Problem jedoch Abhilfe
geschaffen werden.

4.5.4. Optimierung

Neben der Persistierung verarbeiteter Textkorpora stellte sich heraus, dass weitere Persis-
tierungen ebenfalls sinnvoll sind. Dies betrifft sowohl die Stoppworter als auch jegliche
Konfigurationen und Finstellungen des Programms. An dieser Stelle waren besonders die
unterschiedlichen Bearbeitungsmoglichkeiten zu beachten, um die bestmogliche Performanz
zu gewdhrleisten. Dariiber hinaus galt es, das Programm entsprechend robust zu gestal-
ten, sodass eine etwaige Abwesenheit persistierter Dateien mithilfe von Standardwerten
kompensiert werden kann.

Eine weitere Optimierung stellte die Unterteilung des Verarbeitungsprozesses von Textkor-
pora dar. Durch die Auslagerung der Kategorieerkennung (NER) (siehe Abschnitt 3.6) kann
die Generierung der Word-Cloud wesentlich schneller erfolgen. Mithilfe von Threads kann
die Erkennung der Kategorien im Hintergrund erfolgen, wahrend die Word-Cloud bereits
dargestellt werden kann. Wichtig war an dieser Stelle, dass die Ergebnisse des NER-Threads
nahtlos in die Word-Cloud einflieffen, da ein Objekt in Java nicht von zwei Threads zugleich
modifiziert werden darf.

4.5.5. Komponente

Der urspriinglich als Komponente konzipierte Ansatz dieser Arbeit stellte sich durch die
Verwendung des CoreNLP-Frameworks schnell als problematisch heraus. Der nicht uner-
hebliche Ressourcenverbrauch dieses Frameworks ist in Abschnitt 4.5.6 zu sehen. Abhingig
von dem gewihlten Textkorpus und den Annotationen, muss der virtuellen Maschine des
Frameworks geniigend Speicher zur Verfiigung gestellt werden. Ware die Komponente in ein
Programm eingebunden, so miisste in diesem Fall der Speicher der virtuellen Maschine des
Programms erhoht werden, was lediglich bei Programmstart festgelegt werden kann. Auf
diesen Fakten aufbauend, wurde das Produkt dieser Arbeit als eigenstdndiges Programm
neu konzipiert.
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4.5.6. Benotigte Ressourcen fir die Verarbeitung von Textkorpora

In Tabelle 4.1 sind die bendtigten Ressourcen? fiir die Verarbeitung unterschiedlicher Text-
korpora durch das in dieser Arbeit dargestellte Programm zu sehen. Abbildung 4.32 stellt
den Speicherverbrauch sowie die benétigte Berechnungszeit grafisch dar. Besonders der
Unterschied zwischen dem dritten und vierten Textkorpus ist interessant. Obwohl das vierte
Textkorpus nahezu die doppelte Wortmenge und Grofse besitzt, wird dafiir weniger Zeit
benotigt. Dass die Zeit nicht linear mit der Anzahl der Worter steigt, ist besonders anhand

des letzten Textkorpus ersichtlich.

Textkorpus” | Grofle| Worter | Sdtze | Tags | Tags | RAM | RAM | Zeit | Zeit
[KB] (mit | [MB] | [MB] | [Sek.]| [Sek.]
Lem.) (NER) (NER)
Einzelnes Wort 0 1 1 1 1 497 028 0 0
Ebook 327 55828 | 3852 | 5712 | 4480 | 614 | 1080 10 42
Sport-News 749 | 127399 | 5664 | 14027 | 12356 | 705 | 1190 94 197
VisWeek- 1454 | 211123 | 9743 | 11981 | 9206 725 | 1280 53 170
Abstr.
Bible [gut] 4432 | 748179 | 29792 | 17473 | 14786 | 1110 | 1740 | 183 633
Reuters-News’ | 17307 | 2814432 120878 | 116114 | 106895| 2900 | 4260 | 9372 | 17450

Tabelle 4.1.: Benotigte Ressourcen fiir die Verarbeitung von Textkorpora

?Quellen der Textkorpora: sieche Abschnitt 5.2
bKonkatenation einer Woche ungefilterter Reuters-Nachrichten (Zeitraum: 20. — 26.8.1996)

uuuuu

=*=Speicher [in MB] mit Kategorien

ooooo <@-Speicher [in MB] ohne Kategorien

Zeit [in Sekunden] mit Kategorien
<Zeit [in Sekunden] ohne Kategorien

oooooo

00000

uuuuu

uuuuuuuuuuu

Abbildung 4.32.: Ressourcendiagramm zu Tabelle 4.1

7Hardware: MacBook Pro mit 2,6 GHz Quad-Core Intel Core i7 Prozessor, 16 GB 1600 MHz DDR3L RAM
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5. Evaluation

Um die Benutzbarkeit des Programms zu tiberpriifen und auflerdem Feedback und Verbes-
serungsvorschldge einzuholen, war das Mittel der Wahl eine Nutzerstudie. Dariiber hinaus
sollten diverse Anwendungsgebiete des Programms demonstriert werden um weitere Ideen
fir einen moglichen Einsatz zu sammeln.

5.1. Vorbereitung

Die Wahl der Studienart fiel aus diversen Griinden auf eine qualitative Studie. Der entschei-
dende Grund dafiir war, dass das Programm mit keinem bisher bestehenden Programm
sinnvoll verglichen werden konnte. Dartiiber hinaus galt das Hauptinteresse der Studie
nicht der Fragestellung, wie schnell und préazise ein Teilnehmer alle Aufgaben l6sen kann,
sondern welche Probleme dabei aufkommen und wie auf die Benutzeroberfldche reagiert
wird. Dariiber hinaus war das Ziel ein moglichst professionelles und hilfreiches Feedback zu
bekommen. Da fiir solch ein Feedback ein gewisses Hintergrundwissen und ein Mindestmaf3
an Erfahrungen mit visueller Analyse vorauszusetzen war, wurde der Personenkreis der Teil-
nehmer eingeschrankt. Laut Nielsen [Nieoo] ist jedoch nicht unbedingt eine grofie Anzahl an
Testpersonen erforderlich, um die meisten Benutzbarkeitsprobleme identifizieren zu kénnen
und wertvolle Erkenntnisse zu gewinnen. Deshalb wurde die Anzahl der Teilnehmer auf
fiinf festgelegt. Da dem Institut fiir Visualisierung und Interaktive Systeme der Universitat
Stuttgart viele Mitarbeiter angehoren, war es problemlos moglich, fiinf Experten zu finden,
die tiber ausreichend viel Erfahrung und Hintergrundwissen beziiglich visueller Analyse
verfiigen und einwilligten, an der Studie teilzunehmen. Um ein moglichst ausfiihrliches
Feedback zu erhalten, kam die , Think-aloud-Methode” [Holos] zum Einsatz, bei der die
Teilnehmer ihre Gedanken laut formulieren.

5.2. Materialien

Fiir die Durchfiihrung der Studie wurde ein MacBook Pro 15 mit Retina Display bei
einer Aufldsung von 2880x1800 Pixeln eingesetzt. Das Programm wurde im Vollbildmodus
gestartet. Um mogliche Farbfehlsichtigkeiten der Teilnehmer auszuschliefien, wurde der
Ishihara-Test [ish11] verwendet. Jeder Teilnehmer bekam zwei Aufgabenblatter mit insgesamt
25 Fragen unterschiedlichster Art und Komplexitat. Fiir den Fall, dass eine Aufgabe nicht
bewiltigt werden konnte, lag den Aufgabenblittern ein Blatt mit Hinweisen bei, auf dem
zu jeder Aufgabe eine Losungsstrategie beschrieben war. Dariiber hinaus bekam jeder
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Teilnehmer noch einen zweiseitigen Fragebogen, der Fragen zur Person, den Aufgaben,
der Studie und dem Programm enthielt’. Fiir die Studie kamen folgende Textkorpora zum
Einsatz:

e Ein beliebtes E-Book (,,The hound of the Baskervilles”) [Doyo1] von Projekt Gutenberg
[gut]

¢ Eine Konkatenation nach Sportinformationen gefilterter Artikel der Nachrichtenagentur
Reuters (Zeitraum: 20. — 26.8.1996) [reu]

¢ Eine Konkatenation von Abstracts aus Veroffentlichungen der VisWeek (Zeitraum:
1998-2011) [vis, HKBE12, S. 6]

(weitere Informationen zu den Textkorpora sind in Tabelle 4.1 auf Seite 66 aufgelistet)

5.3. Konfiguration

Tabelle 5.1 zeigt die anfdangliche Konfiguration des Programms, welche von den Teilneh-
mern nach Belieben gedndert werden durfte, sofern die Aufgabenstellung keine expliziten
Einstellungen vorschrieb.

Reiter Einstellung ‘ Wert
Layout Layout alphabetically
Autofill canvas at resizing true
Enable stopword-editing false
View Colorize Part-Of-Speech false
Show multi-words false
Show stopwords false
Use lemmatization true
Minimal word length 3
Options Minimal relation-count 1
Minimum 2

Tabelle 5.1.: Konfiguration

5.4. Aufgaben

Um die breitgefacherte Anwendbarkeit des Programms zu demonstrieren, wurde fiir die
Aufgaben nicht ein einzelnes, moglicherweise speziell prépariertes, Textkorpus verwendet,

'Die vollstandigen Fragebdgen sind im Anhang A.2 zu finden

68



5.5. Ablauf

sondern die Auswahl fiel auf zwei Textkorpora aus unterschiedlichen Bereichen. Um das
Spektrum der Anwendbarkeit noch weiter zu verdeutlichen, wurde fiir die Einfiihrung in das
Programm ein drittes Textkorpus gewdhlt, welches jedoch nicht Bestandteil der Aufgaben
war. Die Aufgabe der Teilnehmer war es, sich in ein hineinzuversetzen, in welchem sie
als Analyst mit speziellen Aufgaben konfrontiert sind und mithilfe des Programms nach
Losungen suchen sollen. Durch die Wahl dieses Szenarios sollte eine moglichst realistische
Situation fiir den Einsatz des Programms generiert werden. Die einzelnen Aufgaben waren
sowohl auf englisch als auch auf deutsch abgedruckt, um potentielle Missverstandnisse
durch Formulierungen zu minimieren und Teilnehmern mit geringen Englischkenntnissen
Hilfestellung zu leisten. Die Art der Aufgaben hatte durchgehend ein dhnliches Schema,
variiert wurde lediglich deren Komplexitdt und die dafiir zur Verfiigung stehenden Funktio-
nen. Um ein Beispiel zu nennen, bestand eine Sportnachrichten-Aufgabe etwa darin, den
Namen des hédufigst genannten olympischen Champions herauszufinden. Eine weitere, auf
dem VisWeek-Korpus basierende, Aufgabe bestand darin, herauszufinden, um was es bei
der ,Nyquist theory” zu gehen scheint. Bei der Aufgabenerstellung wurde Wert darauf
gelegt, moglichst alle Funktionen einzubeziehen, um die Teilnehmer das komplette Pro-
gramm verwenden zu lassen. Da jedoch fiir jede Aufgabe diverse Losungswege moglich sind
und die meisten Teilnehmer sich mit dem ersten zielfiihrenden zufrieden geben, mussten
entsprechende Vorkehrungen getroffen werden, damit die Teilnehmer sich nicht auf eine
kleine Funktionsmenge beschrianken konnten. Dazu war es bei einzelnen Aufgaben nétig,
bestimmte Funktionen zu verbieten, um dadurch andere in den Vordergrund zu riicken.

5.5. Ablauf

Zunichst wurden die Teilnehmer auf Farbfehlsichtigkeiten getestet. Es folgte eine Einfithrung
in das Programm, bei der alle wichtigen Funktionen erkldrt und anhand eines Beispiels
[Doyo1] demonstriert wurden. Wahrend der Einfithrung stand es den Teilnehmern frei,
Fragen zu dem Programm zu stellen und Funktionen selbst auszuprobieren. Nach Beseiti-
gung aller Unklarheiten begann der Aufgabenteil, wobei das jeweils passende Textkorpus
geladen wurde. Die Teilnehmer wurden darum gebeten, Strategien, Probleme und sonstige
Gedanken stets laut zu umschreiben und auf moglichst wenig Hintergrund- und Fachwissen
zuriickzugreifen. Dartiber hinaus war es den Teilnehmern erlaubt, Fragen zu dem Programm
zu stellen, die nicht die Aufgabe an sich betrafen. Nachdem alle Fragen bearbeitet waren,
wurde der Fragebogen ausgeteilt. Sobald dieser ausgefiillt war, folgte ein halbstandardisiertes
Interview [int], bei dem die Teilnehmer nochmals die Gelegenheit hatten, Feedback zu geben
und das Programm zu beurteilen. Folgende Fragen waren Bestandteil des Interviews:

e Welche Features fanden Sie am besten?

e Welches Layout fanden Sie besonders hilfreich?
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5.6. Teilnehmer

Fiinf Experten auf dem Gebiet der Visualisierung im Alter von 25 bis 31 Jahren (Median
29) nahmen an der Studie teil. Die Teilnehmer wurden am Institut fiir Visualisierung
und Interaktive Systeme der Universitidt Stuttgart rekrutiert. Darunter befanden sich vier
maénnliche Teilnehmer und eine weibliche Teilnehmerin. Bei keinem der Teilnehmer konnte
eine Farbfehlsichtigkeit festgestellt werden. Die Teilnehmer schitzten ihre Englischkenntnisse
auf einer Skala von 1 (gering) bis 10 (sehr gut) auf 8 bis 10 (Median 9). Vier Teilnehmer
gaben an, bereits vor der Studie einer Tag-Cloud oder Word-Cloud begegnet zu sein.

5.7. Ergebnisse

Im Folgenden werden zunichst die Ergebnisse préasentiert, die den durch die Teilnehmer
ausgefiillten Fragebogen entnommen wurden. Anschlieflend folgt das durch das halbstan-
dardisierte Interview gewonnene Feedback.

Beziiglich der Aufgabenstellung traten teilweise Unklarheiten im Zusammenhang mit der
Wortwahl auf. Besonders oft wurde beispielsweise aus der ersten Frage der Sportnachrichten
das Wort ,score” auf unterschiedlichste Weise interpretiert. Die Bearbeitung der Aufgaben
bereitete einigen Teilnehmern Probleme. Hierbei handelte es sich stets um Funktionen,
welche die Teilnehmer seit der Einfiihrung bereits vergessen hatten und demzufolge nicht an
deren Verwendung dachten. Probleme mit der Verwendung der Funktionen tauchten kaum
auf. Die einzige Anmerkung hierzu betraf eine zu schwache Hervorhebung eines gesuchten
Begriffs. Kein Teilnehmer musste insgesamt mehr als einen Tipp in Anspruch nehmen. Den
meisten Teilnehmern kamen die Verhaltensweisen der Funktionen intuitiv vor, in einem Fall
wurde jedoch das Hervorheben der Worter, sobald mit der Maus iiber einen Filter gefahren
wird, als nicht intuitiv bezeichnet, da diese Funktion ohne Erkldrung nicht entdeckt worden
wire. Beméngelt wurde auch das Verhalten, dass der Mauszeiger bei erfolgreicher Suche
eines Wortes zu dem gefundenen Wort springt. Dieses Verhalten ist jedoch einstellbar.

Alle Teilnehmer waren sich darin einig, dass der Einsatz dieser interaktiven Word-Cloud
fiir bestimmte Aufgaben in der Visualisierung sinnvoll ist. Einen Mehrwert konnten sie sich
besonders bei der Suche in Literaturarchiven und dem Herausfinden und Darstellen von
Abhédngigkeiten vorstellen.

Der Wunsch nach zusitzlichen Funktionen kam bei allen Teilnehmern auf. Es ging da-
bei beispielsweise um Hilfestellungen wie Tooltipps oder Kontextmentiis, die dem Benutzer
verdeutlichen, welche Moglichkeiten ihm zur Verfiigung stehen. Eine vollstiandige Auflistung
der gewiinschten Funktionen ist in Tabelle 5.2 zu sehen; wobei es sich nicht ausschliefdlich um
neue Funktionen handelt, es wurden ebenso allgemeine Verbesserungsvorschldge genannt.
Erlduterungen und dazugehdorige Diskussionen sind in Abschnitt 5.8.2 zu finden.
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Beschreibung umgesetzt

Von Filtern/Auswahl abhidngige Anzeige von Informationen nein
Moglichkeit, in den Originaltext zu schauen ja
Kein Verlust der Auswahl bei Anderungen der View ja
Loschen des eingegebenen Suchbegriffs nur bei positivem Ergebnis ja
Suchvervollstindigung oder Suchvorschldge nein
Hervorhebung mehrerer Worter (ohne Auswahl) nein
Informationsanzeige fiir ausgewdhlte Worter ja
Anzeige der Worthaufigkeit in der Word-Cloud (beispielsweise als Pop-out), nein
sobald der Mauszeiger iiber ein Wort gefahren wird

Hinzuftigen von Kontextmentis nein
Hinzufiigen von Tooltips ja
Verarbeitung nicht-englischer Texte nein
Farbliche Hervorhebung der Kategorien nein
Individuell anpassbare und erweiterbare Kategorien nein
Split-Screen-Ansicht (um Vergleiche zu erleichtern) nein
Moglichkeit, einen Filter exklusiv auszuwidhlen ja
Zusitzliche Buttons, um nur Wortarten /Kategorien aus-/abwihlen zu kénnen nein
Ein Reset-Button, der die Auswahl aufhebt und Filtereinstellungen zuriicksetzt nein
Verhalten beim Hinzuftigen von Suchbegriffen zur Auswahl immer additiv ja
Umbenennung einiger Label ja
Selbsterkldarende Beschreibung der Zihler ja
Standige Anzeige des relativen und absoluten Zahlers ja
Standige Anzeige der gemeinsamen Sétze ja
Gruppierung und Positionierung der Zahler ja

Tabelle 5.2.: Verbesserungsvorschldge

Von den drei zur Verfiigung stehenden Layouts wurden fiir die Aufgaben nur zwei ver-
wendet. Alle Teilnehmer waren sich einig, dass das zirkuldre Layout schon aussieht, jedoch
wenig hilfreich ist, da das Ordnungsprinzip sehr schwach ist und in nahezu jeder Aufgabe
die Ordnung bestimmt werden musste. Einem Teilnehmer sagte das alphabetische Layout
am meisten zu, da dieses auch am ehesten dem gewohnten Bild einer Word-Cloud entspricht.
Das favorisierte Layout war jedoch das nach Haufigkeit sortierte, was alle Teilnehmer als
hilfreich empfanden.

Dem halbstandardisierten Interview war folgendes Feedback zu entnehmen: Einige Teilneh-
mer lobten die Auswahl der Aufgaben. Wenn Auferungen zu den Wortarten und Kategorien
gemacht wurden, so waren sich die Teilnehmer darin einig, dass die Kategorien wesent-
lich interessanter fiir den tidglichen Gebrauch seien als die Wortarten. Der Mehrwert des
Programms gegentiber statischer Word-Clouds wurde oft erwdhnt. Die meisten Teilnehmer
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waren positiv iiberrascht, wie schnell und einfach sie mithilfe des Programms an Informatio-
nen herankamen, bei denen sie sonst keinen Ansatz hitten, diese {iberhaupt herauszufinden
zu konnten. Ein Teilnehmer bezeichnete die Word-Cloud als sehr passende Visualisierung,
da diese keine Prazision vortdausche, die, aufgrund der Fehlerwahrscheinlichkeit der NLP-
Verfahren und Datenbasis, nicht gegeben sei. Insgesamt betrachtet fiel die Bewertung des
Programms durch die Teilnehmer sehr positiv aus. So wurde das Programm als ,,ziemlich
cool”, ,,gut zu verwenden”, ,intuitiv bedienbar” bezeichnet und alle Teilnehmer hielten das
Programm fiir ,interessant”.

Folgende Funktionen gefielen den Teilnehmern am besten oder wurden als sehr niitzlich
bezeichnet: (absteigend nach Anzahl der Nennungen sortiert)

e Suchfunktion

e Filtermoglichkeit

e Vorschaufunktion von Filtern und Beziehungen
o Anzeige der Haufigkeiten

e Lemmatisierung

e Farbliche Hervorhebung der Wortarten

e Anpassbarkeit der Beziehungshervorhebung

e Multiwdrter und deren CamelCase-Darstellung

o Alphabetisch sortiertes Layout

5.8. Diskussion

5.8.1. Herangehensweise

Bei der Studie sind grundsitzlich zwei Losungsstrategien aufgefallen, die sicherlich mit
dem jeweiligen Typ der Teilnehmer zusammenhédngen. Die eine Herangehensweise war
sehr funktionslastig, die Word-Cloud wurde hierbei nur als Anzeige der Funktionsergeb-
nisse angesehen. Die zweite Strategie beruhte eher auf visuellen Eindriicken, weshalb sich
die meiste Interaktion in der Word-Cloud abspielte und die Funktionen eher in den Hin-
tergrund riickten und erst dann getestet wurden, wenn das Visuelle (in Verbindung mit
Hintergrundwissen) nicht mehr ausreichte. Optimal wire eine Kombination der beiden
Herangehensweisen, was bei einigen Teilnehmern beobachtet werden konnte, jedoch nur bei
einzelnen Aufgaben.
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5.8.2. Verbesserungsvorschlage
Angepasste Informationen

Eine Funktionalitdt, die von allen Teilnehmern gewtiinscht wurde, betrifft die Informationsan-
zeige. Hierbei handelt es sich um die Problematik, dass Informationen zu einem Wort nicht
dynamisch an ausgewdhlte Filter angepasst werden. Ebenso wenig sind die Informationen
von einer getroffenen Auswahl abhédngig. Das hat folgenden Hintergrund: Jedes Wort und
jede dazugehorige Wortform wird als Tag (siehe Abschnitt 4.3.1) gespeichert. Samtliche
Informationen eines Wortvorkommens werden in solchen Tags vereint. Auf diese Weise kann
sehr viel Speicherplatz und Berechnungszeit eingespart werden. Die Informationen sind
so konzipiert, dass fiir ein ausgewdéhltes Wort das entsprechende Tag gesucht wird und
dessen Informationen dargestellt werden. Mit der bestehenden Datenstruktur ist es also
nicht moglich, die Wortart eines ausgewihlten Wortes (sofern das Tag mehrere Wortarten
enthilt) in einem bestimmten Satz festzustellen. Analog verhilt es sich mit den Kategorien.
Eine weitere Folge dieser Datenstruktur ist genau genommen eine verfélschte Darstellung
der Informationen. Ist beispielsweise nur der Verb-Filter aktiviert, werden in der WordCloud
zwar alle Verben dargestellt, jedoch ist die Grofie der einzelnen Worter moglicherweise
nicht korrekt. Dies rithrt von der Tatsache her, dass innerhalb eines Tags nicht unterschieden
werden kann, welche der Wortformen als Verben annotiert wurden und welche als etwas
anderes. Deshalb wird ein Wort, das 20 mal als Verb und 20 mal als Substantiv erkannt
wurde, ebenso grof3 dargestellt wie eines, das lediglich 40 mal als Verb erkannt wurde.
Dieses Problem kann vermeintlich trivial gelost werden, indem nur die 20 Verbvorkommen
in die Grofienberechnung einfliefSen, jedoch ist diese Losung nicht mehr anwendbar, wenn
sowohl Wortart- als auch Kategorie-Filter aktiviert sind. In diesem Fall miisste zu jedem
Wortvorkommen die Kombination aus Kategorie und Wortart vorliegen, um entscheiden
zu konnen, ob es aufgrund der Wortart mitgezahlt wird oder aufgrund der Kategorie und
um ausschliefien zu konnen, dass es doppelt mitgezdhlt wird. Um die Problematik zu
verdeutlichen, wird ein Wort betrachtet, welches insgesamt 30 mal vorkommt. 20 mal wird
das Wort als Verb erkannt, 10 mal als Substantiv und 25 mal wird das Wort als Datum
kategorisiert. Die Filter Verb und Datum seien aktiv, alle anderen Filter inaktiv. Nun kann
keine korrekte Aussage iiber die Anzahl getroffen werden, da keine Verbindung zwischen
Wortart und Kategorie besteht. Die Auswahlfunktion steht vor einem dhnlichen Problem. Zu
jedem Satz werden die darin enthalten Tags und die jeweilige Anzahl der Vorkommnisse
gespeichert und zu jedem Tag eine Liste der Sétze, in denen das Tag auftritt. Wahlt der
Benutzer nun ein Wort aus, so wird die Satzliste durchgegangen und alle darin vorkom-
menden Worter entsprechend ihrer Haufigkeit in der Word-Cloud représentiert. In diesem
Fall ist die Grofiendarstellung korrekt, jedoch gibt es keine Moglichkeit, die Wortarten oder
Kategorien dieser Vorkommnisse herauszufinden. Die beiden skizzierten Probleme haben
die gemeinsame Ursache in der Einfachheit der Datenstruktur. Demzufolge erfordert eine
Losung eine komplexere Datenstruktur, die zu jedem Wortvorkommen dessen Wortart und
Kategorie speichert. Auf diese Weise ware sowohl eine exaktere Filterung einer Auswahl
moglich als auch die exakte Grofiendarstellung des Wortes in der Word-Cloud. Auch wenn
die Ergebnisse von solch einer Datenstrukturanpassung profitieren, bleibt die Frage offen,
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ob das Programm durch den erhchten Speicherbedarf und die zwangsldaufig gestiegene
Rechenzeit noch benutzbar ist. Da die Anpassung der Datenstruktur den Rahmen dieser
Arbeit sprengen wiirde, kann die Benutzbarkeit folglich nicht {iberpriift werden.

Textviewer

Die Moglichkeit, in den Originaltext zu schauen, ist ein sehr wichtiger Punkt, der von
jedem Teilnehmer angesprochen wurde. Da die Word-Cloud nur einen groben Uberblick
und Zusammenhénge liefern kann, ist es fiir exakte Analysen unabdingbar, sich anhand des
originalen Kontextes zu vergewissern und die durch die Word-Cloud erhaltenen Ergebnisse
zu verifizieren. Im Rahmen der verbleibenden Zeit dieser Arbeit soll ein simpler Textviewer
in das Programm integriert werden, welcher die relevanten Sitze, die beispielsweise durch
eine Auswahl beschrankt wurden, anzeigen soll. Hierfiir wére jedoch auch eine eigenstandige
Komponente denkbar, die mit diesem Programm zusammenarbeitet und von diesem aus
mit den entsprechenden Parametern aufgerufen werden kann. Dariiber hinaus konnte
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Abbildung 5.1.: Einfacher Textviewer: Die gemeinsamen Sitze des ausgewdhlten Tags ,al-
gorithm” und des Tags , polygons” (auf welchem der Mauszeiger steht)
werden in dem Textviewer dargestellt. Zur Veranschaulichung werden die
Vorkommnisse der ausgewdhlten Tags farblich hervorgehoben (nicht Be-
standteil des Programmes).
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eine solche , Textview-Komponente” weiteren Komponenten der visuellen Analyse einen
Mehrwert bieten. Ein einfacher Textviewer ist in Abbildung 5.1 zu sehen.

Automatische Wiederauswahl

Viele der Teilnehmer haben sich daran gestort, dass eine getroffene Auswahl von Wortern
verlorengeht, sobald gewisse Einstellungen vorgenommen werden. Diese Einstellungen
sind zum einen die Lemmatisierung und zum anderen die Anzeige von Multiwortern. Der
Verlust der ausgewihlten Worter hat folgenden Hintergrund: Grundsitzlich gibt es drei
getrennte Mengen von Tags. Die Menge der Tags mit Lemmatisierung, die Menge der Tags
ohne Lemmatisierung und die Menge der Multiwdrter. Um das Datenmodell moglichst
effizient und einfach zu gestalten, liegt der Word-Cloud jeweils eine einzige Tag-Menge
zugrunde. Multiworter bilden hier eine Ausnahme, da sie einer der beiden anderen Mengen
hinzugefiigt beziehungsweise von dieser entfernt werden kénnen. Dies ist nur moglich, weil
Multiworter keinen Gebrauch von der Lemmatisierung machen. Wird nun zwischen diesen
Mengen gewechselt, existieren die ausgewidhlten Worter nicht mehr in dieser Form, da
ihnen andere Tags zugrunde liegen. Obwohl also ein Wort wie beispielsweise , information”
sowohl in der Menge der Tags mit Lemmatisierung vorkommt als auch in der Menge der
Tags ohne Lemmatisierung, sind es zwei unabhingige Tags. Ahnlich verhilt es sich bei den
Multiwortern. Wird ein Multiwort ausgewéhlt und anschlieffend die Anzeige der Multiworter
deaktiviert, so ist das ausgewdahlte Multiwort nicht in der Menge der Tags ohne Multiworter
enthalten und kann folglich auch nicht ausgewahlt bleiben.

Mit kleinen Einschrankungen wurde dieses Verhalten gedndert und eine automatische
Wiederauswahl hinzugefiigt. In jedem Fall muss die aktuelle Auswahl geloscht werden,
weil die dahinterstehenden Tags nicht langer in der Word-Cloud existieren. Jedoch ist es
wie im oben dargestellten Beispiel mit , information” leicht moglich, das Tag in der neuen
Menge von Tags zu suchen und erneut auszuwéhlen. Es gibt jedoch einige Spezialfille, bei
denen es sich anders verhidlt. Wird beispielsweise eine beliebige Form eines Verbs (ohne
Lemmatisierung) ausgewdahlt und anschlieflend die Lemmatisierung aktiviert, so @ndert sich
die Form des ausgewdhlten Wortes aufgrund der Tatsache, dass — unabhiangig von dem
gesuchten Begriff — fiir alle Wortformen eines Tags dessen haufigste Wortform angezeigt wird.
Wird also das unlemmatisierte Wort ,,controlling” ausgewahlt, so ist nach dem Aktivieren
der Lemmatisierung etwa ,.control” ausgewdhlt. Wahrend bei einem Wechsel beziiglich
der Lemmatisierung immer ein verwandtes Wort automatisch ausgewihlt wird, verhilt es
sich bei den Multiwdrtern anders. Multiworter lassen sich zwar leicht in ihre Bestandteile
zerlegen und einzeln auswdhlen, jedoch stellt die Gegenrichtung eine ungleich grofiere
Herausforderung dar. Werden 7 viele Bestandteile von Multiwdrtern ausgewihlt und an-
schlieffend die Multiworter aktiviert, so gibt es neben den n! vielen Moglichkeiten, die durch
unterschiedliche Reihenfolgen entstehen, auch noch diverse Kombinationsmoglichkeiten
der einzelnen Bestandteile untereinander. Da dieses Problem nicht durch einen einfachen
Algorithmus zu losen ist und der Aufwand, eine Losung zu implementierten, den Aufwand,
die Multiworter erneut auszuwéhlen, bei Weitem iibersteigt, wurde dieser Anwendungsfall
ignoriert.
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Verhalten des Suchfeldes

Einigen Teilnehmern missfiel das Verhalten des Suchfeldes. Wird ein Wort eingegeben und
auf Enter gedrtickt, so leert sich der Inhalt des Suchfeldes automatisch, um dem Benutzer eine
weitere Suche zu ermoglichen. Dieses Verhalten an sich wurde als intuitiv wahrgenommen,
sofern das gesuchte Wort gefunden werden konnte und dadurch eine sichtbare Anderung
der WordCloud erfolgte. Konnte das gesuchte Wort jedoch nicht gefunden werden, so
verschwand die Eingabe ohne Feedback. Zu Recht merkten einige Teilnehmer an, dass sie es
fiir sinnvoll erachten, das Wort nur im Falle einer positiven Ubereinstimmung zu entfernen.
Im Falle einer negativen Ubereinstimmung wurde der Wunsch laut, das nicht gefundene
Wort im Suchfeld zu behalten, um eine Korrektur oder Anpassung zu ermoglichen. Da diese
Verhaltensdnderung einerseits der Intuitivitit des Programms dient und andererseits keinen
groflen programmatischen Aufwand darstellt, wurde sie implementiert.

Autovervollstindigung

Ein Teilnehmer vermisste die Funktionalitdt der Autovervollstindigung bei der Suche. Bisher
ist ein Anwender dazu gezwungen, stets das gesamte Wort in das Suchfeld einzugeben, um
eine positive Ubereinstimmung bekommen zu kénnen. Sehr viel komfortabler wire jedoch
die Moglichkeit, nur den Anfang des gesuchten Wortes einzugeben und daraufhin sinnvolle
Ergdanzungsvorschldge zu erhalten. Abhidngig von der Lemmatisierung sollten die Ergan-
zungsvorschldge gruppiert werden, sofern es sich um mehrere Wortformen eines einzigen
Tags handelt, die jeweils das bisher eingegebene Teilwort enthalten. Um dies anhand eines
Beispiels zu verdeutlichen, betrachten wir das Wort ,,control” mit den Wortformen ,,control”,
,controls”, ,,controlled” und , controlling”. Ein Anwender gibt in das Suchfeld den Text ,,con”
ein. Nun sollte die hdufigste Wortform des gesuchten Tags (hier: ,,control”) hervorgehoben
werden, da nur diese in der Word-Cloud zu sehen sein wird, und die anderen Wortformen,
die ebenfalls das bisher eingegebene Teilwort enthalten und zu demselben Tag gehoren (hier:
,controls”, ,controlled” und ,controlling”), darunter aufgelistet werden. Weitere Worter wie
,condition” sollten analog dazu gruppiert werden. Mit fortschreitender Eingabe muss die
Liste der Vorschldge entsprechend verkiirzt werden. Die hdufigste Wortform eines gesuchten
Tags, von dem mindestens eine Wortform den Suchtext enthilt, sollte jedoch stindig in der
Liste prasent sein, unabhéngig von moglichen Ubereinstimmungen. Wird in diesem Beispiel
also ,controls” eingetippt, sollte die Liste der Vorschldge nun das hervorgehobene ,,control”
und darunter ,controls” enthalten. Da dieser Ansatz jedoch lediglich die Komfortabilitat
steigern wiirde und einen erheblichen Implementierungsaufwand darstellt, musste aus
Zeitgriinden darauf verzichtet werden.

Auswahlverhalten der Sucheingabe
Um ein Wort zur Auswahl hinzuzufiigen oder es daraus zu entfernen, gibt es diverse

Moglichkeiten. Wird ein Wort beispielsweise angeklickt, so wird es entweder zur Auswahl
hinzugefiigt oder daraus entfernt, abhingig davon, ob dieses Wort bereits Teil der Auswahl ist
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oder nicht. Eben dieses Verhalten wurde auch fiir die Suche verwendet. Wurde ein gesuchtes
Wort in der aktuellen Menge der Tags gefunden (und die Enter-Taste betétigt), so simulierte
das Programm einen Mausklick auf das Label mit dem entsprechenden Wort. Dies hatte
zur Folge, dass eine zweimalige Suche nach demselben Wort (jeweils mit Bestatigung durch
die Enter-Taste) das Wort zur Auswahl hinzufiigte und wieder daraus entfernte oder vice
versa. Vielen Teilnehmer kam dieses Umschaltverhalten in Verbindung mit einem Mausklick
intuitiv vor, jedoch nicht in Verbindung mit der Suchfunktion. Infolge dessen wurde das
Verhalten der Suche dahingehend gedndert, dass Worter der Auswahl hinzugefiigt werden
konnen, jedoch durch ein zweites Hinzufiigen nicht aus der Auswahl verschwinden.

Speicherung von Wértern

In einigen der Aufgaben wurden bestimmte Worter mehrmals verwendet oder gesucht. Einer
der Teilnehmer fragte daraufhin nach einer Moglichkeit, Worter in irgendeiner Form spei-
chern zu konnen, um schnelleren Zugriff auf diese zu erhalten. Zwar besteht die Moglichkeit,
mehrere Worter per Auswahl festzuhalten, jedoch verdandert sich dadurch zwangslaufig auch
die Word-Cloud und macht diese fiir die eigentliche Aufgabe unbrauchbar. Da es bei dem
vorgesehenen Gebrauch der Word-Cloud jedoch keine vorgegebenen Worter gibt, deren
Schnellzugriffsmoglichkeit einen Mehrwert bieten konnte, wurde diese Idee verworfen.

Informationsanzeige fiir ausgewéahite Wérter

Die Anzeige der ausgewihlten Worter oberhalb der Word-Cloud stiefd bei den Teilnehmern
auf positive Resonanz. Auch die Funktionalitdt, diese Worter per Mausklick aus der Auswahl
entfernen zu konnen, wurde héufig verwendet. Dariiber hinaus entstand der Wunsch,
dhnlich wie bei den Wortern der Word-Cloud Informationen zum jeweiligen Wort angezeigt
zu bekommen, sobald der Mauszeiger auf das Wort gefahren wird. Dieser Wunsch hat
folgenden Hintergrund: Sind alle Filter aktiviert, so sind die ausgewahlten Worter mit sehr
hoher Wahrscheinlichkeit in der Word-Cloud zu finden. Jedoch gibt es auch Situationen,
in denen die ausgewihlten Woérter nicht in der Word-Cloud auftauchen sollen. Eine solche
Situationen wurde beispielsweise durch Aufgabe 2a (VisWeekAbstracts) gezielt provoziert.
In dieser Aufgabe wurde von den Teilnehmern verlangt, das Wort ,cells” auszuwahlen
und anschlieffend nach Personen zu filtern. Obwohl eine Person gesucht wurde, lieffen
sich einige Teilnehmer davon irritieren, dass das ausgewédhlte Wort ,cells” nicht in der
Word-Cloud zu finden war (da keine Person). Um dennoch leicht an Informationen zu
dem ausgewihlten Wort zu gelangen, ohne jedoch gezwungen zu sein, sich alle momentan
uninteressanten Kategorien anzeigen zu lassen, wurde die oben beschriebene Funktionalitét
hinzugefiigt. Sie unterscheidet sich von dem Verhalten der anderen Worter der Word-Cloud
lediglich durch die fehlende Beziehungsvorschau, da alle Worter der aktuellen Word-Cloud
ohnehin in Beziehung zu dem ausgewé&hlten Wort stehen und eine Vorschau aller Worter
der Word-Cloud den Informationsgehalt nicht erhoht.
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Anzeige der Worthéaufigkeit in der Word-Cloud

Die raumliche Unterteilung des Programms in die grobe Visualisierung auf der linken Seite
und exakte Informationen hierzu auf der rechten Seite sagte den meisten Teilnehmern zu.
Nahezu alle Aufgaben verlangten von den Teilnehmern einen stindigen Wechsel zwischen
den beiden Bereichen. Einem Teilnehmer war es demzufolge ein grofies Anliegen, einen
Teil der exakten Informationen in die Word-Cloud zu verlagern, damit der Blick nicht
standig von links nach rechts und zuriick wechseln muss. Da eine permanente Anzeige der
Wortinformationen (wie beispielsweise die Haufigkeit eines Wortes) die Word-Cloud unnétig
aufblihen wiirde und auch die Ubersichtlichkeit darunter zu leiden hitte, ist die Idee,
nur das aktuell hervorgehobene Wort mit Informationen zu versehen. Die Visualisierung
dieser Informationen konnte in Form eines kleinen Pop-ups erfolgen oder auch durch die
Verdanderung des Wortes selbst. So ware es denkbar, in der Word-Cloud das Wort ,,user”
anzuzeigen und sobald die Maus darauf gefahren wird, das Wort beispielsweise in ,,user
(count: 849)” zu dndern. Da anzunehmen ist, dass dieses Verhalten nicht von allen Benutzern
erwiinscht ist, sollte es optional sein. Aus zeitlichen Griinden kann diese Ergdnzung im
Rahmen der vorliegenden Arbeit nicht mehr umgesetzt werden.

Kontextmeniis und Tooltips

Die meisten Teilnehmer bezeichneten das Programm als ,intuitiv” und ,gut zu bedienen”.
Dennoch wiinschten sich einige zusitzliche Hilfestellungen wie Tooltips oder Kontextmentis.
Der Grund fiir diesen Wunsch war fehlende Routine und eine daraus resultierende Unsi-
cherheit, mit welchen Aktionen welches Ergebnis erzielt werden kann. Diese Hilfestellungen
sind also nicht fiir den tdglichen Gebrauch gedacht, sondern um anfianglich leichter mit
dem Programm vertraut zu werden. Die beiden Punkte werden gemeinsam diskutiert, da
sie im Bezug auf dieses Programm lediglich zwei Losungswege fiir ein einziges Problem
darstellen. Um neuen Anwendern des Programms den Einstieg zu erleichtern, fiel die Wahl
auf Tooltips. Kontextmentis haben gegeniiber den Tooltips einige Vorteile, die in diesem
Programm jedoch nicht ausgespielt werden, da es sich nur um Hilfestellungen handeln
soll und nicht um zusatzliche Funktionalidten, die mithilfe von Kontextmentis angeboten
werden konnten. Bei Kontextmeniis muss der Anwender erst auf die Idee kommen, dass es
Kontextmeniis geben kénnte, wohingegen die Tooltips von selbst in Erscheinung treten und
fiir die reine Informationsvermittlung das passendere Mittel der Wahl zu sein scheinen.

Unterstiitzung weiterer Sprachen

Manche Nutzer stellten die Frage, ob auch nicht-englische Texte verarbeitet werden kénnen.
Das Programm an sich hat diesbeziiglich keinerlei Einschrankungen. Jedoch muss die
Vorverarbeitung und Annotation des Textes fiir die entsprechende Sprache angepasst werden.
In diesem Programm kommt hierfiir das Framework ,,Stanford CoreNLP” zum Einsatz und es
ist ausschliefilich von diesem abhédngig, ob die betreffende Sprache unterstiitzt wird. Da sich
die Aufgabenstellung dieser Arbeit auf englische Texte beschrankt, wurde das Programm
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ausschliefSlich dafiir konzipiert. Eine Erweiterung ist jedoch grundsatzlich denkbar; fiir
weitere Informationen sei an dieser Stelle auf die Seite des Frameworks [cor] verwiesen.

Farbliche Hervorhebung der Kategorien

Die Meinungen der Teilnehmer beziiglich der farblichen Hervorhebung der Wortarten gingen
weit auseinander. Einige fanden sie sehr hilfreich und niitzlich, andere sahen darin keinerlei
Vorteil. In einem Punkt waren sich jedoch alle einig: Wenn die Wortarten farblich hervor-
gehoben werden konnen, ist es nur konsequent die Kategorien ebenfalls hervorzuheben.
Der Grund dafiir, den Kategorien keine farbliche Hervorhebung zuzuteilen, war vor allem
der, dass den meisten Wortern keine Kategorie zugeordnet werden kann. Selbst wenn ein
Wort einer Kategorie zugeordnet wird, kommt es haufig vor, dass dem Wort ebenfalls die
Kategorie ,,OTHER” (schwarz) zugeordnet wird, weswegen die wenigsten Worter farbig
erscheinen wiirden. Als Beispiel soll das Wort , future” dienen. Dieses Wort kommt in den
VisWeekAbstracts 33 mal vor und wird davon 6 mal als Datum und 27 mal als ,OTHER” ka-
tegorisiert. Folglich wiirde ihm die Farbe der Kategorie ,OTHER"” (also schwarz) zugewiesen
werden. Wiirde fiir die Farbverteilung die Kategorie ,OTHER" aufier Acht gelassen, erhielte
auch das Wort , future” eine Farbe, zusammen mit allen anderen Wortern, die mindestens
eine andere Kategorie als ,OTHER" besitzen. Doch selbst mit diesem Ansatz blieben immer
noch viele Worter farblos, was auf Abbildung 5.2 verdeutlicht werden soll. Zu sehen sind
die beiden Textcorpora, die den Aufgabenblittern zugrunde liegen (siehe 5.2), mit zwei
unterschiedlichen Hervorhebungsstufen. Ist ein Wort mit sattem Gelb hinterlegt, so bekdme
es in jedem Fall eine Farbe. Ist ein Wort hingegen mit blassem Gelb hinterlegt, so wiirde
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es nach der bisherigen Farbverteilung schwarz bleiben, mit dem neuen Ansatz bekdme es
eine Farbe. In jedem Fall bliebe die Mehrzahl der Worter farblos. Mit dem neuen Ansatz
wire dariiber hinaus das Konzept der Farbgebung nicht langer konsequent umgesetzt. Als
weiteren Kritikpunkt kann ein Verwirrungspotential beziiglich der unterschiedlichen Be-
deutungen der Farben angefiihrt werden. Ein Abwégen der potentiellen Vor- und Nachteile
hatte den Beschluss zur Folge, dieses Feature nicht zu implementieren.

Individuelle Kategorien

Abhangig von Textkorpus und dessen Fachbereich konnen einige Kategorien niitzlich sein,
wiéhrend es auch Kategorien geben kann, die in diesem Zusammenhang irrelevant sind. In-
folge dessen erkundigte sich ein Teilnehmer nach der Moglichkeit, die Kategorien individuell
anpassen zu konnen. Grundsétzlich sind die Kategorien, die in dem Programm angezeigt
werden, mit geringem Programmieraufwand dnderbar, wenn auch nicht direkt fiir den
Benutzer. Hinter den sichtbaren Kategorien steckt eine zweiwertige Liste, welche die durch
das CoreNLP-Framework annotierten Kategorien den im Programm sichtbaren Kategorien
zuordnet. Jedoch sind die von dem CoreNLP-Framework verwendeten Kategorien nicht fiir
Anderungen vorgesehen. Da die Verbesserung der in dieser Arbeit verwendeten linguisti-
schen Tools nicht Bestandteil der Arbeit ist, sind die Kategorien des CoreNLP-Frameworks
nicht dnderbar.

Geteilter Bildschirm

In Zusammenhang mit Aufgabe 1 (VisWeekAbstracts) kam der Wunsch auf, einen geteilten
Bildschirm zur Verfiigung zu stellen. In dieser Aufgabe ging es um einen Vergleich zwischen
der Word-Cloud mit aktivierter und deaktivierter Lemmatisierung. Ein Teilnehmer hatte
die Idee, dass ein geteilter Bildschirm hier einen Mehrwert bieten konnte, da der Anwender
sonst gezwungen ist, hin- und herzuschalten und sich die Ergebnisse zu merken. Das gleiche
Prinzip gilt fiir weitere Einstellungen wie beispielsweise die Multiworter. Obwohl dieses Fea-
ture einen Mehrwert fiir vergleichende Aufgaben darstellen konnte, ist die Implementierung
duflert fragwiirdig. Hat ein Anwender den Wunsch, mehrere Word-Clouds, die sich in jeweils
einer Einstellung unterscheiden, zu vergleichen und sie gleichzeitig auf dem Bildschirm
sehen zu konnen, so sei ihm empfohlen, das Programm mehrfach zu 6ffnen. Um nicht
unnotig Zeit zu verlieren, sollte die Word-Cloud samt verarbeitetem Text gespeichert und
anschlieflend entsprechend oft neu gestartet werden. Fiir jede neue Instanz des Programms
muss nun lediglich der bindr gespeichert Text geladen und die entsprechende Einstellung
angepasst werden. Auf diese Weise kommt der Anwender zu einem geteilten Bildschirm mit
maximaler Flexibilitit, was die Grofle und Anzahl der einzelnen Word-Clouds angeht.

8o



5.8. Diskussion

Zusatzliche Filterauswahlméglichkeiten

Insgesamt stehen dem Benutzer 17 Filter zur Verfiigung. Des Ofteren ist es hilfreich, alle
Filter zu aktivieren oder auch nur einen einzelnen. Um fiir den Wechsel dieser beiden Zu-
stande nicht auf 16 Filter klicken zu miissen, stehen zwei Auswahlmoglichkeiten bereit. Eine
Auswahlmoglichkeit (,,show all”) aktiviert, die andere (,,hide all”) deaktiviert alle Filter auf
einmal. Mit Zuhilfenahme dieser beiden Auswahlmdoglichkeiten kann zwischen den beiden
beschriebenen Zustanden mit einem beziehungsweise zwei Mausklicks gewechselt werden,
abhingig von der Richtung. Doch auch wenn nur ein einziger Filter aktiv ist und ein anderer
allein aktiviert werden soll, sind zwei Mausklicks vonnoten. Diese beiden Szenarien waren
in den Aufgaben sehr hdufig gegeben. Einige Teilnehmer stellten deshalb die Frage, ob eine
Moglichkeit existiert, einen Filter exklusiv auszuwéhlen (und alle anderen zu deaktivieren).
Tatsdchlich besteht diese Moglichkeit, indem mit der rechten Maustaste auf einen Filter
geklickt wird. Da die rechte Maustaste jedoch wenig intuitiv fiir diese Funktion ist, wurde
dieses Feature bei der Einfithrung nicht vorgestellt. Eine andere Moglichkeit, die exklusive
Auswahl eines Filters mit nur einem Mausklick zu bewerkstelligen, besteht in der Zuhilfenah-
me einer bestimmten Taste. Da diese Variante umstdndlich und nicht wesentlich intuitiver ist,
fiel die Wahl auf die bisher unbelegte rechte Maustaste. Trotz des nun vorhandenen Wissens
der Teilnehmer um dieses Feature kam es nur unmittelbar nach der Erklarung zum Einsatz,
kurze Zeit spater wurde wieder die Variante mit zwei Mausklicks gewihlt. Dieses Verhalten
bestdtigte zwar die Vermutung beziiglich der mangelnden Intuitivitdt der rechten Maustaste
fir dieses Feature, zeigte jedoch auch, dass es eher eine untergeordnete Rolle spielt und die
Nutzer mit dem zuséitzlichen Mausklick zurechtkamen.

Beziiglich der Filterauswahl fiel im Verlauf der Studie ein weiteres Szenario auf, fiir welches
ein Teilnehmer einen Optimierungswunsch duflerte. Grundsitzlich sind die Filter in die
beiden Gruppen Wortart und Kategorie aufgeteilt, wobei jede Gruppe die gesamte Wort-
menge abdeckt. Sind beispielsweise alle einzelnen Filter der Wortarten aktiviert, so zeigt die
Word-Cloud alle Worter an. Jede Verdnderung einer Filterauswahl in der Kategoriegruppe
wird somit wirkungslos, da der Wortmenge nichts mehr hinzugefiigt werden kann, das nicht
bereits enthalten ist. Unter Beriicksichtigung dieses Wissens wihlten einige Teilnehmer stets
eine der beiden Gruppen komplett ab. Da fiir dieses Szenario in jedem Fall mindestens acht
Mausklicks notig sind, kam der Wunsch auf, die oben vorgestellten Auswahlmoglichkei-
ten (,,hide all” und ,show all”), welche fiir alle Filter gelten, zusitzlich fiir jede Gruppe
anzubieten, sodass mit einem Mausklick eine komplette Gruppe aktiviert und deaktiviert
werden kann. Jedoch miissten auch nachdem eine komplette Gruppe aktiviert und die
andere deaktiviert ist, Bestandteile der aktivierten Gruppe deaktiviert werden, um eine
Filterung zu ermdglichen. Die Verwendung dieser Funktionen wiirde sich also erst dann
lohnen, wenn mehr als die Halfte aller Bestandteile einer Gruppe aktiviert werden sollen,
was jedoch in keiner der Aufgaben hilfreich gewesen wire. Da diese vier zusétzlichen
Auswahlméglichkeiten einerseits fiir Verwirrung sorgen konnten, da der Uberblick unter
ihnen leiden wiirde, und andererseits kein ersichtlicher Mehrwert gewonnen werden kann,
wurden diese zusdtzlichen Auswahlmoglichkeiten verworfen.
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Reset-Button

Da die Aufgaben meist unterschiedlicher Natur waren und entsprechende Einstellungen
angepasst werden mussten, schlug ein Teilnehmer vor, einen Reset-Button hinzuzufiigen, der
nach jeder vollendeten Aufgabe betétigt werden kann. Dieser Button sollte die Funktionalitét
besitzen, alle bisher ausgewdhlten Worter aus der Auswahl zu entfernen, da diese oft
vernachldssigt wurde. Fiir die meisten Aufgaben war anfinglich die gesamte Word-Cloud zu
betrachten, deshalb wire die Aktivierung aller Filter eine weitere hilfreiche Funktionalitat des
Reset-Buttons. Was Einstellungen wie Lemmatisierung, Multiwdrter und Ahnliches angeht,
tallt es zunehmend schwerer, eine sinnvolle Vorbelegung zu treffen, da dies sehr von den
Aufgaben abhdngig ist. Infolge dessen muss der Reset-Button entweder konfigurierbar sein
oder sich auf die beiden erstgenannten Funktionalitdten beschranken. Da der Einsatz solch
eines Buttons tiberwiegend bei Aufgaben Sinn macht und weniger im tdglichen Gebrauch,
wiirde eine Konfiguration des Buttons einen wenig lohnenswerten Aufwand darstellen.
Sowohl fiir die Zuriicksetzung der Auswahl als auch die Aktivierung aller Filter existiert
jeweils ein entsprechender Button. Da oft nur eine der beiden Funktionalitdten benotigt
wird und die unter einem zusitzlichen Button leidende Ubersichtlichkeit den minimalen
Mehrwert nicht rechtfertigt, wurde dieser Reset-Button nicht implementiert.

Benutzeroberflache

Beziiglich der Benutzeroberfliche wurden einige Verbesserungen vorgeschlagen, die allesamt
umgesetzt wurden. Es handelte sich dabei unter anderem um Benennungen von Labels.
Wurden beispielsweise mehrere Worter ausgewdhlt, die keinen Satz gemeinsam hatten,
zeigte die Word-Cloud das Label , Too many selections!” an. Hier wurde zurecht angemerkt,
dass der Wortlaut nicht zwingend zutreffend ist, da nicht die Anzahl der ausgewé&hlten
Worter Grund fiir die Anzeige sein muss, sondern diese ebenso durch die Tatsache, dass
mindestens zwei Worter nicht in den gemeinsamen Sédtzen vorkommen, hervorgerufen
werden kann. Demzufolge wurde der Wortlaut in ,,No common sentence found!” gedndert.
Auflerdem wurde das Wort ,,co-occurrence” durch ,relation” ersetzt, da es den meisten
Anwendern auf Anhieb mehr sagt. Fiir jedes Wort gibt es einen absoluten Zahler, der sich auf
die Vorkommen im gesamten Text bezieht, und einen relativen Zahler, der die Haufigkeit im
Zusammenhang mit der Auswahl und den aktivierten Filtern reprasentiert. Viele Teilnehmer
wussten mit der Darstellung der Zihler, beispielsweise 3(8), nichts anzufangen und fragten
mehrmals nach, deshalb steht nun vor jedem Zahler seine jeweilige Bedeutung. Dass, bei
Ubereinstimmung von relativem und absolutem Zahler, nur eine Zahl angezeigt wurde,
irritierte einige Teilnehmer, weshalb nun standig beide Zahler angezeigt werden. Ahnlich ging
es einigen mit der Anzeige der gemeinsamen Sitze, die nur auftauchte, sobald eine Auswahl
getroffen wurde und die Maus auf ein Wort gefahren wurde. Auch diese Anzeige wird nun
standig dargestellt. Viele Teilnehmer wiinschten sich eine Gruppierung der Zahleranzeigen,
da diese bislang teilweise rdaumlich getrennt dargestellt wurden. Da nichts gegen diesen
Wunsch sprach, wurde er dankend umgesetzt.
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6. Diskussion und Ausblick

In diesem Kapitel werden die Ergebnisse der Arbeit zusammengefasst und diskutiert. Dar-
tiber hinaus werden Ankniipfungspunkte und Erweiterungsmoglichkeiten dargestellt.

6.1. Zusammenfassung

Im Rahmen dieser Diplomarbeit wurde ein interaktiver Ansatz fiir die visuelle Analyse von
Textdokumenten entwickelt. Die verwendete Visualisierungstechnik baut auf dem Prinzip
der Word-Cloud auf und bietet neben unterschiedlichen Layouts interaktive Funktionalitdten,
welche die visuelle Analyse von Textdokumenten unterstiitzen. Die dafiir notwendige Verar-
beitung von Textkorpora basiert auf dem CoreNLP-Framework der Universitdt Stanford [cor]
und wurde um einige niitzliche Funktionalitidten erweitert. Die Konzeption der Funktionali-
taten entstammt teilweise der Inspiration durch verwandte Arbeiten, einige Funktionalitidten
wurden dagegen erst im Verlauf der Arbeit entwickelt. Durch die Optimierung der Ablaufe
und Datenstrukturen bietet dieses Programm ein gutes Nutzererlebnis, was die Ergebnisse
der qualitativen Nutzerstudie bestdtigten. Durch die Evaluation konnten dariiber hinaus
einige Verbesserungsvorschlidge gesammelt werden, welche grofitenteils in die Arbeit einflos-
sen. Erwdhnenswert aus den Ergebnissen der Studie ist, dass alle Teilnehmer den Einsatz
dieses Programms fiir bestimmte Aufgaben in der Visualisierung fiir sinnvoll erachten und
ihr Interesse daran bekundeten. Als Einsatzbereich konnten sich die Teilnehmer besonders
die Suche in Literaturarchiven sowie das Herausfinden und Darstellen von Abhingigkeiten
vorstellen. Da der Ansatz weiterhin Verbesserungspotential besitzt, werden nach dessen
Diskussion Ankntipfungspunkte vorgestellt.

6.2. Diskussion

Die Konzeption als interaktive Word-Cloud lief3 erfreulich wenige Wiinsche offen, da viele
Vorteile der verwandten Arbeiten und Ansédtze vereint werden konnten. Auf diese Weise
konnten beispielsweise mehrere Layouts angeboten werden, von denen der Anwender das
jeweils passende auswihlen kann und nicht dazu gezwungen ist, mit den Nachteilen eines
einzelnen Layouts auskommen zu miissen. Die Interaktivitdt ermdglichte zudem, sémtliche
Funktionalitdten und Einstellungen optional zu gestalten und somit eine Uberladung der
Word-Cloud zu vermeiden.



6. Diskussion und Ausblick

Auch die Integration herkommlicher Analysemethoden wie beispielsweise einer Suchfunkti-
on konnte das Konzept aufwerten und machte einen Vergleich zwischen Word-Cloud und
Suchfunktion hinfillig, da der Anwender stets die bevorzugte Methode verwenden kann,
ohne auf die andere verzichten zu miissen. Die Nutzerstudie bestétigte den Erfolg dieser
Symbiose.

Die eigenen Ideen, wie beispielsweise filter- und colorierbare Wortarten anzubieten, er-
wies sich bei einigen Aufgaben als tiberaus niitzlich und stiefS bei den Teilnehmern der
Nutzerstudie auf positive Resonanz.

Eine Evaluation des Ansatzes durchzufiihren, erwies sich als sehr hilfreich, um niitzliches
Feedback, Verbesserungsvorschldge und neue Ideen zu erhalten. Dariiber hinaus konnten
die Experten auf dem Gebiet der Visualisierung bestdtigen, dass das Programm intuitiv
bedienbar ist, und halten den Einsatz des Programms fiir bestimmte Aufgaben der visuellen
Analyse fiir sinnvoll.

Dass wihrend der Nutzerstudie keine weiteren Einstellungen des Programms vermisst
wurden, ldsst auf eine gute Abwagung der ausgelagerten Einstellungen schliefSen (siehe
Abschnitte 4.3.4 und 4.3.5).

Besonders anhand der Ergebnisse der Nutzerstudie zeigte sich der Nutzen und die Ef-
tektivitat der Vorschaufunktionen von Filtern und Kookkurrenzen. Obwohl die durch die
Vorschaufunktionen hervorgehobenen Worter nicht die vollstindige Menge der Funkti-
onsergebnisse abdecken, geniigten diese oftmals fiir das Losen der Aufgaben, wodurch
viel Zeit gespart werden konnte. Besonders im Hinblick auf grofiere Textkorpora bieten
diese Vorschaufunktionen enorme Vorteile, da sie lediglich von der Anzahl der angezeigten
Tags (nicht von der Gesamtanzahl) abhdngen und demzufolge nicht von einer Skalierung
beeinflusst werden.

Das Persistieren von verarbeiteten Textkorpora und getroffenen Einstellungen (siehe Ab-
schnitt 3.11) war besonders fiir die Durchfiihrung der Nutzerstudie von grofsem Vorteil, um
gleiche Ausgangsbedingungen zu garantieren und mehrmalige Verarbeitung der Textkorpora
zu vermeiden.

Obwohl wahrend der Konzeption und Implementierung stets darauf geachtet wurde, die
Verarbeitung sehr umfangreicher Textkorpora zu unterstiitzen, konnte diese Zielsetzung
nur bedingt umgesetzt werden. Die Limitierungen des Programms sind in Abschnitt 4.5.6
veranschaulicht und werden im Ausblick aufgegriffen. Betroffen von einer Skalierung des
Textumfangs sind neben den benotigten Ressourcen die Rechenzeiten, die benttigt werden,
um Layouts und Kookkurrenzen zu berechnen sowie Filterungen durchzufiihren.

Der fiir das CoreNLP-Framework benoétigte Arbeitsspeicher erschwert eine Verwendung
dieses Ansatzes als Applet oder Komponente erheblich, weswegen das Konzept dieser Arbeit
von einer als Komponente konzipierten Visualisierung zu einem eigenstdndigen Programm
angepasst wurde.
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6.3. Ausblick

Da der Ansatz in unterschiedlicher Hinsicht Verbesserungspotential besitzt, werden in
diesem Abschnitt Ankniipfungspunkte und Weiterentwicklungsmoglichkeiten vorgestellt.
Einige dieser Punkte wurden in der Arbeit bereits diskutiert, sollen in diesem Abschnitt
jedoch nochmals erwihnt werden, um einen kompletten Uberblick zu gewahrleisten.

Multilingualitat

Das Konzept beschrankt sich bisher auf die Verarbeitung von englischsprachigen Texten. Je-
doch wurde wihrend der Implementierung stets darauf geachtet, die Unterstiitzung weiterer
Sprachen zu ermoglichen. Da dieser Ansatz auf dem CoreNLP-Framework [cor] aufbaut, ist
auch in diesem eine Unterstiitzung weiterer Sprachen notwendig. Hierzu existieren bereits
Erweiterungen, die beispielsweise eine Erkennung von Kategorien fiir die deutsche Sprache
ermoglichen [FP10], welche lediglich integriert werden miissten.

Erweiterung der Layoutpalette

Da der zeitliche Rahmen dieser Arbeit eine Implementierung des gruppierten Layouts (,,clus-
tered layout”) verhinderte, hierdurch jedoch ein Mehrwert fiir den Benutzer geboten werden
konnte, sollte dieses Layout implementiert werden. Besonders hinsichtlich thematischer Zu-
sammenhdnge konnte dieses Layout iiberzeugen [LZTog] und kénnte den hier dargestellten
Ansatz dahingehend erweitern und aufwerten.

Erweiterung der Datenstruktur

Die Einfachheit der Datenstruktur macht eine Berechnung der gewtinschten Informationen
in Echtzeit sowie eine fliissige Bedienung des Programms moglich (sofern der Textkorpus
keine extremen Ausmafie annimmt). Wie in Abschnitt 5.8.2 unter ,,Angepasste Informatio-
nen” bereits erwédhnt, bringt diese Vereinfachung jedoch auch Ungenauigkeiten mit sich,
welche fiir einen groben Uberblick iiber den Textkorpus keine grofle Bedeutung haben,
durch eine komplexere Datenstruktur jedoch vermieden werden kdnnen. Diese Datenstruk-
tur hitte neben einem erhdhten Speicherbedarf eine gestiegene Rechenzeit zur Folge, was
einen negativen Einfluss auf die Bedienbarkeit mit sich bringen konnte. Da diese komplexe
Datenstruktur fiir die visuelle Analyse jedoch zweifellos einen Mehrwert bieten kann, ist
eine Implementierung und Erprobung sinnvoll. Abhéngig von der Bedienbarkeit sollte die
komplexe Datenstruktur optional konzipiert werden und mit der bisherigen koexistieren, da-
mit sowohl eine fliissige Bedienbarkeit gewdhrleistet ist als auch fiir exakte Analyseaufgaben
auf die komplexe Datenstruktur zuriickgegriffen werden kann.
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Erweiterung der Suchfunktion

Wie in Abschnitt 5.8.2 unter , Autovervollstindigung” ausfiihrlich diskutiert wurde, konnte
das Suchfeld um Funktionalitdten hinsichtlich einer Autovervollstindigung oder einer
Anzeige sinnvoller Ergdanzungsvorschldage erweitert werden.

Textview-Komponente

Unabhéngig von dem potentiell integrierten Textviewer konnte eine Textview-Komponente
entwickelt werden, die mit Informationen aus diesem Programm aufgerufen werden kann
und eigene Funktionalitdten mit sich bringt. Neben den relevanten Sitzen (siehe Abschnitt
5.8.2 unter , Textviewer”) sollte der Textviewer in der Lage sein, den kompletten Textkor-
pus anzuzeigen und dabei die relevanten Sitze oder/und Worter hervorzuheben. In dem
Textviewer sollten ebenfalls die tiblichen Funktionalitidten wie beispielsweise die Einstellung
der Schriftart und -grofle integriert sein. Dariiber hinaus konnte eine solche Textview-
Komponente weiteren Programmen oder Komponenten der visuellen Analyse einen Mehr-
wert bieten.

Erweiterung der Word-Cloud-Anzeige

Im Rahmen der Evaluation wurde eine Erweiterung der Word-Cloud-Anzeige gewiinscht,
um die Worthaufigkeiten im Word-Cloud-Bereich ablesen zu konnen (siehe Abschnitt 5.8.2
unter ,,Anzeige der Worthdufigkeit in der Word-Cloud”). Auch wenn diese Erweiterung
keine neue Funktionalitdt mit sich bringt, konnte sie dennoch implementiert werden, um den
Bedienkomfort zu erhohen. Die Realisierung dieser Informationserweiterung konnte sich
an die Interaktionsmoglichkeit der in Abschnitt 2.2.4 vorgestellten Arbeit (Tagul) anlehnen
und neben der Worthdufigkeit weitere Informationen beinhalten. Jedoch sollten diese Erwei-
terungen der Word-Cloud optional gestaltet werden, da sie bei einigen Analyseaufgaben
durchaus hinderlich sein konnen.

Leistungssteigerungen

Wie in Abschnitt 4.5.6 ersichtlich wird, ist dieser Ansatz hinsichtlich des Umfangs des
Textkorpus nicht beliebig skalierbar. Tabelle 4.1 ist beispielsweise zu entnehmen, dass die
Verarbeitung eines Textes mit 17307 KB (2814432 Worter) beinahe fiinf Stunden (auf dem
getesteten Rechner) in Anspruch nimmt. Verantwortlich dafiir sind hauptsachlich die Verar-
beitungen durch das CoreNLP-Framework sowie deren Korrekturen (siehe Abschnitt 4.5.2).
Einerseits kommen hier Algorithmen mit quadratischer Laufzeit zum Einsatz, andererseits
wird fiir die Verarbeitung nur ein einziger Prozessorkern verwendet. Um grofsere Textkorpora
verarbeiten zu konnen, liegt die Uberlegung nahe, ein schnelleres Framework zu verwenden,
das in seinen Funktionen etwas beschrankter ist (beispielsweise Stemming anstelle von
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Lemmatisierung). Dariiber hinaus konnte die Unterstiitzung mehrerer Prozessorkerne eine
erhebliche Beschleunigung mit sich bringen.

Da die Verarbeitung solch extrem umfangreicher Textkorpora nicht fiir jeden Anwender
eine Rolle spielt, sollte das CoreNLP-Framework optional ausgewihlt werden, damit die
Entscheidung zwischen Genauigkeit und Schnelligkeit dem Anwender selbst obliegt.






A. Anhang

A.1. Die wichtigsten Datenstrukturen

Listing A.1 Die Klasse ,Tag”

public String word;

public String frequentWordform;

public int absoluteCount;

public int count;

public int fontSize;

public Rectangle rectangle;

public boolean isStopWord;

public boolean selected;

public boolean multiword;

public HashMap<String, Integer> tagList;
public HashMap<Integer, Integer> poslList;
public HashMap<Integer, Integer> nelList;
public HashMap<String, Integer> multiwords;
public HashSet<Integer> sentencelist;

Listing A.2 Die Klasse ,,SortedLabels”

public String text;

public HashMap<Integer, Sentence> sentences;
private TreeSet<Tag> lemmaTags;

private TreeSet<Tag> lemmalessTags;

private TreeSet<Tag> workingSet;

public int min;

public int max;

private Integer[] frequencies;

public SpinnerListModel spinnerModel;

public TreeSet<Tag> selectedLabels;

private HashSet<String> visLabels;

public HashMap<String, Integer> coOccurrenceTags;
private Tag coOccTag;

public boolean noNe;

public int minimum;




A. Anhang

Listing A.3 Die Klasse ,,Config” (Interne Konfiguration)

public String config FileName = "internal_config.data";
public String sortedlLabels_FileName = "lastTextFile.data";
public String activatorForDroppedLastTextFiles = "Restore file:\n";
public boolean orderByFrequency = false;

public boolean circularLayout = false;

public Color colorDefault = Color.black;

public Color colorHighlight = Color.blue;

public Color colorSelected = Color.red;

public Color colorPreview = Color.blue;

public Color colorCoOcc = Color.yellow;

public String fontName = "Lucida Grande";

public int gapX = 5;

public int gapY = 0; //3

public int fontMax = 48;

public double proportion = 0.75;

public boolean logarithmic = false;

public int CoOccAlphaMin = 32;
public int threshold = 1;
public int minCoOcc = 1;
public int minWordLength = 3;
public int maxMultiwords = 15;

public boolean getMultiwords = true;

public boolean autofill = true;

public boolean hideStopwords = true;

public boolean colorizeP0S = false;

public boolean jumpToSearchLabel = false;

public boolean enableStopwordEditing = false;

public HashSet<Integer> posFilter = new HashSet<Integer>();

public HashSet<Integer> neFilter = new HashSet<Integer>();

public boolean[] posValues = new boolean[]{true, true, true, true, true, true,
true, true, true};

public boolean[] neValues= new boolean[]{true, true, true, true, true, true, true,

truel};

public String[] posCategories = new String[]{"Noun", "Verb", "Adjective", "Adverb",
"Preposition", "Cardinal", "Pronoun", "OTHER", "Interjection"};

public String[] neCategories = new String[]{"Person", "Location", "Organization",

"Date", "Time", "Money", "Numeric", "OTHER"};
public boolean uselemma = true;
public boolean highlightCoOccurrences = true;
public boolean multiwords = true;
public boolean exactCalc = false;
public HashMap<String, Integer> posMap = new HashMap<String, Integer>();
public HashMap<String, Integer> neMap = new HashMap<String, Integer>();
private String emergencyFilter = "No filter selected!";
private String emergencySelection = "No common sentence found!";
private String emergencyElse = "No tags to display!";
public boolean startInFullScreen = true;
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A.2. Evaluation

Auf Abbildung A.1 ist der Ishiharatest fiir die Feststellung von Farbfehlsichtigkeiten zu
sehen. Darauf folgen die Aufgabenblatter mitsamt Hinweisbldttern sowie der Fragebogen.
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Abbildung A.1.: Ishiharatest [ish11]
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Sportnews

Hint: Sometimes filtering/selecting may be helpful!
[Tipp: Filter und Selektionen kénnen sehr hilfreich sein und die Suche stark beschleunigen!]

Task 1
a) What's the most frequently mentioned score? (like 4-4)
[Welches Endergebnis kommt am haufigsten vor? (wie z.B. 4-4)]

b) Is the dollar the most frequently mentioned currency (Money)?
[Ist der Dollar die am haufigsten vorkommende Wihrung?]

() ves (] No, it’s:

¢) Which day of the week and which month are the most frequently mentioned?
[Welcher Wochentag und welcher Monat wird jeweils am haufigsten erwihnt?]

Day of the week: Month:

Task 2
a) What's the most frequently mentioned score concerning Wimbledon?
[Welches Endergebnis taucht im Zusammenhang mit Wimbledon am héufigsten auf?]

b) What's the name of the person who was the champion of Wimbledon? (Full name)
Hint: To get first- and last name combined, it’s helpful to activate multi-words!
(View > Show multi-words)
[Wie heift der damalige Champion des Wimbledon? (Vor- und Nachname)
Tipp: Um Vor- und Nachnamen zusammen zu sehen, kénnen Multiwords verwendet werden! (View > Show multi-words)]

¢) On which day of the week are (game-) results most often published?
[An welchem Wochentag war mit Spielergebnissen zu rechnen?]

Day of the week:
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Task 3
a) Have there been more winnings or loses in the most frequently mentioned month? (1c)
[Wurden im haufigst-genannten Monat mehr Spiele gewonnen oder verloren? (siehe 1c)

Count of winnings: Count of loses: Answer:

b) What seems to be the most important discipline on the most frequently mentioned day? (1c)
[Welche Sportart wird am hiufigst-genannten Tag besonders oft erwihnt? (siehe 1c)]

¢) Who was the most important person for ‘Ferrari’? (Full name)
[Welche Person war fiir ,Ferrari’ besonders wichtig? (Vor- und Nachname)]

Task 4
a) With which kind of sport can the ‘Blacks’ be linked and what seems to be their favorite score?
[Um welche Sportart handelt es sich bei den ,Blacks’ und was scheint deren Lieblingsergebnis zu sein?]

Kind of sport: Favorite score:

b) Which person seems to play an important role in this team and why?
[Welche Person spielt in diesem Team eine wichtige Rolle und warum?
(Welche Eigenschaft lasst sich iiber diese Person herausfinden)]

Person: Reason:

c) Search for Olympic champions. Who are the most frequently mentioned male and female
champions? (Full name)
Hint: Linford Christie is not female!
[Gesucht werden zwei olympische Champions, wie heift der meistgenannte Mann, wie die meistgenannte Frau unter
ihnen? (Vor- und Nachname)
Tipp: Linford Christie ist nicht weiblich!]

Male: Female:

d) In which location were the most games lost?
[Wo wurden die meisten Spiele verloren?]
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VisWeekAbstracts

Task 1
a) What's the verb that’s most frequently related with ‘algorithm’?
[Welches Verb steht am hiufigsten mit ,algorithm’ in Zusammenhang?]

Verb:

b) What does the result (from above) look like without using lemmatization? Any ideas why?
Instruction: Turn off the lemmatization (View > Use lemmatization)
[Wie sieht das Ergebnis aus, wenn man ohne Lemmatisierung arbeitet? Eine Idee woran es liegt?
Anweisung: Lemmatisierung ausschalten (View > Use lemmatization)]

Verb: Possible reason:

¢) How many different word-forms of the two verbs can be found?
Instruction: Turn on the lemmatization (View > Use lemmatization)
[Wie viele verschiedene Wortformen der beiden Verben kommen in diesem Text vor?
Anweisung: Lemmatisierung anschalten (View > Use lemmatization)]

Verbla: wordforms Verb1b: wordforms

Task 2
a) Which person is linked to the topic ‘cells’?
[Welche Person wird mit dem Thema ,cells’ in Verbindung gebracht?]

Person:

b) What's the ‘Nyquist’ ‘theory’ probably about?

[Um was scheint es in der ,Nyquist’ ,theory’ zu gehen?]
It has something to do with:

¢) Which noun is closely related to the Russian mathematician and physicist ‘Lyapunov’?
[Welches Substantiv fallt am haufigsten wenn es um den russischen Mathematiker und Physiker ,Lyapunov’ geht?]

Noun:

d) Concerning colors, what’s the most frequently related adjective?
[Welches Adjektiv kommt am hiufigsten im Zusammenhang mit ,color’ vor?]

Adjective:

e) How many sentences do share ‘visualization’ and ‘information’?
[In wie vielen Satzen kommt sowohl ,visualization’ als auch ,information’ vor?]

Count of common sentences:

f) Is the word ‘decision’ mostly linked with past or future?
[Wird ,decision’ haufiger mit der Vergangenheit oder Zukunft verbunden?]

D Past C] Future D Equally
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Task 3

The following task has to be solved without clicking any filter and without colorizing Part-Of-Speech!
Instruction: Turn off colorizing Part-Of-Speech (View > Colorize POS)

Hint: You may use hovering!

[Fiir die folgende Aufgabe sollen keine Filter geklickt und keine farbliche Hervorhebung der Wortarten verwendet werden!
Anweisung: Farbliche Hervorhebung der Wortarten ausschalten (View > Colorize POS)

Tipp:  Uber die Filter zu fahren ist erlaubt. ]

Concerning ‘curves’, which is the most frequently mentioned adjective and who is the most
frequently related person?
[Es geht um ,curves’: welches Adjektiv und welche Person wird am hiufigsten damit verbunden?]

Adjective: Person:

Task 4
The following task has to be solved without clicking a word or filter and without Searching!
Hint: The color-saturation (= co-occurrence frequency) can be changed by raising (up to 14)
the minimal co-occurrence-count. (Options > Set minimal co-occurrence count)
For Determing whether it’s a noun, colorizing Part-Of-Speech can help (View > Colorize POS)

[Fiir die folgende Aufgabe soll weder auf ein Wort geklickt werden, noch diirfen irgendwelche Filter benutzt werden.

Die Suche ist ebenfalls tabu!

Tipp: Um die Unterscheidung der Gelbsdttigung leichter zu machen, kann der minimale co-occurrence count (auf bis zu
14) erhéht werden (dafiir auf Options klicken). Um Festzustellen ob es sich um Substantive handelt, ist es hilfreich
die farbliche Hervorhebung der Wortarten zu aktivieren |

Concerning ‘participants’, which are the two most frequently mentioned nouns?
[Es geht um ,participants’: Welche zwei Substantive stehen am Engsten damit in Verbindung?]

Noun 1: Noun 2:
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Sportnews - Hints

Task 1
a) A score is detected as Cardinal (Part-Of-Speech) or Numeric (Category).
[Ein Endergebnis wird als Cardinal (Part-Of-Speech) oder Numeric (Category) erkannt.]

b) Filtering by ‘Money’ makes the result more manageable.
[Ein Filtern nach ,Money’ erleichtert die Suche erheblich.]

c) Filtering by ‘Date’ makes the result more manageable.
[Ein Filtern nach ,Date’ erleichtert die Suche erheblich.]

Task 2
a) Selecting ,Wimbledon’ is necessary. A score is detected as Cardinal / Numeric.
[[Wimbledon’ muss ausgewihlt werden. Ein Endergebnis wird als Cardinal oder Numeric erkannt.]

b) The words ‘Champion’ and ‘Wimbledon’ have to be selected, now hovering over the
filter ‘Person’ or filtering by ‘Person’ leads to the goal.
[[Wimbledon’ und ,Champion’ miissen ausgewahlt werden und es hilft iiber ,Person’ zu fahren oder danach zu filtern. ]

c) Selecting ‘Result’ is necessary and hovering over or filtering by ‘Date’ can help.
[,Result’ muss ausgewahlt werden, dariiber hinaus hilft es iiber ,Date’ zu fahren oder danach zu filtern.]

Task 3
a) Selecting ‘August’ is necessary and looking for verbs (win and lose) speeds up the search.
[,August' muss ausgewahlt werden und iiber ,Verb’ zu fahren oder danach zu filtern hilft.]

b) Selecting ‘Saturday’ is necessary and looking for nouns can help a little.
[,Saturday' muss ausgewdahlt werden und iiber ,Noun’ zu fahren oder danach zu filtern hilft.]

c) Selecting ‘Ferrari’ is necessary and hovering over or filtering by ‘Person’ can help.
[,Ferrari’ muss ausgewdahlt werden und iiber ,Person’ zu fahren oder danach zu filtern hilft.]

Task 4

a) Selecting ‘Blacks’ is necessary, a score is detected as Cardinal (Part-Of-Speech) or
Numeric (Category).
[Die ,Blacks’ miissen ausgewihlt werden, Spielergebnisse werden als Cardinal oder Numeric erkannt.]

b) Selecting ‘Blacks’ is necessary and hovering over or filtering by ‘Person’ helps a lot. For finding the
reason it is very helpful to select the important person.
[Die ,Blacks’ miissen ausgewahlt werden und iiber ,Person’ zu fahren oder danach zu filtern hilft. Um den Grund
herauszufinden hilft es sehr, diese Person zu selektieren und alle Filter anzuschalten]

) Selecting ‘Olympic’ and ‘Champions’ is necessary and filtering by ‘Person’ helps a lot.
[,0lympic’ und ,Champions’ miissen ausgewahlt werden, iiber ,Person’ zu fahren oder danach zu filtern macht das
Ergebnis deutlich iibersichtlicher.]

d) Selecting ‘games’ and ‘lost’ is necessary, hovering over or filtering by ‘Location’ helps a lot.
[.games’ und ,lost’ miissen ausgewahlt werden, iiber ,Location’ zu fahren oder danach zu filtern macht das Ergebnis
deutlich iibersichtlicher.]
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VisWeekAbstracts - Hints

Task 1

a) Selecting ‘algorithm’ is necessary and hovering over or filtering by ‘Verb’ helps a lot.
[,algorithm’ muss ausgewihlt werden, und iiber ,Verb’ zu fahren oder danach zu filtern hilft.]

b) Selecting ‘algorithm’ is necessary and hovering over or filtering by ‘Verb’ helps a lot.
[,algorithm’ muss ausgewihlt werden, und iiber ,Verb’ zu fahren oder danach zu filtern hilft.]

¢) Hovering over or filtering by ‘Verb’ should be done. The count of different wordforms can be
found in the Infopanel.

[Uber Verb’ zu fahren oder danach zu filtern ist wichtig. Die genaue Anzahl kann im Infopanel abgelesen werden.]

Task 2

a) Selecting ‘cell’ is necessary and hovering over or filtering by ‘Person’ helps a lot.
[,cell' muss ausgewdhlt werden und tiber ,Person’ zu fahren oder danach zu filtern hilft.]

b) Selecting ‘Nyquist’ and ‘theory’ is necessary.
[[Nyquist’ und ,theory’ miissen ausgewahlt werden.]

c) Selecting ‘Lyapunov’ is necessary and hovering over or filtering by ‘Noun’ helps a lot.
[.Lyapunov’ muss ausgewihlt werden und iiber ,Noun’ zu fahren oder danach zu filtern hilft.]

d) Selecting ‘color’ is necessary and hovering over or filtering by ‘Adjective’ helps a lot.
[,color' muss ausgewdahlt werden und iiber ,Adjective’ zu fahren oder danach zu filtern hilft.]

e) Atleast one of the words has to be selected, hovering over the second will show the common
sentences (bottom-right of the window) or you can read the (relative) count.
[Mindestens eines der Worter muss ausgewahlt sein. Fahrt man nun iiber das andere, so erscheint unten rechts die
Anzahl der gemeinsamen Sitze oder man kann jeweils oben den Zihler ablesen. ]

f) Selecting ‘decision’ is necessary and hovering over or filtering by ‘Date’ is helpful. The exact
count of occurrences can be found between the search and the panels.
[.decision’ muss ausgewahlt werden und iiber ,Date’ zu fahren oder danach zu filtern hilft. Die jeweilige Anzahl wird
beim Dariiberfahren zwischen der Suche und den Filtern angezeigt. |

Task 3
Selecting ‘curves’ is necessary and hovering over ‘Adjective’ / ‘Person’ helps a lot.

[,curves’ muss ausgewihlt werden und dann iiber ,Adjective’ / ,Person’ gefahren werden. Die Antwort muss komplett
gelb sein, da nach einem Adjektiv gefragt wird.]

Task 4
Turn on colorizing Part-Of-Speech (View > Colorize POS) for recognizing nouns.
To find ‘participants’, it’s helpful to use the alphabetical layout.
Hovering over ‘participants’ is necessary and setting the minimal co-occurrence count helps a lot.
[Zunichst ist es von Vorteil die farbliche Hervorhebung von Wortarten zu aktivieren falls nicht schon geschehen.
(View > Colorize POS) Um nun das Wort ,participants’ ohne Suche zu finden, bietet es sich, auf das alphabetisch
sortierte Layout zu wechseln. Um nun die damit zusammenhangenden Worte zu farblich markiert zu sehen, muss auf
das Wort gefahren werden. Um die Gelbsattigungsstufen eindeutiger unterscheiden zu konnen, kann der minimale
co-occurrence count (Options) auf bis zu 14 erhéht werden.
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A. Anhang

Fragebogen zur Experten-Evaluation beziiglich der interaktiven Tag-Cloud

Vielen Dank, dass Sie an der Experten-Evaluation beziiglich der interaktiven Tag-Cloud teilgenommen
haben. Der folgende Fragebogen wird nur fiir wissenschaftliche Zwecke im Rahmen dieser Evaluation
verwendet. Alle Angaben, die Sie machen, werden streng vertraulich behandelt. Ihre Daten bleiben

anonym, ein Riickschluss auf Ihre Person ist somit nicht mdglich. Bei diesem Fragebogen gibt es keine

richtigen und falschen Antworten.

1. Angaben zur Person:
Alter: Geschlecht: D mannlich D weiblich
2. Istbeilhnen eine Farbfehlsichtigkeit festgestellt worden (z.B. Rot-Griin-Blindheit)?

C] Ja C] Nein

3. Wie hoch wiirden Sie Ihre Englischkenntnisse auf einer Skala von 1-10 einschatzen?

gering | 1 2 3 4 5 6 7 8 9 | 10 | sehr gut

4. Sind Sie vor dieser Evaluation schon einer Tag-Cloud begegnet?

D Ja D Nein

5. Gab esirgendwelche Unklarheiten beziiglich der Aufgabenstellung?

D Ja D Nein

Wenn ja: Was war Ihnen unklar?

6. HatIhnen die Bearbeitung der Aufgaben Probleme bereitet?

D Ja D Nein

Wenn ja: welche?




A.2. Evaluation

7. Hatten Sie Probleme bei der Benutzung von Funktionen(Filter, Suche, Selektion, etc.)?

D Ja D Nein

Wenn ja: welche und womit?

8. Halten Sie den Einsatz dieser interaktiven Tag-Cloud fiir bestimmte Aufgaben in der

Visualisierung fiir sinnvoll?

D Ja D Nein

Wenn ja: Konnten Sie sich eine Situation oder Aufgabe vorstellen, bei denen dieser Einsatz

einen gewissen Mehrwert bieten kénnte?

9. Hitten Sie sich zusitzlichen Funktionen fiir die Bearbeitung der Aufgaben gewiinscht?

D Ja D Nein

Wenn ja: Welche?

10. Sind Thnen Verhaltensweisen von Funktionen oder Darstellungen/Riickmeldungen

aufgefallen, die Ihnen nicht intuitiv vorkamen?

D Ja D Nein

Wenn ja: Welche?

11. Haben Sie sonst noch irgendwelche Anmerkungen zur Evaluation?
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