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Kurzfassung

Arbeitnehmer werden aufgrund des demografischen Wandels immer &lter. Dies hat direk-
te Auswirkungen auf die Wirtschaft. Die Produktivitdtsreserven einer Gesellschaft miissen
mobilisiert werden, um dieser Entwicklung entgegenzutreten. Leistungsgewandelte und
leistungsgeminderte Menschen konnen mit Hilfe von Assistenzsystemen am Arbeitsplatz
ein selbstbestimmtes und produktives Arbeitsleben fithren. Dabei stellt die Benutzerinterak-
tion mit Assistenzsystemen einen Kernpunkt fiir die Akzeptanz dieser Systeme dar. In der
vorliegenden Diplomarbeit werden 2D und 3D Gesteneingaben an einem Assistenzsystem
am Arbeitsplatz fiir leistungsgewandelte und leistungsgeminderte Arbeiter untersucht. 2D
und 3D Gesten-Sets werden entwickelt und an einem Gesten-Interaktionssystem evaluiert.
Ziel dieser Arbeit ist die Ableitung von Design Richtlinien fiir die Entwicklung von Gesten
und die Feststellung einer geeigneten Gestenform fiir Assistenzsysteme am Arbeitsplatz im
Kontext leistungsgewandelter und leistungsgeminderter Arbeiter.

Workers are aging due to demographic changes. This has a direct impact on the economy.
The productivity reserves of a society must be mobilized to oppose this changes. Older
and impaired people can live an independent and productive working life with the help
of assistance systems in the workplace. The user interaction with assistance systems is a
centerpiece of the acceptance of these systems. In the present thesis 2D and 3D gesture inputs
are investigated on an assistance system in the workplace for older and impaired workers. 2D
and 3D gestures sets are developed and evaluated in a gesture interaction system. The aim
of this work is the derivation of design guidelines for the development of gestures and the
finding of a suitable gesture form for assistance systems in the workplace in the context of
older and impaired workers.
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1. Einleitung

1.1. Einfihrung

Der demographische Wandel in Deutschland hat nicht nur Auswirkungen auf den gesell-
schaftlichen Zusammenbhalt, die sozialen Sicherungssysteme, die Politik, sondern auch auf
die Wirtschaft. Das Wissenschaftsjahr 2013 des Bundesministeriums fiir Bildung und For-
schung zeigt mit dem Uberbegriff — Die demografische Chance — die aktuelle und steigende
Bedeutung dieses Themas fiir die Gesellschaft.

Die Altersverteilung der Bevolkerung verschiebt sich seit dem ersten drittel des 20. Jahrhun-
derts, genauer seit dem ersten Weltkrieg, zugunsten der alten und sehr alten Jahrgéange. In
mehreren Abwértswellen setzte ein irreversibler Geburtenriickgang ein, der zu der heutigen
geringen Geburtenrate fithrte. Lag der Altenquotient, der dem Quotient aus der Zahl der iiber
65-jahrigen und den erwerbsfahigen Menschen unter 65 Jahren entspricht, um 1900 noch bei
8,1, so lag er 2011 bei 33,7. Bevolkerungsvorausberechnungen sagen weiterhin einen tenden-
ziell deutlichen Anstieg des Altenquotienten voraus. Bis zum Jahr 2060 konnte dieser einen
Wert von {iber 67 erreichen (Bundesinstitut fiir Bevolkerungsforschung!). Diese Entwicklung
bedeutet also, dass der Altersdurchschnitt der Bevolkerung bis 2060 bei mehr als 50 Jahren
liegen wird, wobei 2003 der Altersdurchschnitt bei etwa 41 Jahren lag. Schon 2025 diirfte etwa
jeder vierte Erwerbsfahige &lter als 55 Jahre sein. Deutschland ordnet sich somit mit seiner
demographischen Entwicklung in den Trend der entwickelten Lander Europas ein.

Aus wirtschaftlicher Sicht hat diese Entwicklung weitreichende Folgen, bietet Gefahren und
Chancen. Um diese Folgen aufzufangen brauche es gesellschaftliche Reformen, Innovationen
und Ideen, mit denen sich die Produktivitdtsreserven innerhalb einer Gesellschaft mobilisieren
lassen. Unter diesem Aspekt liegt hier ein besonderer Fokus auf leistungsgewandelte, als
auch leistungsgeminderte Menschen.

In den nédchsten zehn Jahren werden die geburtenstarken Nachkriegsjahrgidnge aus dem Ar-
beitsleben ausscheiden. Als direkte Folge wird der Fachkraftemangel noch weiter zunehmen.
Die zunehmende Alterung der Bevolkerung und die geringere Anzahl an neuen Erwerbstati-
gen stellt die klassische Dreiteilung des Lebens in Ausbildung, Erwerbsleben und Ruhestand
in ihrer gegenwartigen Form auf den Priifstand. Auch im Alter miisse es normal werden,
zu arbeiten und sich weiterzubilden. Unternehmen miissen stirker auf die Erfahrungen
leistungsgewandelter Arbeitnehmer bauen, die im normalen Alterungsprozess korperliche

Lsiehe http://www.bib-demografie.de
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1. Einleitung

und geistige Einbuflen erlitten haben. Obwohl der Anteil der leistungsgewandelten Arbeit-
nehmer in Deutschland stetig wichst, betrug 2012 die Beschiftigungsrate zwischen den 55-
bis 64-jahrigen nur 62% (vgl. [SBKK13, S. 6]). Obwohl Deutschland im européischen Ver-
gleich damit im vorderen Drittel liegt, haben vor allem nordische Lander weiterhin deutlich
hohere Beschiftigungsraten. Arbeitnehmer werden in Zukunft ein langeres Erwerbsleben
haben und miissen auch im hoheren Alter aktiv an diesem teilnehmen konnen. Arbeitgeber
miissen darauf reagieren und Arbeitstitigkeiten und Arbeitsbedingungen an ihre Mitarbeiter
anpassen.

Auch leistungsgeminderte Menschen haben das Recht im Arbeitsalltag integriert zu werden
und eine an ihre Gegebenheiten angepasste Arbeit zu verrichten. Unternehmen, die mehr
als 20 Beschiftigte haben, werden per Gesetzt verpflichtet fiinf Prozent der Belegschaft mit
Menschen mit Behinderungen zu besetzen (vgl. [NPMP10, 2. Kapitel Beschiftigungspflicht]).
Diese Verpflichtung kann in einer Kooperation mit Werkstétten fiir behinderte Menschen
eingelost werden. Durch die Individualisierung von Produkten gibt es im produzierenden
Gewerbe einen Trend zur Kleinserie. Themen wie Variantenvielfalt und die Veredelung durch
Handarbeit sind aktuell. In der hochautomatisierten Massenfertigung ist die Produktion
von Kleinserien, als auch die Auslagerung dieser ins Ausland, fiir Unternehmen jedoch
unwirtschaftlich und wird hdufig an lokale Werkstéatten fiir behinderte Menschen verge-
ben (vgl. [Kor12]). Leistungsgeminderte Arbeiter bediirfen jedoch einer Fiihrung und einer
Aufsicht durch einen Betreuer. Diese individuelle menschliche Assistenz ist jedoch nicht
wirtschaftlich.

Auf Grund der gesellschaftlichen Entwicklung gibt es ein besonderes Interesse leistungs-
gewandelten, als auch leistungsgeminderten Menschen ein weitgehend selbstbestimmtes
und motivierendes Arbeitsumfeld zu schaffen. Assistenzsysteme sollen diese Aufgabe tiber-
nehmen, Arbeitnehmer unterstiitzen und fordern. Dabei stellt die Interaktion mit diesen
Systemen einen Kernpunkt fiir die Akzeptanz und Annahme dieser Systeme dar. Die Interak-
tion sollte moglichst natiirlich, intuitiv sowie leicht erlernbar sein (vgl. [KBST12]). Sie umfasst
die direkte Bedienung eines Systems durch Wischen, Tippen, Beriihren, Gesten oder Sprache.
Durch neue Entwicklungen in Technologien wie der Projektionstechnik, der Sensorik und
Kameratechnik entwickeln sich Assistenzsysteme weiter und konnen vielfdltig eingesetzt
werden.

Smartphones und Tablets sind zum Alltagsgegenstand geworden, Gestensteuerung durch
Beriihrung von Displays ist allgegenwirtig. Durch die Spieleindustrie und Nintendos? Wii
wurde die Bewegungssteuerung im dreidimensionalen Raum anwendergerecht. Seit Novem-
ber 2013 kann Microsofts® neue Spielekonsole Xbox One vollstindig durch dreidimensionale
Gesten gesteuert werden. Microsofts Xbox Kinect ermoglicht eine kostengiinstige Gesten-
steuerung im dreidimensionalen Raum. Im Bereich der Unterhaltungselektronik wird die
Interaktion mit Gerédten durch zwei- und vor allem dreidimensionale Gesten immer populérer.
Auch in der Industrie wird die Interaktion mit der Arbeitsumgebung durch Gesten in Zukunft
an Bedeutung gewinnen.

Zsiehe http://www.nintendo.com
3siehe http://www.microsoft.com
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1.2. Assistierende Arbeitsplatze in der Industrie

Die Erforschung gestenbasierter Benutzerschnittstellen wurde im Bereich der assistierenden
Systeme im Kontext eines Arbeitsplatzes fiir spezialisierte Arbeiter bislang weitgehend ver-
nachldssigt. Diese Arbeit will sich in diesem Kontext mit der Gesteninteraktion innerhalb
dieser Systeme befassen, zentrale Fragen nach dem Nutzen von Gesteneingaben beantworten
sowie abschlieflend Richtlinien fiir den Designprozess von Gesten fiir die zuvor erwédhnten
Systeme und dessen Anwender ableiten.

Economic
advantage/of
serializAti

degree of

serialization

“sweet spot”
for ASiPE

lot size

Abbildung 1.1.: Bei kleineren Produktionsmengen (x-Achse) und steigenden Produktvari-
anten (y-Achse) ist der Einsatz von realititserweiternden Assistenzsysteme
(engl. Assistive Systems in Production Environments, kurz ASiPE) wirtschaft-
lich. (vgl. [KSH12])

1.2. Assistierende Arbeitsplatze in der Industrie

Assistierende Systeme am Arbeitsplatz, welche den Arbeiter aktiv, oder auch passiv un-
terstiitzen sollen, werden in der Industrie seit Jahren eingesetzt. Vor allem finden in der
produzierenden Industrie diese Systeme Verbreitung. Mit dem Fortschritt der computerba-
sierten Systeme ist in den letzten 20 Jahren ein Trend zu hochentwickelten assistierenden
Systemen zu beobachten (vgl. [SPH10, BK12]). Von einfachen Bilderkarten entwickelten sich
diese Systeme bis hin zu ferniiberwachten Robotersystemen. Die Anforderungen der Industrie
an diese Systeme sind zum einen flexible Systeme die verschiedene Aufgaben 16sen konnen,
zum anderen Systeme die einfach und schnell zu konfigurieren sowie leicht zu erlernen sind.
Aus Arbeitersicht ergeben sich weitere Anforderungen, wie die mogliche Skalierbarkeit der
Systeme an die Fahigkeiten des Arbeiters (Komplexitdt der Arbeitsschritte), die Bereitstellung
motivierender Elemente und die Unterstiitzung des Arbeiters durch kontextsensitive Hilfe.
Das Design dieser Systeme stellt eine Herausforderung dar. Es soll Arbeiter unterstiitzen
und entlasten, ihre Moglichkeiten fordern und die Produktivitit steigern. Gleichzeitig soll
die Arbeit interessanter werden und mehr Freude machen. Im Ganzen soll der Einsatz dieser
Systeme die Wirtschaftlichkeit des Produktionsprozesses steigern.
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1. Einleitung

Assistierende Systeme am Arbeitsplatz kénnen in Systeme zu Lern- und Ubungszwecken
und Systeme zur Verbesserung und Ubernahme von Arbeitstitigkeiten eingeteilt werden. Die
letzteren konnen in drei grobe Bereiche gegliedert werden (vgl. [BKE*13]). Die Abbildung 1.2
zeigt diese Bereiche schemenhaft. Erstens durch Roboter unterstiitzte Systeme (engl. robotic
co-worker systems), zweitens ferniiberwachte Robotersysteme (engl. tele-supervised robotics)
und drittens realitdtserweiternde Systeme (engl. augmentation systems).

Roboter unterstiitzte Systeme ermoglichen es dem Arbeiter die Genauigkeit und Kraft eines
Roboters gezielt zur Losung von Problemen sowie zur Herstellung von Produkten einzusetzen.
Hierbei leitet der Arbeiter den Roboter und trifft Entscheidungen, zum Beispiel wie eine
schwere Autotiir zur Montage gedreht werden soll. Roboter unterstiitzte Systeme knnen an
verschiedene Anforderungen im Produktionsprozess angepasst werden und vereinigen die
Genauigkeit, Kraft und Geschwindigkeit einer Maschine mit der Flexibilitat, Kreativitdt und
Entscheidungsfindung eines Menschen.

Ferntiberwachte Robotersysteme geben dem Arbeiter die Moglichkeit Aufgaben durch einen
fernkontrollierten Roboter ausfiithren zu konnen. Der Arbeiter muss nicht am Ausfithrungs-
ort anwesend sein und ist somit keinen gefdhrlichen Bedingungen und Umwelteinfliissen
ausgesetzt. Ferniiberwachte Robotersysteme erlauben das Ausfiihren von Aufgaben auf sehr
kleinem und grofsem Raum, wobei der Arbeiter normalerweise auf diesen keinen Zugriff
hitte.

Realitdtserweiternde Systeme erleichtern dem Arbeiter wahrend der Produktion, der Montage
oder der Qualitdtssicherung die Durchfiihrung von Aufgaben. Sensoren zur Objekt- und
Personenerkennung unterstiitzten hierbei diese Systeme. Projektionen in den Arbeitsbereich
erweitern die Realitdt und bieten kontextsensitive Hilfe sowie aufgabenspezifische Informa-
tionen. Durch diese Erweiterungen konnen die Fahigkeiten, nicht nur von uneingeschrankten,
sondern auch von leistungsgewandelten und leistungsgeminderten Arbeitern gesteigert
werden (vgl. [KSH13b, RKWA10]). Defizite leistungsgewandelter und leistungsgeminder-
ter Arbeiter, wie das Nachlassen des Kurzzeitgeddchtnisses und die damit einhergehende
Verschlechterung der Lernfahigkeit (vgl. [BK12]), als auch geringere kognitive Aufnahmefa-
higkeiten konnen verringert werden. Durch die leichtere Durchfithrung von Aufgaben und
das friihzeitige Erkennen von potenziellen Fehlern werden Arbeiter befahigt Produkte in
hoherer Qualitit zu fertigen. Gamification-Elemente wie Fortschrittsanzeigen, Levels, Punk-
tesysteme sowie akustische und visuelle Feedbacks konnen zur Verbesserung der Qualitit,
Geschwindigkeit und der Zufriedenheit der Mitarbeiter beitragen und so die Produktivitat
erhohen (vgl. [KBST12, KSH12]).

Aus Sicht der Arbeits- und Organisationspsychologie ist das Ziel der Entwicklung eines
Assistenzsystems die Ausfiihrbarkeit von Aufgaben, beeintrachtigungsfreie Arbeitsbedingun-
gen und die Entwicklungsforderung des Arbeiters. Pidagogisch gesehen steht die Aufgabe
der Zusammenfiihrung von Arbeiter und Assistenzsystem im Vordergrund. Psychische
Belastungen im Arbeitsprozess sollen Arbeiter nicht negativ beanspruchen. Unter diesen
Belastungen versteht man die Gesamtheit aller erfassbaren Einfliisse, die von auflen auf den
Menschen zukommen und psychisch auf ihn einwirken (vgl. [FKBT13]). In diesem Kontext
wiren diese Belastungen die Arbeitsaufgabe, die Arbeitsmittel, die Arbeitsumgebung, die
Arbeitsorganisation und der Arbeitsplatz. Neben den psychischen Belastungen wird die
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1.2. Assistierende Arbeitsplatze in der Industrie

psychische Beanspruchung wie folgt definiert. Sie bezeichnet die unmittelbare (nicht lang-
fristige) Auswirkung der psychischen Belastung im Individuum in Abhéngigkeit von seinen
jeweiligen {iberdauernden und augenblicklichen Voraussetzungen, einschliefllich der indivi-
duellen Bewiltigungsstrategien (vgl. [FKB*13]). Psychische Beanspruchung entsteht somit
aus der Wechselwirkung zwischen psychischen Belastungen und der Fahigkeit des Arbeiters
diese Belastungen zu bewdiltigen. Positive psychische Beanspruchung dufiert sich in der Ak-
tivierung korperlicher und geistiger Fahigkeiten, wahrend sich negative Beanspruchung in
psychischer Ermiidung, Stress, Unzufriedenheit, Depression und Leistungsminderung nieder-
schldgt. Durch den Einsatz von Assistenzsystemen soll es zur Optimierung der psychischen
Belastungen kommen, mit dem Ziel den Arbeiter weder zu unterfordern noch zu tiberfordern
und ihn positiv psychisch zu beanspruchen.

Die Verwendung assistierender Systeme wirft aufgrund von Uberwachungsmoglichkeiten
auch ethische Fragen auf. Aus negativen ethischen Aspekten entstehen Griinde, die gegen
einen Einsatz von Assistenzsystemen am Arbeitsplatz sprechen, aus positiven Aspekten ent-
stehen Griinde fiir einen Einsatz. Das Fiir und Wider fiir den Einsatz eines Assistenzsystems
muss abgewogen werden. Allgemeine Standards, an denen heute ein guter Arbeitsplatz
gemessen wird, konnen in ihrer Struktur auf Arbeitspldtze mit Assistenzsystemen {ibertragen
werden. Diese Standards tragen die Vorstellung von ,guter” Arbeit in sich, bei der Bediirfnisse
nach Selbstbestimmung, Anerkennung und Beteiligung erfiillt werden.

(a) (0

Abbildung 1.2.: Einordnung assistierender Systeme am Arbeitsplatz. Bild (a) zeigt durch
Roboter unterstiitzte Systeme, Zusammenarbeit mit Robotern. (b) zeigt fern-
tiberwachte Robotersysteme, Arbeitsverrichtung durch Roboter. Bild (c) zeigt
realititserweiternde Systeme, Arbeitserleichterung fiir den Menschen. (vgl.
[BKE*13])

1.2.1. Arbeiter

Assistierende Systeme konnen die Fahigkeiten von uneingeschréankten, als auch leistungs-
gewandelten und leistungsgeminderten Arbeitern steigern. Die Systeme haben das Ziel vor
allem leistungsgewandelten und leistungsgeminderten Arbeitern ein moglichst autonomes
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1. Einleitung

Arbeitsleben zu ermoglichen. Assistenzsysteme konnen diesen Benutzergruppen dementspre-
chend einen Einstieg in Arbeitsbereiche ermdglichen, die diesen sonst verschlossen blieben,
oder zu viel Betreuungsaufwand bedeuten wiirden.

Leistungsgewandelte Arbeiter sind Arbeitnehmer, die im normalen Alterungsprozess kor-
perliche und geistige Einbuflen erlitten haben. Diese Arbeitnehmer weisen neben grofierer
Arbeitserfahrung ein besseres strategisches Denken, verbesserte Ausdrucksfahigkeiten, ein
groBeres Engagement sowie eine hohere Motivation auf (vgl. [DBB*12, Ilm05]). Jedoch lasst
im Alter die physische Muskelkraft nach, Bewegungen kdnnen nicht mehr so schnell durch-
gefiihrt werden. Ebenfalls nimmt die Reaktionszeit ab. Visuell tritt zwischen dem 40. und
50. Lebensjahr eine Altersweitsichtigkeit (Presbyopie) auf. Obwohl es unter dlteren Arbeit-
nehmern zu gleich vielen Arbeitsunféllen wie unter jiingeren Arbeitnehmern kommt, dauert
nach einem Unfall die Erholungsphase von dlteren Arbeitnehmern linger. Neben physischen
Einschrankungen stellen sich im Alter kognitive Einschrankungen ein, zum Beispiel ldsst das
Kurzzeitgeddchtnis, als auch die Konzentrationsfahigkeit nach. Dies hat die Verschlechterung
der Lernfahigkeit zur Folge (vgl. [BK12]) und wirkt sich direkt auf die Fehlerrate in gestellten
Produktionsaufgaben aus. Die Konsequenz aus diesen durch den Alterungsprozess bedingten
korperlichen und geistigen Folgen ist eine friihzeitige Rente, die oft ungewollt und zu friih in
Anspruch genommen werden muss (vgl. [Kor12]). Aufgrund des demographischen Wandels
wird sich jedoch das Erwerbsleben von Arbeitnehmern verlangern und das Arbeiten im
hoheren Alter zur Notwendigkeit.

Leistungsgeminderte Arbeiter sind Arbeitnehmer, die eine korperliche oder geistige Be-
hinderung haben. Behinderungen konnen angeboren sein, durch Unfélle oder Krankhei-
ten hervorgerufen werden. Leistungsgeminderte und leistungsgewandelte Arbeiter haben
Gemeinsamkeiten bei physischen und kognitiven Einschrankungen (vgl. [KBST12]). Beide
Gruppen leiden unter generellem Muskelabbau, Koordinationsschwierigkeiten und Herz-
Kreislauf-Problemen. Die Senso- und Feinmotorik kann zum Beispiel unter Umstdnden
unter der Parkinsonkrankheit leiden. Das Kurzzeitgedachtnis, als auch die Konzentrations-
tahigkeit lassen nach. Der psychische, als auch physische Zustand kann innerhalb weniger
Stunden stark variieren. Weitere Einschrankungen leistungsgeminderter Arbeiter konnen
durch geistige Behinderungen, Autismus, das Asperger-Syndrom und andere tiefgreifende
Entwicklungsstorungen hervorgerufen werden. Diese Einschrankungen konnen Sprach- und
Verstandnisschwierigkeiten, Problemldsungsdefizite, Schwierigkeiten mit Verdnderungen der
Umgebung, als auch repetitive Korperbewegungen und andere stereotype Verhaltenswei-
sen sein. Werkstédtten fiir behinderte Menschen definieren leistungsgeminderte Arbeiter als
Personen, die aufgrund ihrer korperlichen, geistigen oder psychischen Beeintrachtigungen
oder Besonderheiten noch nicht oder noch nicht wieder auf dem allgemeinen Arbeitsmarkt
erwerbstatig werden konnen (vgl. [NPMP10, § 136 — Begriff und Aufgaben der Werkstatt fiir
behinderte Menschen]). Dies schlieft teilweise auch Menschen mit einer Lernbehinderung
oder Korperbehinderung ohne das Merkmal einer geistigen Behinderung ein.

Uneingeschriankte Arbeiter stellen den durchschnittlichen gesunden Arbeitnehmer dar und
bediirfen keiner ndheren Definition.
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1.3. Problemstellung

1.2.2. Grundlegende Schwierigkeiten

Die grundlegenden Schwierigkeiten im Zusammenhang mit assistierenden Systemen am Ar-
beitsplatz konnen aus den Anforderungen an diese Systeme abgeleitet werden. Die folgenden
allgemeinen Anforderungen an diese Systeme sind:

* Flexibilitit der Systeme, d.h. das System soll moglichst fiir verschiedene Aufgaben
einsetzbar sein und diese 16sen konnen.

¢ Skalierbarkeit der Systeme, d.h. das System soll sich moglichst an die Fahigkeiten des
Arbeiters anpassen und die Schwierigkeit der Aufgabe passend wahlen und dement-
sprechend prasentieren.

* Vereinfachte Benutzerschnittstellen, d.h. das System soll einfach und schnell zu bedie-
nen und zu konfigurieren sein.

* Mechanismen zur Motivierung, d.h. motivierende Elemente wie Fortschrittsanzeigen
und Punktesysteme sollen den Nutzer motivieren und dabei den Arbeitsfluss férdern.

Die Schwierigkeiten die sich aus diesen Anforderungen ergeben, sind in erster Linie De-
signprobleme des Systems. Folgende Fragen miissen zur Losung dieser Probleme gestellt
werden. In welchem Kontext soll das assistierende System Verwendung finden? Welche
Aufgaben sollen mit Hilfe dieses Systems gelost werden konnen? Welche Fahigkeiten und
Einschrankungen haben Arbeiter, die dieses System nutzen werden? Anhand der Antworten
dieser Fragen konnen Designentscheidungen getroffen und die Erkenntnisse aus Forschungs-
ergebnissen der Mensch-Computer-Interaktion einbezogen werden.

Um die Anforderungen an assistierende Systeme am Arbeitsplatz zu erfiillen, wird ein
nutzerorientierter Designansatz (engl. user-centered design) vorgeschlagen (vgl. [KSH12, BK12,
KBS'12]). Der Benutzer steht in diesem Ansatz im Mittelpunkt. Das System reagiert und
passt sich an die Fahigkeiten, Bediirfnisse, Einschrankungen und Absichten des Nutzers an.
Der Benutzer ist nicht gezwungen sich an ein System anpassen zu miissen.

1.3. Problemstellung

Im weiteren Verlauf konzentriert sich diese Arbeit auf die im vorhergehenden Kapitel be-
schriebenen realitdtserweiternden assistierenden Systeme am Arbeitsplatz, weiterhin kurz
,Assistenzsysteme” genannt. Die Nutzer sollen leistungsgeminderte, als auch leistungsge-
wandelte Arbeiter sein. Die Entwicklung dieser Assistenzsysteme stellt Systemdesigner und
Entwickler vor Schwierigkeiten, die aus den Anforderungen an diese Systeme abgeleitet
werden.

Korn et al. identifizieren in den Arbeiten [Kor12, KSH12, KSH13b] zusammenfassend die
folgenden Anforderungen an Assistenzsysteme:
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1. Einleitung

¢ Steigerung der Prozessorientierung, d.h. das System soll moglichst im Hintergrund
arbeiten und nur bei potenziellen Fehlern und falschen Aktionen unterstiitzen und
eingreifen. Ein durchgingiger Arbeitsfluss soll geférdert werden.

* Vereinfachung der Benutzerschnittstellen, d.h. eine moglichst natiirliche Bedienung
des Systems soll moglich sein. Benutzerschnittstellen sollen dem Nutzer eine direkte
Interaktion mit dem System durch Wischen, Tippen, Beriihren, Gesten oder Sprache
ermoglichen.

¢ Bereitstellung von Mechanismen zur Motivierung, d.h. Gamification-Elemente wie
Fortschrittsanzeigen, Levels, Punktesysteme sowie akustische und visuelle Feedbacks
sollen den Nutzer motivieren und dabei den Arbeitsfluss fordern.

Aus diesen Anforderungen ergibt sich eine Vielzahl von Fragen und Problemen, deren Er-
forschung nicht umfassend ist oder noch aussteht. Korn et al. untersuchen zum Beispiel in
[Kor12] die Integration von Gamification-Elementen in Assistenzsysteme zur Motivierung
leistungsgeminderter und leistungsgewandelter Arbeiter. Die Erforschung von Benutzer-
schnittstellen in Verbindung mit Assistenzsystemen im Kontext leistungsgeminderter und
leistungsgewandelter Arbeiter blieb bis heute aus.

Diese Arbeit mochte diese Benutzerschnittstellen untersuchen. Dabei liegt der Fokus pri-
maér auf einer Benutzerschnittstelle, welche die Bedienung eines Assistenzsystems durch
zweidimensionale, als auch dreidimensionale Gesten ermdoglichen soll.

Wie kann eine Benutzerschnittstelle eines Assistenzsystems entworfen und vereinfacht wer-
den, sodass eine intuitive und natiirliche Interaktion moglich wird? Wie sehen momentan
genutzte Bedienkonzepte aus? Konnen zwei- und dreidimensionale Gesten eine nattirliche
Interaktion fordern? Welche Unterschiede, Vor- und Nachteile gibt es zwischen diesen Ges-
tenarten? Welche Probleme konnen bei leistungsgeminderten und leistungsgewandelten
Arbeitern im Hinblick auf die Gestenausfiihrung entstehen? Welche Gesten kénnen fiir diese
Arbeiter gewdhlt werden? Diese Fragen sollen durch diese Arbeit beleuchtet und beantwortet
werden.

Zwei Studien werden zur Identifikation von Gesten und zur Evaluierung dieser Gesten durch-
gefiihrt. In diesen Studien werden empirische Daten erfasst. Als Ergebnis der Evaluierung
werden Designrichtlinien fiir den Gestenentwurf und die Gesteneingabe fiir leistungsge-
minderte und leistungsgewandelte Arbeiter aufgestellt. Im Vorfeld dieser Studien werden
Aktionen an einem Assistenzsystem identifiziert, welche den Benutzergruppen zugeordnet
sind. Anhand der Ergebnisse der ersten Studie werden zu diesen Aktionen Gesten entwickelt,
welche die Aktionen reprasentieren. Ein Gestenerfassungssystem wird fiir ein Assistenzsys-
tem implementiert und unterstiitzt zwei- und dreidimensionale Gesten. Als Erweiterung
werden ebenfalls sogenannte Hybridgesten entwickelt, implementiert und bei der Unter-
suchung miteinbezogen. Im Vorfeld haben sich Hybridgesten als interessante Alternative
zu zwei- und dreidimensionale Gesten herausgestellt. In der zweiten Studie wird die Be-
nutzerfreundlichkeit, die Gebrauchstauglichkeit der verschiedenen Gestenarten untersucht.
Abschliefsend wird eine Empfehlung fiir die Nutzung von Gesten in Assistenzsystemen fiir
leistungsgeminderte und leistungsgewandelte Arbeiter gegeben.
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1.4. Anmerkungen

Die technische Herausforderung aus Sicht der Informatik stellt in dieser Arbeit die Handges-
tenerkennung dar (engl. HGR). Gestenerkennung ist ein multidisziplindres Forschungsgebiet
und féllt in den Bereich der Computer Vision und Mustererkennung. Techniken zur Erkennung
von Gesten umfassen statistische Modelle, Bild- und Mustererkennung, Bildverarbeitung und kon-
nektionistische Systeme, wie kiinstliche neuronale Netze und andere. Aufgrund der Komplexitat
der meisten Verfahren wird in dieser Arbeit ein erweitertes Verfahren der geometrischen
Mustererkennung angewandt.

In Folge einer Kooperation mit dem motionEAP-Projekt* (vgl. [FKBT13]) dient ein Prototyp
eines Assistenzsystems als Forschungsgrundlage. Der ndhere Aufbau dieses Systems wird in
Kapitel 3 beschrieben.

1.4. Anmerkungen

Ein Teil der verwendeten Literatur liegt ausschliefilich in englischer Sprache vor. Fiir die
Nutzung und Referenzierung solcher englischen Originaltexte verwendet der Verfasser dieses
Dokuments eigenhindig angefertigte Ubersetzungen. Diese wurden nach bestem Wissen und
Gewissen vorgenommen. Alle vorkommenden Fachbegriffe werden, sofern dies moglich ist
und es sich nicht um Eigennamen handelt, durch entsprechende deutsche Begriffe ersetzt.

Anerkannte Technologien und Standards, aber auch bekannte Markennamen, werden stan-
dardmaéfsig durch die Angabe ihrer offiziellen Web-Prasenz in einer Fufinote referenziert.

Das erste Vorkommen neu eingefiihrter Fachbegriffe und Akronyme wird vom restlichen Text
durch eine kursive Schriftauszeichnungsart hervorgehoben.

Alle besprochenen Grundlagen und Hintergriinde erheben keinen Anspruch auf Vollstandig-
keit. Sie beschranken sich lediglich auf die zum Verstandnis des vorliegenden Sachverhalts
erforderlichen Themen.

4siehe http://www.motioneap.de
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1. Einleitung

1.5. Gliederung

Die Arbeit ist in folgender Weise gegliedert:

Kapitel 2 — Forschungsstand: In Kapitel 2 wird der aktuelle Stand der Wissenschaft und

der Technik betrachtet. Eine detaillierte Ubersicht existierender Arbeiten in den Berei-
chen der Assistenzsysteme, der Gestenforschung und der Gestenerkennung bildet die
Grundlage dieser Arbeit.

Kapitel 3 — Assistenzsystem: Dieses Kapitel beschreibt das zur Untersuchung der Problem-

stellung eingesetzte Assistenzsystem und das motionEAP Projekt. Es werden Anwen-
dungsfille innerhalb dieses Assistenzsystems identifiziert. Hierbei werden die Benutzer
des Systems in Gruppen gegliedert und naher erldutert. Aus den beschriebenen An-
wendungsfillen werden Aktionsmoglichkeiten der Benutzergruppen hergeleitet und

gruppiert.

Kapitel 4 — Vorstudie: Kapitel 4 geht auf die Vorstudie zur Identifikation relevanter Gesten

und die Zuordnung dieser Gesten zu den zuvor bestimmten Aktionsmoglichkeiten ein.
Im Rahmen der Studie werden Gesten von Teilnehmern gesammelt und im Hinblick auf
die Verwendung im Assistenzsystem bewertet. Der Ablauf der Studie wird beschrieben.
Abschlieflend erfolgt die statistische Analyse der Studienergebnisse. Die Auswabhl rele-
vanter Gesten erfolgt aufgrund dieser Ergebnisse, wobei ebenfalls bestimmte anhand
der Zielgruppe (Arbeiter) festgelegte Kriterien berticksichtigt werden.

Kapitel 5 — Interaktionssystem: Im Mittelpunkt von Kapitel 4 steht die Konzeptions-,

Entwurfs- und Entwicklungsphase des Gesten-Interaktionssystems. Neben einer An-
forderungsanalyse findet eine detaillierte Beschreibung der Architektur, des logischen
Datenmodells und der einzelnen Applikationskomponenten statt. Folgend fliefsen die
bisherigen theoretischen Erkenntnisse in die Entwicklungsphase ein. Es werden verwen-
dete Technologien und Datenformate beschrieben. Die Funktionsweise und Verwendung
von Algorithmen wird detailliert erklart.

Kapitel 6 — Evaluation: Kapitel 6 beschreibt die Durchfithrung einer Usability Studie. An-

hand dieser wird die Benutzerfreundlichkeit der getroffenen Gestenauswahl und somit
der Gestenarten ermittelt. Der Ablauf der Studie wird durch das verwendete Vorge-
hensmodell erldutert. Es folgt die statistische Analyse der Studienergebnisse und die
Prasentation dieser. Anschlieffend werden detaillierte Schlussfolgerungen zur Nutzbar-
keit von zwei- und dreidimensionalen Gesten aus den Ergebnissen gezogen und Design
Richtlinien fiir den Gestenentwurf und die Gesteneingabe aufgestellt.

Kapitel 7 — Zusammenfassung und Ausblick: Das letzte Kapitel fasst die Ergebnisse der Ar-
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beit zusammen und stellt Ankniipfungspunkte vor. Unter anderem werden in diesem
Kapitel die erreichten Resultate mit Blick auf die Problemstellung interpretiert sowie
die Auswirkungen der gefundenen Ergebnisse auf den Bereich der Assistenzsysteme
vorgestellt.



2. Forschungsstand

Dieses Kapitel gibt einen Einblick in den aktuellen Stand der Forschung. Verwandte Arbeiten
und kommerzielle Systeme werden vorgestellt. Alle zum Verstandnis dieser Arbeit notwendi-
gen Grundlagen werden erldutert. Anschliefiend folgt ein Fazit tiber den momentanen Stand
der Forschung sowie eine Abgrenzung zur vorliegenden Arbeit.

Die Erforschung assistierender Systeme am Arbeitsplatz gewinnt aufgrund des demogra-
fischen Wandels und wirtschaftlicher Interessen in den letzten Jahren an Bedeutung. Der
Bereich der Assistenzsysteme ist Aufgrund der vielféltigen Einsatzmoglichkeiten dieser
Systeme ein multidisziplindres Forschungsgebiet. Die Entwicklung roboterunterstiitzter assis-
tierender Systeme, ferniiberwachter assistierender Robotersysteme, als auch realitdtserwei-
ternder assistierender Systeme bedarf der Forschung in den Bereichen der Mensch-Computer-
Interaktion (engl. HCI), der Mensch-Maschine-Interaktion (engl. HMI), der Computer Vision
und Mustererkennung, der Computervisualisierung, der Computergraphik, der Robotik
und anderen. Im Hinblick auf diese Arbeit und die untersuchten realitdtserweiternden as-
sistierenden Systeme am Arbeitsplatz sind besonders zwei Bereiche von Bedeutung, die
Mensch-Computer-Interaktion und die Computer Vision und Mustererkennung. Die Mensch-
Computer-Interaktion befasst sich mit der benutzergerechten Gestaltung von interaktiven
Systemen. Mensch-Maschine-Schnittstellen stellen eine Verbindung zwischen Mensch und
Maschine her und setzen zur Entwicklung Kenntnisse tiber die Maschine und das mensch-
liche Verhalten voraus. Erkenntnisse tiber das menschliche Verhalten aus Psychologie, Ar-
beitswissenschaft, Kognitionswissenschaft, der Ergonomie und der Soziologie werden mit
Erkenntnissen der Informatik verbunden. Die Gestenforschung, als Teilgebiet der Psycholo-
gie, Linguistik, Semiotik und Kognitionswissenschaft, wird mit dem Forschungsgebiet der
Handgestenerkennung (engl. HGR), dem Informatik-Teilgebiet der Computer Vision und
Mustererkennung, verbunden.

2.1. Assistenzsysteme

Assistierende Systeme am Arbeitsplatz werden seit Jahren in der Industrie und manuellen
Montage eingesetzt. Die Aufgaben sind vielfdltig an den Arbeitsplédtzen, die durch manuel-
le Tatigkeiten geprédgten sind. Konfektionieren, Entgraten, Bestiicken und Montieren sind
hier nur einige Beispiele. Von einfachen Systemen entwickelten sich diese Assistenzsyste-
me zu hochtechnologischen Systemen. Vor der rasanten Entwicklung des Computers und
elektronischer Gerédte konnte der Arbeiter mit Zeichnungen, Bilderkarten und Fotos, die am
Arbeitsplatz in Buchform vorlagen oder an Wanden befestigt wurden, unterstiitzt werden.
In den Folgejahren konnten gesprochenen Anweisungen zur Unterstiitzung herangezogen
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2. Forschungsstand

werden, Handgerdte wie PDAs und Monitore konnten Bilder und Instruktionen wiederge-
ben (vgl. [SPH10]). Heute sind roboterunterstiitzte und ferniiberwachte Systeme, als auch
realitdtserweiternde Systeme in der Industrie und manuellen Produktion im Einsatz (siehe
Kapitel 1, Assistierende Arbeitspldtze in der Industrie). Sauer et al. stellen in [SPH10] fest, dass
hochtechnologische assistierende Systeme gegeniiber einfachen Systemen positive Effekte
auf die Benutzer haben. Diese Effekte sind eine schnellere und prazisere Ausfithrung von
Aufgaben sowie die gesteigerte Fahigkeit neue Aufgaben auszufiihren. Nicht nur bei unein-
geschrankten, sondern auch bei leistungsgewandelten und leistungsgeminderten Arbeitern
sind diese Effekte zu beobachten (vgl. [KSH13b]). 87 Prozent befragter Unternehmen wiirden
assistierende Systeme zur Steigerung des Wohlbefindens und der Leistungsmoglichkeiten
von Arbeitern einsetzen (vgl. [Kor12]).

Die Entwicklung aktueller assistierender Systeme konzentriert sich auf die Ergebniskontrolle
im Produktionsprozess, wobei die Interaktionsmoglichkeiten zwischen Mensch und Maschine
bleiben weitgehend rudimentir (vgl. [KSH13a]). Die visuelle Uberwachung und Anleitung
der Bauteilentnahme (engl. pick-by-light) ist die am hdufigsten vorkommende Interaktions-
moglichkeit in assistierenden Systemen zur manuellen Montage. Wie das Fraunhofer-Institut
fiir Arbeitswirtschaft und Organisation in einer Studie feststellt (vgl. [BPHH11]), ist der
Touchscreen die einzige modernere Interaktionstechnik die Einzug in die Arbeitspldtze der
produzierenden Industrie gehalten hat. Haufig sind die genutzten Benutzerschnittstellen und
Interaktionsmoglichkeiten fiir leistungsgewandelte und leistungsgeminderte Arbeiter nicht
geeignet und erfiillen die speziellen Anforderungen dieser nicht, oder nur zum Teil.

2.1.1. Realitatserweiternde Systeme

Korn et al. stellen in ihrer Arbeit (vgl. [KSH13a]) fest, dass assistierende Systeme am Ar-
beitsplatz realitdtserweiternde Techniken einsetzen miissen, um die Leistungsfahigkeit von
Arbeitern zu steigern. Realitdtserweiternde Technologien (engl. Augmented reality, kurz AR)
konnen zur Losung von Problemen in vielen Bereichen eingesetzt werden. Neben der Medi-
zin, auch in der Unterhaltungsindustrie und der Fertigung. Unter realitdtserweiternd wird
die computergestiitzte Erweiterung der Realititswahrnehmung verstanden. Diese Erwei-
terung der Wahrnehmung kann durch visuelle, als auch andere Sinnesreize wie Vibration
oder Audiosignale erfolgen. Zum Beispiel konnen Videobilder einer Kamera visuell um com-
putergenerierte Inhalte wie Animationen erweitert werden. In der manuellen Produktion,
Fertigung und Montage werden zur Visualisierung von erweiternden Informationen haupt-
sdchlich Datenbrillen und Bildschirme eingesetzt (vgl. [OYNO08]). Neben Datenbrillen und
Bildschirmen kénnen auch Projektoren zur Darstellung von computergenerierten Informatio-
nen, welche die Realitidt erweitern sollen, eingesetzt werden. Im weiteren soll der Aufbau und
der aktuelle Stand der Technik und Forschung projizierender Systeme diskutiert werden.

in-situ Projektion

Diese realitdtserweiternden Systeme kombinieren Computervisualisierung und Projektions-
technik um eine immersive Arbeitsumgebung zu schaffen. Durch die direkte Projektion von
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2.1. Assistenzsysteme

Informationen in den Arbeitsbereich (in-situ, lat. am Platz) wird es dem Arbeiter ermoglicht
gezielt Arbeitsschritte auszufiihren. Daten oder Informationen werden an genau dem Ort, an
dem sie von Interesse sind, visualisiert. Lichtstarke Projektoren und neue Projektionstechni-
ken, welche Reflexionen und Verzerrungen verhindern, werden eingesetzt.

Eine der ersten Arbeiten auf dem Gebiet der in-situ Projektion ist die Arbeit von Claudio
Pinhanez aus dem Jahr 2001 (vgl. [Pin01]). Ein rotierender Spiegel lenkt die Projektion eines
LCD/DLP Projektors auf verschiedene Oberflachen wie Mobel, Wande und Tische. Uber
Videokameras und Bilderkennungstechniken wird eine Interaktion mit den projizierten Bil-
dern moglich. Die Gruppenarbeit in Konferenzraume sollte durch diese Technik verbessert
werden. 2009 stellen Kane et al. in [KAWT09] eine robuste in-situ Projektionstechnik mit
Interaktionsmdglichkeit vor. Micro-Projektoren projizieren hierbei an beide Seiten eines Note-
books interaktive Inhalte auf die Tischoberfldche. Micro-Kameras nehmen Handbewegungen
auf, durch Bilderkennungstechniken sind Multi-Touch Gesten und Interaktionen mit proji-
zierten Objekten moglich. Diese Arbeiten zur interaktiven Projektion zielen auf den Einsatz
in Biiros, der Unterhaltungsindustrie und mobilen Endgeréten. 2011 entwickeln Horz et al.
im Zuge des Forschungsprojekts ASLM! der Hochschule Esslingen ein realitdtserweitern-
des assistierendes System zur manuellen Montage in der Industrie fiir leistungsgewandelte
und leistungsgeminderte Arbeiter (sieche Abbildung 2.1 (a)). In diesem Projekt werden tech-
nische Verfahren wie die Projektion und Bewegungserkennung eingesetzt, systematisch
bewertet und in den Entwicklungs- und Erprobungsprozess integriert. Das System zeigt
einen Montagearbeitsplatz, der mittels Bewegungserkennung die anwendungsorientierte
Informationsbereitstellung von Text, Bild und Video direkt im Arbeitsbereich ermoglicht.
Informationen werden hierbei mit Hilfe eines Projektors in den Arbeitsbereich projiziert.
Neben einer anleitenden Funktion ist eine Qualitdtskontrolle iiber die Erfassung von Arbeits-
abldufen, Bewegungsvorgangen sowie der Bauteilpositionierung und —orientierung moglich.
Die Raumiiberwachung funktioniert auf Basis von Lichtgittern, diese werden mit Hilfe einer
Microsoft? Kinect simuliert. Anhand der Auswertung erfasster 3D-Tiefendaten kénnen Be-
wegungen des Arbeiters, als auch Bauteile sowie deren Position und Orientierung erkannt
werden. Das System ist fiir die ergonomische Ausfiihrung vor allem fiir leistungsgeminderte
Mitarbeiter abgestimmt. 2013 stellen Korn et al. in ihren Arbeiten [KSH13b], [KSH13a] eine
Weiterentwicklung des ALSM Systems vor. Dieses Prototypsystem ermoglicht dem Benutzer
einfache Touch-Interaktionen innerhalb der Projektionsflache. Hierbei beriihrt der Benutzer
projizierte Objekte und 16st zum Beispiel die Bestdtigung eines Montagearbeitsschrittes aus,
siehe Abbildung 2.1 (b).

Realitatserweiternde Systeme, die in-situ Projektionen einsetzen verbessern im ganzen die
Fahigkeiten von uneingeschriankten Arbeitern (vgl. [RKWA10]). Korn et al. stellen jedoch
in ihren Arbeiten [KSH13b], [KSH13a] einen katalytischen Effekt auf leistungsgeminderte
Arbeiter fest. Die Arbeiter, die ein hoheres kognitives Potential aufweisen, zeigen eine Steige-
rung der Leistungsfahigkeit und losen eine Aufgabe der manuellen Montage schneller und

lsieche  http://www.hs-esslingen.de/de/hochschule/fakultaeten/maschinenbau/forschung-und-transfer/
forschungsprojekte/forschungsprojekt-asim.html
Zsiehe http://www.microsoft.com
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qualitativ besser. Arbeiter, deren kognitives Auffassungsvermogen unter dem Durchschnitt
liegt, konnen Projektionen nicht einordnen und zeigen eine schlechtere Leistung bei der
Ausfithrung einer Aufgabe. Es ist anzunehmen, dass Arbeiter mit einem hoheren kognitiven
Potential schneller lernen und andere Arbeiter mit mehr Ubung ebenfalls positivere Resultate
erzielen konnen. Aufgrund dieser Ergebnisse kommen Korn et al. zur Erkenntnis, dass eine
Skalierbarkeit des assistierenden Systems auf die Fahigkeiten des Arbeiters notig ist (vgl.
[KBS*12]).

(b)

Abbildung 2.1.: Darstellung des ASLM Systems in Bild (a) und der erweiterten Interaktions-
moglichkeiten in Bild (b) des erweiterten ASLM Systems. Das rechte rote und
griine Rechteck reagieren auf Beriihrungen. (vgl. Forschungsprojekt ASLM
und [KSH13b])

Gamification

In [Kor12] untersuchen Korn et al. Mechanismen zur Motivierung von leistungsgewandelten
und leistungsgeminderten Arbeitern. Studien zeigen (vgl. [Kor12]), dass wiederkehrende und
monotone Tatigkeiten, als auch die nicht optimale Auslastung von Arbeitern zu Langeweile,
dem Gefiihl geringer Wertschitzung, sinkender Konzentrationsfahigkeit und Motivation fiih-
ren. Diese Folgen haben als Ergebnis eine steigende Fehlerrate in der manuellen Montage und
einen allgemeinen Leistungsverlust. Gamification-Elemente konnen diese Tatsachen mildern
und zu einer steigenden Motivation und weniger Fehlern in der Aufgabenausfiihrung fithren.
Arbeiter werden aufmerksamer, konzentrieren sich und haben mehr Freude an einer Tatigkeit,
dies hat positive Auswirkungen auf die Qualitdt der Produktion. Gamification-Elemente
konnen aus Fortschrittsanzeigen, Levels, Punktesystemen sowie akustischen und visuellen
Feedbacks bestehen. In [KBS*12] dhnelt die Gamification-Funktionalitit dem Spieleklassiker
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Tetris® von Alexei Paschitnow, wobei die Spielesteine die auszufithrenden Aufgaben symboli-
sieren und ihre Geschwindigkeit und Farbe der Leistung des Arbeiters entsprechen (siehe
Abbildung 2.2). Gamification ist ein Uberbegriff fiir die Nutzung von Videospielelementen
zur Verbesserung der Benutzerfreundlichkeit und Benutzeraufmerksamkeit aufSerhalb des
Spielebereichs. Das padagogische Konzept des , Lernens durch Spielen” wird hier auf die
Durchfiihrung von Arbeit tibertragen und kann als ,, Arbeit als Spiel” bezeichnet werden.
Produktdesigns die zum spielen und intuitiven interagieren anregen sind im Alltag ange-
kommen. Spiele sind ein Teil der Gesellschaft und finden sich in vielen Bereichen wieder.
Leistungsgewandelte Menschen kdnnen durch ein spielerisches korperliches Training ihr
aktives und gesundes Leben bis ins hohe Alter aufrecht erhalten. Leistungsgeminderte Men-
schen konnen durch ein spielerisches Training kognitive Fahigkeiten festigen und verbessern
(vgl. [KBS'12]). Durch das Einsetzen von spielerischen Elementen zur Identifikation des Leis-
tungsniveaus eines Arbeiters kann die Skalierbarkeit eines assistierenden Systems verbessert
werden. Die Starken eines Arbeiters, aber auch Schwankungen in dessen Tagesform konnen
so vom Systeme erkannt und genutzt werden.

Abbildung 2.2.: Darstellung von Gamification in einem Assistenzsystem. (vgl. [KSH13b])

Natirliche Bedienung

Korn et al. stellen in [KBS*12] fest, dass ein durchgéngiger Arbeitsfluss, in dem die Fa-
higkeiten des Arbeiters sich den Schwierigkeiten der gestellten Aufgaben anndhern, durch
vier Faktoren beeinflusst wird. Durch klare Ziele und Aufgabenbeschreibungen, durch ein
Gleichgewicht zwischen der Aufgabe und den eigenen Fahigkeiten, durch ein klares und
direktes Feedback und durch das Gefiihl, dass jede Aktivitat lohnend ist und somit als leich-
ter empfunden wird. Ein direktes Feedback hat die Steigerung der Prozessorientierung zur
Folge, das System arbeitet im Hintergrund und greift bei Fehlern und bestimmten Aktionen
unterstiitzend ein. Dieses Verhalten trdgt ebenfalls zur Skalierbarkeit des Systems bei.

Voraussetzung fiir ein direktes Feedback des Systems auf eine Aktion des Benutzers ist eine
Bewegungserfassung in Echtzeit. In [KSH12] erfasst der Prototyp eines assistierende Systems
tiber eine Microsoft Kinect Tiefen-Kamera die Bewegungen des Arbeiters im Arbeitsbereich.

3siehe http://www.tetris.com
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Die Kinect Kamera ist im 40 Grad Winkel {iber dem Arbeitstisch angebracht und erfasst den
Oberkorper. Obwohl die Kamera wegen ihrer geringen Tiefen-Auflosung nur grobmotorische
Bewegungen und keine Hande und Finger erkennen kann, ist es durch die Softwareerweite-
rung OpenCV* moglich Handbewegungen zu erfassen. Korn et al. stellen in dieser Arbeit
fest, dass eine nattirliche und intuitive Bedienung Voraussetzung fiir die Vereinfachung einer
Benutzerschnittstelle ist. Ein Natural User Interface, kurz NUI, beschreibt eine Benutzerschnitt-
stelle, die fiir den Benutzer natiirlich wirkt. Dies kann durch Wischen, Tippen, Beriihren,
Gesten oder Sprache erreicht werden. Entgegengesetzt rein beobachtender Funktion (tra-
ditionelle Eingabemethoden wie Maus und Tastatur) bietet diese Benutzerschnittstelle die
Moglichkeit der direkten Interaktion. Durch den Einsatz des Korpers als , Eingabegerat” er-
moglichen NUIs eine einfache und leicht erlernbare Bedienung, mit besonderem Potential fiir
leistungsgewandelte und leistungsgeminderte Arbeiter. Hierbei steht vor allem die Bedienung
durch Gesten und Koérperbewegungen im Vordergrund.

Kommerzielle Systeme

Es gibt eine Vielzahl kommerzieller Systeme im Bereich der assistierenden Systeme fiir die
manuelle Montage. Drei dieser Systeme stellen den letzten Stand der Technik dar und bieten
eine Praxisanwendung.

Das ,Light Guide System”, kurz LGS, vom US-amerikanischen Unternehmen OPS Solutions®
stellt eine Industrielosung zur manuellen Montage dar und zeigt ein assistierendes System
mit in-situ Projektion (siehe Abbildung 2.3). Das LGS verwendet zur Visualisierung von
Informationen einen industriellen DLP-Projektor mit Weitwinkellinse und einen Monitor.
Das System ist modular aufgebaut und lasst sich an nahezu allen Arbeitspldtzen einsetzen.
Informationen werden direkt in den Arbeitsbereich projiziert, dieser kann ein Arbeitstisch
oder jede andere Oberfldche sein. Die Projektionsflache kann dabei auf bis zu 17 Quadratmeter
durch mehrere Projektoren erweitert werden. Informationen konnen Anweisungen, Texte,
CAD-Bilder, Konstruktionszeichnungen, Videos mit Audioausgabe, Animationen, Timer und
grafische Elemente wie Pfeile, Punkte und Zielscheiben sein. Zusitzliche Informationen kon-
nen Zyklus-Zeiten und Schritthummern sein. Die Prozessiiberwachung kann manuell oder
automatisiert erfolgen. Die automatische Uberwachung kann mittels Drehmomentwerten,
an den zum Einsatz kommenden Hilfswerkzeugen und Hilfsaggregaten, Lichtschranken
sowie mittels Bilderkennungstechniken erfolgen. Bei manueller Uberwachung kann nach
Ausfiihrung eines Arbeitsschrittes dieser durch ein Fufspedal, einen Schalter, einen Drehknopf
oder per externem Touchbildschirm bestétigt werden. Erst durch eine korrekte Ausfithrung
eines Arbeitsschrittes leitet das System den Benutzer zum nichsten Arbeitsvorgang. Anwen-
dungsszenarien kénnen vom Benutzer iiber eine spezielle Software programmiert werden.
Das System kann zur Unterstiitzung der manuellen Montage, der Qualitatssicherung und
zu Lern- und Ubungszwecken eingesetzt werden. Es bietet nur eingeschrénkte Interaktions-
moglichkeiten, diese beschranken sich auf externe Komponenten wie Schalter, Pedale, Maus,

4siehe http://opencv.org
5siehe http://www.ops-solutions.com

26


http://opencv.org
http://www.ops-solutions.com

2.1. Assistenzsysteme

Tastatur und Touchbildschirme. Der Benutzer muss durch externe Bedienkomponenten mit

dem System interagieren.
Lioht
—

o
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L]
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Parts Bins or Moving Lines
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Abbildung 2.3.: LGS Assistenzsystem der Firma OPS Solutions. Das System kann in einem
Produktionsleitsystem (engl. Manufacturing Execution System, kurz MES)
betrieben werden, als auch speicherprogrammierbare Steuerung (engl. Pro-
grammable Logic Controller, kurz PLC) unterstiitzen. (vgl. Webauftritt OPS
Solutions)

Das Schnaithmann® Montage-Assistenzsystem auf Basis von Bewegungserkennung wurde
anhand der Ergebnisse des ASLM Forschungsprojekts der Hochschule Esslingen entwickelt
(siehe Abbildung 2.4). Das Montage-Assistenzsystem verwendet in-situ Projektionen und
eine Bewegungserkennung zur frithzeitigen Fehlererkennung und Fehlervermeidung. Die
Visualisierung von Informationen zur Aufgabenausfiihrung erfolgt mittels hybrider Laser-
LED-Technologie. Informationen werden direkt in den Aufgabenbereich projiziert, weitere
Informationen werden zusétzlich auf einem Monitor gezeigt. Die Bauteilentnahme aus bis
zu 16 Kleinteilebehéltern wird wahrend eines Arbeitsschrittes anhand von Lichtschranken
(pick-by-light) erkannt. Zeitgleich wird die Position, Orientierung sowie die Identitdt des
richtigen Bauteils im Montagebereich gepriift. Diese Priifung geschieht durch die Erfassung
und Auswertung von 3D-Tiefendaten und RGB-Werten. Optische und akustische Signale
werden bei Fehlern und falschen Bewegungen innerhalb eines Arbeitsschrittes ausgegeben
und fordern zum wiederholen der Bewegung oder des Arbeitsschrittes auf. Die Interaktion
mit dem System erfolgt bei der Programmierung von Anwendungsszenarien iiber Maus und
Tastatur. Bei der Aufgabenausfithrung erkennt das System den Abschluss einer Aufgabe

bsiehe http://www.schnaithmann.de/news/news-uebersicht/montage-assistenzsysteme
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automatisch. Der Benutzer wird durch die Arbeitsschritte gefiihrt und hat keine Moglichkeit
mit dem System aktiv zu interagieren.

Das ShowMe System der Firma PROFACTOR? ist ein Montage-Assistenzsystem und ver-
wendet in-situ Projektionen und eine Bewegungserkennung von Arbeitern (siehe Abbildung
2.5). Das System ist in Kooperation mit der Autoindustrie entwickelt worden, alleine bei
einem einzigen Motorenmodell konnen zehn Produktvarianten mit jeweils unterschiedlichen
Montagevorgaben vorhanden sein. Hier ist das ShowMe System fiir vielféltige Aufgaben
wie Lern- und Ubungszwecke, manuelle Montage von Motoren und Qualititssicherung ge-
eignet. Informationen werden mit Hilfe eines Projektors direkt in den Arbeitsbereich und
auf Werkstiicke projiziert. Eine Bewegungserkennung zur friithzeitigen Fehlererkennung und
Fehlervermeidung wird durch zwei Kameras, welche 3D-Tiefendaten erfassen, realisiert. Die
3D-Tiefendaten der Kameras werden in Echtzeit mit protokollierten Arbeitsschrittdaten ver-
glichen, optische und akustische Signale weisen den Arbeiter auf Fehler in der Ausfithrung
eines Arbeitsschrittes hin. Bei der Aufgabenausfiithrung erkennt das System den Abschluss
einer Aufgabe automatisch. Der Benutzer wird durch die Arbeitsschritte gefiihrt und hat
keine Moglichkeit mit dem System aktiv zu interagieren. Anwendungsszenarien konnen vom
Benutzer iiber eine spezielle Software programmiert werden.

Abbildung 2.4.: Montage-Assistenzsystem auf Basis von Bewegungserkennung der Firma
Schnaithmann. (vgl. Webauftritt Schnaithmann Maschinenbau GmbH)

2.1.2. Zusammenfassung

Assistierende Systeme mit in-situ Projektion verbessern die Leistungsfahigkeit nicht nur
uneingeschréankter, sondern auch leistungsgewandelter und leistungsgeminderter Arbeiter.

7siehe http://www.profactor.at
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Abbildung 2.5.: Montage-Assistenzsystem der Firma PROFACTOR. (vgl. Webauftritt PRO-
FACTOR)

Zusammenfassend werden folgende Anforderungen an diese Systeme gestellt: Die Steige-
rung der Prozessorientierung, vereinfachte Benutzerschnittstellen und die Bereitstellung
von Mechanismen zur Motivierung. Aktuell erforschte und kommerzielle Systeme konnen
diese Anforderungen nur teilweise erfiillen. Vor allem im Bereich der Benutzerschnittstellen
und der Mensch-Computer-, Mensch-Maschine-Interaktion liegen diese Systeme zurtick.
Die Bedienung der Systeme erfolgt weitgehend durch externe Komponenten. Als einziges
System erlaubt das weiterentwickelte ASLM System von Korn et al. (vgl. [KSH13a]) die
Interaktion durch Beriihrung innerhalb der Projektionsflache. Jedoch ldsst dieses System
nur eine rudimentdre Bedienung zu, es unterstiitzt keine Gesten wie Wischen und Ziehen.
Eine Untersuchung natiirlicher Interaktionsformen im Kontext assistierender Systeme mit in-
situ Projektion in der manuellen Montage fiir leistungsgewandelte und leistungsgeminderte
Arbeiter blieb bis heute aus.

2.2. Gesten und Gestenerkennung

Der Begriff der Geste ist ein sehr allgemeiner. Dieses Kapitel grenzt diesen Begriff ein, gibt
einen Uberblick wie Gesten entstanden sind, fasst Gestenformen zusammen und geht auf
zwei- und dreidimensionale Gesten ein. Die Interaktion mit einem System durch Gesten macht
eine Gestenerkennung und Auswertung unverzichtbar. Techniken der Gestenerkennung und
Auswertung werden erklart und beleuchtet. Abschlieflend wird auf die in dieser Arbeit
eingesetzte Hardware zur Gestenerkennung eingegangen.

2.2.1. Konzeptionell

McNeill beschreibt eine Geste als ,,spontane oder bewusst eingesetzte Bewegung des Korpers,
besonders der Hdande und des Kopfes, die jemandes Worte begleitet oder ersetzt und eine
bestimmte innere Haltung ausdriickt” (vgl. [McN92]). In der Literatur wird der Begriff der
Geste im Kontext der Mensch-Computer-Interaktion als allgemeingiiltiger Oberbegriff fiir
,eine Bewegung des Korpers, die eine Information beinhaltet” verwendet (vgl. [KH90]). Neben
Handgesten, existieren Kopf- und Korpergesten. Anhand der zur Durchfiihrung eingesetzten
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Korperteile, kann eine Unterscheidung erfolgen. Kopfgesten konnen ein Nicken, ein Drehen,
oder zur Seite Lehnen des Kopfes sein. Kérpergesten konnen zum Beispiel eine Verbeugung
sein. In Japan gibt es drei Arten der Verbeugung zur Begriiffung im Stehen und neun Arten
der Verbeugung im Sitzen. Aufgrund der Relevanz von Handgesten fiir diese Arbeit werden
im folgenden Verlauf diese ausfiihrlich diskutiert.

Gesten und Sprache

Die Entstehung von Sprache ist Forschungsgebiet der Linguistik, der Wissenschaft um die
menschliche Sprache. Semiotik ist Teilgebiet der Linguistik und die Wissenschaft, die sich
mit Zeichensystemen aller Art befasst. Eine der populédrsten Theorien der Linguistik tiber
die Entstehung und Entwicklung von Sprache stellt Gesten an den Anfang der sprachlichen
Evolution. Die fehlende Sprachfdhigkeit affendhnlicher Vorfahren heutiger Menschen hatte
die Kommunikation durch Hande und Urlaute zur Folge. Aufgrund der Anatomie des
Sprachtraktes und ungeeigneter Formen von Mund, Zunge und Rachen entwickelte sich eine
Gestensprache. Im Laufe der Evolution entstand aus dieser das heute gesprochene Wort. Die
menschliche Hand ist ein flexibles Werkzeug und machte diese Entwicklung moglich.

Alle Menschen jeden Alters gestikulieren wenn sie sprechen oder etwas erkldren. Handgesten
sind nattirliche, allgegenwaértige und bedeutsame Teile einer Sprache. Die enge Verbindung
zwischen Sprache und Gesten ist so natiirlich und umfassend, dass Wissenschaftler verschie-
dener Gebiete, von der Linguistik, der Psychologie, bis hin zur Neurowissenschaft sich eines
integrierten Systems sicher sind. Wahrend der Spracherzeugung und dem Sprachverstandnis
formt sich demnach ein enges einheitliches System. McNeill stellt fest, dass sich Sprache
und Gesten zeitlich tiberlappen, jedoch Informationen auf zwei sehr verschiedenen Wegen
transportieren (vgl. [McN92]). Sprache ist willkiirlich und stilisiert, wobei Gesten bildhaft
und charakteristisch sind. Diese zwei Arten Informationen in unterschiedlicher Form aus-
zudriicken, reflektieren verschiedene Aspekte einheitlicher zugrunde liegender kognitiver
Prozesse. Die Bedeutung einer Aussage besteht aus der Kombination von Sprache und Geste.
Wird ein Teil dieser Aussage, die Sprache oder die Geste nicht beachtet, so dndert sich auch
die Bedeutung der Aussage. Wird zum Beispiel versucht einem Kind nur durch gesprochene
Anweisungen das Schniiren seiner Schuhe beizubringen, so funktioniert diese sehr schlecht.
Werden Gesten zu gesprochenen Anweisungen gemacht, so ist die Aufgabe leicht.

Gesten sind die Gedanken eines Redners. Kleinkinder gestikulieren im Alter von 18 Monaten,
bevor sie lernen zu sprechen. Blinde Kinder zeigen beim Erlernen einer Sprache Gesten,
obwohl sie diese nie gesehen haben. Defizite in Wahrnehmung und Sprache dufsern sich in
direkter Verbindung zur Fahigkeit Gesten einzusetzen. Obwohl leistungsgeminderte Kinder
mit Entwicklungsstorungen Schwierigkeiten haben beim gestikulieren, konnen Gesten ko-
gnitive und sprachliche Defizite ausgleichen. Kinder mit Downsyndrom und spezifischen
Sprachentwicklungsstérungen zeigen haufiger und mehr Gesten als normal entwickelte Kin-
der und konnen so sprachliche Defizite ausgleichen. Gesten werden auch zur Diagnose von
Autismus herangezogen. Schon Kleinkinder im Alter von zwolf Monaten zeigen bei Veranla-
gung zu Autismus eine verdanderte Gestikulation. Bemerkenswert ist die Tatsche, dass dieser
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Indikator sechs Monate bevor die Kinder mit dem Sprechen beginnen, den Hinweis auf den
Schweregrade der autistischen Auspragung gibt.

Gesten konnen die kognitiven Fahigkeiten verbessern und Verstandnisprobleme verringern.
Teilnehmer einer Studie erinnern sich an gemerkte japanische Vokabeln besser, wenn sie
wihrend der Lernphase zu den Vokabeln von der Bedeutung her passende Gesten zeigen
(vgl. [KMRO8]). Dieser Effekt geht jedoch verloren, wenn der semantische Kontext einer Geste
nicht zum Kontext von Wortern passt.

Gestenformen in Linguistik und Semiotik

Nach McNeill (vgl. [McN92]) werden Gesten in zwei Kategorien unterteilt. Die erste Katego-
rie bezeichnet ,nebensprachliche” Gesten (engl. co-speech gestures), die zweite Kategorie
lexikalisierte, oder ,Emblem” Gesten (engl. emblem gestures). Nebensprachliche Gesten
werden unbewusst gezeigt, wahrend gesprochen wird und sind charakteristisch fiir die spre-
chende Person. Emblem Gesten sind Handstellungen, die je nach kulturellem Hintergrund
verschiedene Bedeutungen haben und Aussagen erganzen oder substituieren. Diese Gesten
transportieren Informationen unabhingig von der Sprache.

Nebensprachliche Gesten werden in vier Typen unterteilt:

* Ikonische Gesten (engl. iconic gestures), bilden Objekteigenschaften, Handlungen und
raumliche Beziehungen ab. Die Referenzierung kann hierbei auch auf nicht reale Ob-
jekte und Metaphern erfolgen. Objekteigenschaften konnen Formen und Umrisse sein.
Beispielsweise formen Hande eine nach oben offene Halbkugel, als Représentation einer
Schale. Handlungen kénnen aus dem Bléttern eines Buches bestehen und durch ein Auf-
klappen beider Hande reprasentiert werden. Beispiele raumlicher Beziehungen kdnnen
Etagen eines Gebdudes sein und durch iibereinander gehaltene Hande reprasentiert
werden.

¢ Deiktische Gesten (engl. deictic or pointing gestures), verbinden einen Aspekt einer
gesprochenen Aussage mit einer anderen Idee, einer Meinung, einem Objekt, einer
Handlung oder einem Ort. Zeigegesten sind deiktische Gesten. Als Beispiel kann das
Zeigen auf ein reales oder imaginédres Objekt genannt werden.

* Metaphorische Gesten (engl. metaphoric gestures), transportieren eine abstrakte Idee
in konkreter Art und Weise. Als Beispiel kann hier die Metapher ,ein Licht geht auf”
und die zugehorige Hand- und Armbewegung genannt werden. Die Bewegung enthalt
das Halten eines Fingers am Kopf mit dem darauffolgenden hoch halten des Fingers in
die Luft und iiber den Kopf.

* Rhythmische Gesten (engl. beat gestures), enthalten den Rhythmus einer gesprochen
Aussage. Diese Gesten transportieren keine Informationen, verbinden jedoch Teile von
Aussagen. Rhythmische Gesten betonen und unterstreichen. Beispielweise wenn Eltern
einem Kind zum wiederholten Mal etwas sagen und den Finger dabei rhythmisch hoch
und runter bewegen.
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Gesten Taxonomien in der Mensch-Computer-Interaktion

In der Linguistik und Semiotik bewegt sich die Klassifizierung von Gesten meist auf einem
hohen Abstraktionslevel und nicht im Kontext der Mensch-Computer-Interaktion. Gesten-
formen der Linguistik haben zum Beispiel keine Eigenschaft fiir die Geschwindigkeit der
Ausfiihrung einer Geste. Eventuell ist diese aber fiir die Ausfithrung einer Geste in einem
System wichtig. Ohne Taxonomien, die solche Eigenschaften einbeziehen, fehlen Klassifizie-
rungsgrundlagen fiir Gesten in der Mensch-Computer-Interaktion. Karam et al. beziehen
sich als erste in ihrer Arbeit [KS05] auf eine Klassifizierung von Gesten im Sinne der Mensch-
Computer-Interaktion.

In der Mensch-Computer-Interaktion gibt es eine Reihe von Taxonomien, die Gestenformen
der Linguistik erweitern, ausbauen und an verschiedene Systeme anpassen. Eine Taxonomie
stellt eine Reihe von Gestentypen vor und ordnet diesen bestimmte Eigenschaften zu. Mit
Hilfe dieser Eigenschaften konnen Gesten der Mensch-Computer-Interaktion entwickelt und
zu festgelegten Gestentypen zugeordnet werden. Unter Beachtung von Taxonomien kénnen
Gestenerkennungstechniken entwickelt und verbessert werden.

Wobbrock et al. stellen in [WMWU09] eine Taxonomie fiir zweidimensionale Gesten (kurz
2D-Gesten, engl. surface gestures) fiir die Bedienung von bertihrungsempfindliche Oberfla-
chen (engl. surface computing) vor. Diese Taxonomie teilt Gesten in vier Dimensionen und
verschiedene Kategorien ein, siehe Tabelle 2.1.

Taxonomie zweidimensionaler Gesten
Form statische Pose Handpose gehalten auf einer Position
dynamische Pose Handpose dndert sich auf einer Position
statische Pose auf Pfad Handpose gehalten bei Bewegung auf Pfad
dynamische Pose auf Pfad | Handpose dndert sich bei Bewegung auf Pfad

ein-Punkt Beriihrung Statische Pose mit einem Finger

ein-Punkt Pfad Statische Pose auf Pfad mit einem Finger
Natur symbolisch Geste wird als Symbol erkannt

physikalisch Geste agiert physisch mit Objekt

metaphorisch Geste zeigt eine Metapher

abstrakt Zuordnung Geste zu Aktion ist abstrakt
Bindung | objekt-zentriert Position-Def. bzgl. Objekteigenschaft

umgebungs-abhingig Position-Def. bzgl. Umgebung

umgebungs-unabhingig | Position-Def. kann Umgebung ignorieren
gemischte Abhdngigkeit | umgebungs-unabhingig plus weitere
Fluf$ diskret Reaktion erfolgt nach Benutzeraktion
kontinuierlich Reaktion erfolgt wahrend Benutzeraktion

Tabelle 2.1.: 2D-Gesten Taxonomie von Wobbrock et al. (vgl. [WMW09])

Die Form Dimension (engl. form) bezieht sich auf Gesten mit einer Hand, wobei die Kate-
gorien ,ein-Punkt Bertihrung und Pfad” (engl. one-point touch, path) auch auf Beriihrungen
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eines Punktes mit mehreren Fingern zutreffen. Die Kategorie ,symbolisch” (engl. symbolic)
der Natur Dimension (engl. nature) bezieht sich auf Symbole wie das ,,Ok” mit Daumen
und Zeigefinger und gespreizten restlichen Fingern. ,Metaphorische” (engl. metaphorical)
Gesten zeigen Metaphern. Zum Beispiel formt die Hand ein Lupe als Vergrofierungsgeste
und bewegt sich dementsprechend. , Abstrakte” (engl. abstract) Gesten haben keine andere
Kategoriezugehorigkeit in der Natur Dimension. Zum Beispiel ist das mehrmalige Beriihren
(engl. tap) eines Objektes um es zu l16schen abstrakt. Die Dimension der Bindung (engl. binding)
fasst Gesten zusammen, die Informationen im Bezug auf ein Objekt oder die Umgebung
zur Ausfithrung brauchen. Eine Beispiel fiir , objekt-zentrierte” (engl. object-centric) Gesten
wire das Vergrofiern von Objekten mit Daumen und Zeigefinger durch entgegengesetzte
Bewegung dieser (engl. pinch to zoom). ,,Umgebungs-unabhingige” (engl. world-independent)
Gesten brauchen zur Ausfiithrung keine Informationen der Umgebung und kénnen tiberall
stattfinden. Gesten mit , gemischten Abhangigkeiten” (engl. mixed dependencies) sind zum
Beispiel mit zwei Handen ausgefiihrte Gesten (engl. bimanual gestures), wobei eine Hand
,umgebungs-unabhidngig” und die andere ,objekt-zentriert” wire. Eine , diskrete” (engl.
discrete) Geste ist zum Beispiel die Zeichnung eines Fragezeichen als Aktion fiir Hilfe.

Taxonomie dreidimensionaler Gesten

Gesten Mapping
Natur metaphorisch | Geste eine Metapher eines physischen Objekts
physikalisch Geste agiert physisch mit Objekt
symbolisch Geste wird als Symbol erkannt
abstrakt Zuordnung Geste zu Aktion ist abstrakt
Kontext im-Kontext Geste fordert Kontext
nicht-Kontext | Geste fordert kein Kontext
Temporal diskret Reaktion erfolgt nach Benutzeraktion

kontinuierlich | Reaktion erfolgt wahrend Benutzeraktion

Physikalische Eigenschaften

Kinematisch | niedrig Geste mit Anderung der Geschw. unter 31 /s
mittel Geste mit Anderung der Geschw. zw. 3m/s° und 6m /s
hoch Geste mit Anderung der Geschw. iiber 6m /s>
Dimension | 1-Achse Bewegung um eine Achse
3-Achsen Bewegung enthilt Translation oder Rotation, nicht beide
6-Achsen Bewegung enthilt Translation und Rotation
Komplexitit | einfach Geste enthidlt nur einzelne Geste
verbunden Geste kann in einfache Geste geteilt werden

Tabelle 2.2.: 3D-Gesten Taxonomie von Ruiz et al. (vgl. [RLL11])

In der Arbeit [RLL11] stellen Ruiz et al. eine Taxonomie fiir dreidimensionale Gesten (kurz
3D-Gesten, engl. motion, mid-air gestures) fiir die Bedienung von Smartphones vor. Die Taxono-
mie teilt Gesten in sechs Dimensionen ein und gruppiert diese sind in zwei Klassen (siehe
Tabelle 2.2).
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Die Klasse des Gesten Mappings (engl. gesture mapping) beschreibt wie Benutzer die Zuord-
nung von Gesten zu Aktionen wihlen. Die Klasse der physikalischen Eigenschaften (engl.
physical characteristics) beschreibt technische und physikalische Eigenschaften von Gesten.
Die Natur Dimension entspricht Wobbrocks Definition in der Taxonomie fiir 2D-Gesten. Eine
Geste, die der Kategorie ,,im-Kontext” (engl. in-context) zugeordnet wird, benétigt einen
Kontext zur Ausfithrung. Zum Beispiel 16st das Fiihren eines Smartphones zum Kopf die
Aktion des Wahlens aus. Eine Geste, die ,nicht-Kontext” (engl. no-context) behaftet ist, ist
zum Beispiel das Schiitteln des Smartphones zum Zurtickkehren in das Hauptmenti. Die Ki-
nematische Dimension (engl. kinematic impulse) gibt die Anderungsrate der Geschwindigkeit
einer Geste bei Ausfithrung an. Die Geste eines kraftigen Schiittelns wiirde in die Kategorie
,hoch” (engl. high) eingeordnet. Die Dimension Dimension (engl. dimension) beschreibt die
genutzten Achsen, die wiahrend der Ausfithrung einer Geste gebraucht werden. Ist in einer
Geste eine Rotation des Smartphones vorgesehen, so ordnet sich diese Geste in die Kategorie
,3-Achsen” (engl. tri-axis) ein.

Eine weitere Taxonomie fiir dreidimensionale Gesten geben Aigner et al. in ihrer Arbeit
[AWB12] an. Diese teilt Gesten in fiinf Dimensionen ein: Zeigegesten (engl. pointing), Zeichen-
oder Symbolgesten (engl. semaphoric), pantomimische Gesten (engl. pantomimic), ikonische
Gesten (engl. iconic) und manipulative Gesten (engl. manipulation). Zeichen- oder Symbol-
gesten werden in statische (,Ok” Zeichen), dynamische (Kreisbewegung der Hand fiir eine
Rotation) und Wisch- und Streich-Gesten (einfaches Wischen mit dem Finger oder der Hand)
eingeteilt. Pantomimische Gesten ahmen eine Handlung nach, wie zum Beispiel das Fiillen
eines Wasserglases. Ikonische Gesten entsprechen der Definition der Gestenform der Linguis-
tik. Manipulative Gesten definieren Gesten, die wahrend der Ausfithrung eine Teilaktion
auslosen.

Das Feld der Taxonomien fiir Gesten ist breit gefachert. Von Taxonomien fiir Gesten zur
Bedienung von ,, Pubic Displays” bis hin zu Taxonomien fiir Gesten, die im Auto eingesetzt
werden, gibt es eine Fiille von Klassifizierungen. Unterschiede in diesen Klassifizierungen
ergeben sich aufgrund von vielen Faktoren, wie dem Einsatzgebiet, den Benutzern und den
zu losenden Aufgabentypen. Taxonomien fiir 2D-Gesten konnen nicht einfach auf 3D-Gesten
tibertragen werden. Aufgrund verschiedener Ausfithrung und Ausfithrungsmoglichkeiten
sowie verschiedener Einsatzgebiete dieser Gestentypen entstehen unterschiedliche Taxonomi-
en. Zu bemerken ist, dass keine Arbeiten zu Taxonomien fiir Hybrid-Gesten, der Verbindung
von 2D- und 3D-Gesten, existieren.

Natural User Interfaces

Unter einem Interaktionsdesign wird nicht das Erscheinungsbild, sondern das Verhalten eines
Produktes bei seiner Benutzung verstanden (vgl. [Saf09]). Natural User Interfaces, kurz NUIs,
beschreiben Benutzerschnittstellen, die Benutzern das Gefiihl geben sollen eine natiirliche
Person zu sein. Nicht die Schnittstellen sind nattirlich, sondern die Benutzer sollen sich
im Umgang mit diesen natiirlich fiihlen (vgl. [WW10], S. 14). Benutzer sollen sich nicht in
Technologie verfangen sehen, sondern leicht und intuitiv Schnittstellen benutzen und erlernen
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konnen. Sprache, Beriihrungen und Gesten machen den Benutzer zum Eingabegerit und
lassen ihn ein Teil eines Ganzen werden.

Paradigmen und Metaphern herkommlicher Benutzerschnittstellen und Interaktionssysteme
miissen iiberdacht und erneuert werden. Die Interaktion mit dem Korper, vor allem der
menschlichen Hand, stellt ein Benutzerschnittstellendesign vor Herausforderungen. Die Auf-
merksamkeit sollte auf die Art der Interaktion, die technischen und physischen Moglichkeiten
ein System zu bedienen, liegen. Die Erweiterung der Interaktionsmoglichkeiten um die dritte
Dimension lédsst ein System fiir den Benutzer greitbar werden.

Die Entwicklung von NUIs beinhaltet die Erforschung von Gesten, da diese ein wichti-
ges Interaktionsinstrument darstellen. Die Entwicklung von Gesten und Gesten-Sets fiir
verschiedene Gebiete der Nutzung befindet sich in den Anfangen. Im Kontext der Mensch-
Computer-Interaktion haben Gesten grofies Potential den Umgang mit Technologie positiv zu
verdndern.

Die Arbeiten zur Erforschung und Entwicklung von Gesten und Gesten-Sets lassen sich
in zwei Lager teilen. Einmal in die Sichtweise, dass Gesten-Sets aus dem Verhalten der
Benutzer durch Studien hergeleitet werden sollen (vgl. [WMWO09], [RLL11]). Hierbei entstehen
sogenannte vom Benutzer abgeleitete Benutzerschnittellen (engl. User-Derived Interfaces). Aus
anderer Sichtweise wird die Herleitung von Designprinzipien fiir Gesten und Gesten-Sets aus
der Untersuchung bestehender Eingabegerite und deren Rahmenbedingungen vorgeschlagen
(vgl. [WW10]). Die physischen und psychischen Auswirkungen wahrend der Nutzung dieser
Eingabegerite werden erfasst und aus diesen Schlussfolgerungen fiir die Entwicklung von
Gesten und Gesten-Sets gezogen. Nicht nur die Benutzer werden in den Designprozess
mit einbezogen, sondern auch Faktoren um das System und die Umgebung. Durch dieses
Vorgehen entstehen Gesten-Sets die bestimmte Kriterien und Anforderungen der Nutzer
erfiillen, leicht zu erlernen und intuitiv zu nutzen sind. Somit eréffnet Gestensteuerung
Moglichkeiten, die andere Arten der Nutzerinteraktion nicht leisten konnen.

Gesten leistungsgeminderter und leistungsgewandelter Menschen

Die vorgestellten Taxonomien beziehen sich auf Nutzer ohne korperliche Einschrankungen.
Bei Menschen mit korperlichen Einschrankungen miissen Gesten und Klassifizierungen dieser
nach anderen Kriterien erfolgen. Leistungsgeminderten Menschen fehlen oft Gliedmafien, sie
haben durch Spasmen entstellte Hiande oder fithren Bewegungen mit einem zittern durch.
Diese Behinderungen miissen bei der Konzeption von Gesten berticksichtigt werden. Die
Arbeit von Aly (vgl. [Aly13]) zeigt Interaktionsschwierigkeiten leistungsgeminderter Arbeiter
an einem Assistenzsystem mit berithrungsempfindlicher Oberfldche. Hier treten Probleme
bei Handstellungen sowie der Ausfiihrung von feinmotorischen Bewegungen auf.

2.2.2. Technisch

Die technische Umsetzung einer Gestensteuerung ist Gegenstand einer Vielzahl von Arbeiten.
Eine Ursache hierfiir kann in der Diversitit und dem Potential der zugrundeliegenden
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Technologien gesehen werden, deren Entwicklung nur schwer abzuschétzen ist. Aus der
Tatsache, dass sich die Mehrzahl der Arbeiten auf spezielle Applikationen beschrénkt, lasst
sich ableiten, dass auch verschiedenen Gestenerkennungstechniken eingesetzt werden.

Techniken und Technologien zur Gestenerkennung bieten verschiedene Moglichkeiten und
besitzen Einschrankungen. Im Folgenden werden verschieden Techniken und Technologien
der Gesten- und Handgestenerkennung vorgestellt. Weiter wird ein Uberblick iiber die
eingesetzte Hardware zur Gestenerkennung gegeben.

Verfahren zur Gestenerfassung

Markergestiitzte Systeme erfassen Bewegungen durch angebrachte Sensoren am menschli-
chen Korper. Das Motion Capture Verfahren ist vielleicht das bekannteste Verfahren unter den
markergestiitzten Systemen. Bewegungen werden in diesem Verfahren durch aufgebrachte
Punkte am Korper erfasst. Kameras nehmen diese Punkte auf, Bilderkennungstechniken
extrahieren Bewegungsdaten aus diesen Aufnahmen und iibertragen diese auf ein computer-
generiertes Modell. Es konnen auch am Korper angebrachte Sensoren wie Gyroskope und
Accelerometer zur Erfassung von Bewegungen genutzt werden. Markergestiitzte Systeme
haben den Nachteil, dass der Benutzer Sensoren tragen muss und eventuell durch diese in
seiner Bewegung eingeschrankt wird. Datenhandschuhe verdeutlichen diese Diskrepanz.

Bilderfassungsysteme nehmen Bewegungen des menschlichen Korpers in Form von Bildern
auf und leiten diese zur Bewegungserkennung weiter. Diese Systeme setzen Kameras ein.
Auch werden Tiefenblider zur Erkennung von Bewegungen genutzt. Der Vorteil dieser
Systeme ist das Wegfallen von Sensoren die am Korper getragen werden miissen. Dies
macht eine natiirlichere Interaktion moglich. Nachteilig ist jedoch, dass Stérungen im Bild
oder der Bildaufnahme negative Auswirkungen auf spatere Bewegungserkennung durch
Bilderkennungstechniken haben.

Verfahren zur Gestenerkennung

Aufgrund dem Fokus auf Handgesten in dieser Arbeit werden im weiteren Verlauf Ver-
fahren der Handgestenerkennung (engl. Hand gestures recognition, kurz HGR) diskutiert.
Handgestenerkennung ist ein sehr aktives Forschungsfeld in der Computer Vision und Mus-
tererkennung. Gesten konnen alle Handbewegungen von einem Menschen sein, jedoch haben
nur bestimmte Bewegungen eine Bedeutung. Die menschliche Hand kann nahezu in jede
beliebige Richtung verdreht und um fast jeden beliebigen Winkel gestreckt werden. Finger
konnen eingeklappt oder nur halb angewinkelt sein. Diese Eigenschaften machen die Hand
zu einem der kompliziertesten Korperteile des Menschen.

Verfahren der Handgestenerkennung umfassen statistische Modelle, Bild- und Mustererken-
nung, Bildverarbeitung und konnektionistische Systeme. Statistische Modelle sind Hidden
Markov Modelle (engl. hidden Markov model), Hauptkomponentenanalysen (engl. Principal
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Component Analysis, kurz PCA) und Partikel-Filter (engl. particle filters). Konnektionistische Sys-
teme sind kiinstliche neuronale Netze (engl. artificial neural networks, kurz ANNs), genetische
Algorithmen und Fuzzy Logic. Bildverarbeitungstechniken zielen auf die Bildsegmentierung
(engl. image segmentation) sowie die Analyse und Erkennung von Formen, Oberfldchen, Be-
wegungen und Konturen. Bild- und Mustererkennungstechniken werden zur Extraktion
von Bildeigenschaften, Objekterkennung, Clusteranalyse und Klassifikation von Mustern
eingesetzt. Zu diesen Techniken gehoren Verfahren wie das Template Machting, was zu Deutsch
der Vorlageniibereinstimmung entspricht.

Template Machting Verfahren beruhen auf Wahrscheinlichkeiten, Statistiken und Signalver-
arbeitung. Grob erklart, wird anhand einer Vorlage, bestehend aus einer Aufzeichnung von
Daten, versucht diese in einem Strom von Daten zu erkennen. Die Erkennung von statischen
Gesten kann durch Template Machting Verfahren und kiinstliche neuronale Netze erfolgen
(vgl. [MAO7]). Wobbrock et al. stellen in [WVA12] ein Template Machting Verfahren zur Er-
kennung von zweidimensionalen Gesten vor. Dieses nutzt eine aufgenommene Geste als
Vorlage, bestehend aus einer Punktwolke von Bewegungsdaten eines Fingers, und erkennt
anhand dieser Daten die aufgenommene Geste in einer Bewegung. Dieses Verfahren ist Teil
der $-Verfahren (vgl. [WVA12]), einer Familie von Template Machting Verfahren, welche leicht
zu verstehen und zu implementieren sind und auf geometrischen Berechnungen beruhen.

Die Erkennung von dynamischen Gesten kann durch Dynamic time warping Verfahren, Hidden
Markov Modelle und kiinstliche neuronale Netze erfolgen. Dynamic time warping Verfahren
ermoglichen die Erkennung von Mustern in zeitlichen Sequenzen von Daten. Hidden Markov
Modelle, als auch kiinstliche neuronale Netze bilden etablierte, jedoch auch sehr komplexe
Verfahren zur Gestenerkennung. Das Hidden Markov Modell ist die einfachste Form eines
dynamischen bayesschen Netzes (engl. dynamic bayesian network). Bayes-Netze bilden ein
Problem durch eine Menge von Zufallsvariablen ab. Jede Zufallsvariable korrespondiert mit
genau einem Netzknoten. Kausale Zusammenhénge zwischen den einzelnen Zufallsvariablen
werden mit Kanten zwischen den Knoten modelliert. Fiir jeden Knoten wird eine bedingte
Wahrscheinlichkeitsverteilung hinterlegt, welche die Berechnungsvorschrift fiir die korrespon-
dierende Zufallsvariable aus den benachbarten Netzknoten liefert. Somit sind Bayes-Netze
eine graphische Notation fiir Aussagen iiber bedingte Unabhédngigkeit und damit ein prak-
tischer Weg, gemeinsame Wahrscheinlichkeitsverteilungen zu spezifizieren. Dynamischen
Bayes Netze beinhalten zeitabhéngige Variablen und es werden kausale Abhéngigkeiten iiber
mehrere Zeitschritte modelliert. Kiinstliche neuronale Netze tibernehmen das biologische
Modell neuronaler Netze im menschlichen Gehirn. Die Struktur eines kiinstlichen neuronalen
Netzes ist durch die Anzahl der Neuronen, durch eine besondere Topologie und durch die
Art der Aktivierungsfunktion der Neuronen definiert. Faktoren wirken auf Neuronen ein
und aktivieren diese je nach Bedingung. Kiinstliche neuronale Netze werden trainiert, sodass
eine Verkettung von Faktoren, Konstanten und Gewichten einen Zusammenhang zwischen
Neuronen entstehen ldsst. Durch dieses trainierte Wissen lassen sich Probleme verschiedener
Art 16sen.
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Abbildung 2.6.: Gestenerfassung durch kiinstliche neuronale Netze. Beginn einer Handges-
tenerfassung mit zwei Neuronen, 45 Neuronen, 83 Neuronen fiir die ganze
Hand und die Erkennung der Geste mit vier Fingern. (vgl. [CRDR11])

Hardware zur Gestenerfassung

Microsofts® Kinect Tiefenkamera erfasst neben Farbwerten auch Tiefeninformationen. Ein In-
frarotsensor projiziert ein grofsflachiges Infrarot-Punkt-Muster in den Raum, ein schwarzweif3
CMOS Bildsensor empféangt reflektierte Infrarotstrahlen. Aus der Laufzeit jedes reflektieren-
den Punktes werden Tiefenwerte errechnet. Jedes Pixel eines Bildes erhilt einen Entfernungs-
wert. Stark reflektierende oder absorbierende Flachen konnen zu Fehlmessungen fiihren. Ein
weiterer Nachteil der Kinect Kamera ist, dass die Erfassung von Tiefenwerten erst ab einer
Entfernung von 50 Zentimeter moglich ist. Dieser Nachteil ldsst eine Bewegungserkennung
direkt an der Kamera nicht zu.

Die Leap Motion’ ist ein Gerit zur hochauflosenden und schnellen Handerkennung. Das
Gerit enthilt zwei Kameras mit monochromen CMOS Bildsensoren, welche Infrarotstrahlen
empfangen, sowie drei Infrarot LEDs. Diese Infrarot LEDs spannen durch Projektion ein fast
halbkugelférmiges Infrarot-Punkt-Muster mit einem Meter Radius auf. Reflektierende Punkte
innerhalb dieser Halbkugel werden durch die zwei Kameras mit 290 Bildern pro Sekunde
erfasst. Durch Bildererkennungstechniken werden diese Tiefenbilder verglichen und ein
dreidimensionales Modell einer Hand erstellt. Im Schnitt werden diese Handdaten 215 Mal
pro Sekunde aktualisiert, wobei eine Bewegungsgenauigkeit von einem Zehntelmillimeter
erreicht wird. Nachteilig konnen sich jedoch stark reflektierende oder absorbierende Fldachen,
als auch helle Lichtquellen auswirken und zu Fehlmessungen fiihren.

2.2.3. Zusammenfassung

Menschliche Gesten sind komplexe Gebilde aus physischen und psychischen Komponenten.
In der Linguistik und der Mensch-Computer-Interaktion miissen Gesten auf verschiedene
Art und Weise klassifiziert werden. Je nach System, Benutzer und Rahmenbedingung fallen
Taxonomien fiir Gesten unterschiedlich aus. Natiirliche Interaktion umfasst Gesteninteraktion,

8siehe http://www.microsoft.com
Isiehe https://www.leapmotion.com
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2.3. Fazit

(@)

Abbildung 2.7.: Darstellung von Systemen zur Gestenerfassung. Links die Microsoft Kinect
Kamera (a), in der Mitte die Leap Motion (b) und rechts eine Skizze des Er-
fassungsbereichs der Leap Motion. (vgl. Webauftritt Microsoft, Leap Motion)

wobei Gesten und Gesten-Sets durch verschieden Ansitze aus dem Verhalten von Benutzern
und den Rahmenbedingungen der untersuchten Systeme extrahiert werden. Leistungsgemin-
derte und leistungsgewandelte Menschen haben bei der Ausfiihrung von Gesten verschiedene
Schwierigkeiten. Die Konzeption von Geste und Gesten-Sets sollte die motorischen Fahig-
keiten von Benutzern mit einbeziehen. Etablierte technische Verfahren zur Gestenerkennung
sind komplex und in der Realisierung aufwendig. Neben diesen existieren Template Machting
Verfahren der $-Familie, die in ihrer Anwendung mit vertretbarem Aufwand auskommen. Im
Verlauf dieser Arbeit wird auf das Template Machting Verfahren von Wobbrock et al. (vgl.
[WVA12]) ndher eingegangen.

2.3. Fazit

Bestehende Assistenzsysteme in der manuellen Montage erfordern vereinfachte Benutzer-
schnittstellen. Besonders leistungsgewandelten und leistungsgeminderten Arbeitern soll
durch diese der Zugang zum System erleichtert werden. Eine einfache und natiirlich Inter-
aktion kann durch Gesten erfolgen. Die Entwicklung dieser muss auf die Gegebenheiten
der Arbeiter und deren Bediirfnisse abgestimmt sein. Die ausfiihrliche Analyse bestehender
Assistenzsysteme in der manuellen Montage und die Betrachtung von Gesten, Gesten-Sets
sowie Taxonomien lassen den folgenden Schluss zu. Bis auf wenige Ansitze gibt es keine
ausfiihrlichen Untersuchungen zur Interaktion durch Gesten an assistierenden Systemen am
Arbeitsplatz im Kontext leistungsgewandelter und leistungsgeminderter Arbeiter. Der Einsatz
von Gesten in diesen Systemen und die Auswirkungen dieser auf die Leistungsfdhigkeit von
Arbeitern sind nicht erforscht.
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3. Assistenzsystem

Das motionEAP! Projekt hat das Ziel ein System zur Effizienzsteigerung und zur Assistenz bei
Produktionsprozessen in Unternehmen auf Basis von Bewegungserkennung und Projektion
zu entwickeln. Durch eine anwenderorientierte Konzeption, prototypische Umsetzung und
Evaluation soll ein neuartiges prozessorientiertes Assistenzsystem fiir Produktionsprozesse
entstehen. Das motionEAP Projekt ist aus dem ASLM Forschungsprojekt (siehe Kapitel 2) der
Hochschule Esslingen hervorgegangen. Das motionEAP Assistenzsystem soll Arbeiter aktiv
und prozessorientiert unterstiitzen. Das System richtet sich vor allem an leistungsgeminderte
und leistungsgewandelte Arbeiter.

Der Arbeiter wird am Assistenzsystem unterstiitzt, indem jeder Arbeitsschritt am Arbeits-
tisch erkannt und vom System mit einer logischen Aktion verbunden wird. Das System ist
immer iiber den aktuellen Vorgang informiert und kann ein in-situ Feedback beziiglich des
Arbeitsschrittes direkt in die Arbeitsfliche einblenden.

Das motionEAP Assistenzsystem realisiert das Konzept der Programmierung durch Demons-
tration. Arbeitsabldufe werden in einem Lernmodus dem System angelernt. Vorarbeiter oder
erfahrene Arbeiter entwickeln direkt am Arbeitsplatz Schritt fiir Schritt einen Arbeitsablauf,
welcher vom System erfasst und gespeichert wird. In einem Ausfithrungsmodus konnen
diese Arbeitsabldufe unter kontextsensitiver Hilfe von unerfahrenen und zu unterstiitzenden
Arbeitern abgerufen und durchgefiihrt werden. Aufgrund der Leistung des Arbeiters wird
vom System ein kontinuierliches und personalisiertes Feedback in visueller oder akustischer
Form gegeben. Das System soll die Uberbelastung des Benutzers erkennen kénnen und seine
Leistungsfahigkeit und kognitiven Fahigkeiten richtig einordnen. Mit Hilfe von Gamification-
Elementen wird dies erméoglicht (vgl. [FKBT13]). Metriken, welche die Zeit oder die Fehler pro
Arbeitsschritt messen, konnen zur Motivation und Qualitdtskontrolle eingesetzt werden.

Als Weiterentwicklung des ASLM Assistenzsystems soll das motionEAP Assistenzsystem
folgende Anforderungen und Verbesserungen erfiillen (vgl. [FKB*13]):

¢ Steigerung der Prozessorientierung

Vereinfachung der Bedienoberfldchen und die Unterstiitzung nattirlicher Interaktion

Integration von Mechanismen zur Steigerung der Arbeitszufriedenheit und Motivation

Integration von Mechanismen zur Fehlervermeidung und -fritherkennung

* Anpassung an die Bediirfnisse von leistungsgeminderten Mitarbeitern

Lsiehe http://www.motioneap.de
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3. Assistenzsystem

400 mm
Tiefen-Kamera
Projektor
1000 -
1080 mm y Webcam

Leap Motion

800 mm

400 mm
Abbildung 3.1.: motionEAP Montagetisch und Aufbau.

3.1. Beschreibung

Das untersuchte motionEAP Assistenzsystem befindet sich im Stadium eines Prototyps. Der
technische Aufbau des Systems besteht aus einem Aluminiumrahmen, welcher tiber einem
Montagetisch positioniert wird (siehe Abbildung 3.1). Dieser Rahmen hélt in einem Alumi-
niumkiéfig in einer variablen Hohe von 100 bis 180 Zentimetern eine Projektionseinheit, die
einem Acer Projektor K330 entspricht, und eine Microsoft Kinect Tiefenkamera. Zusatzlich
wird eine Leap Motion in einem vertikalen Winkel von 35 Grad an der vorderen Kante des
Montagetisches platziert, wobei das Gerit in einer spateren Version im Tisch versenkt wird.
Eine Webkamera und andere Sensoren konnen in zusitzlicher Form zur Uberwachung und
Objekterkennung eingesetzt werden. Der Projektor projiziert vertikal ein Bild auf den Mon-
tagetisch, wobei die gesamte Arbeitsflache sowie die Werkstiicke auf dem Tisch mit einer
Projektion tiberlagert werden konnen. Pfeile, Umrandungen und andere grafischen Elemente
konnen direkt auf ein Werkstiick projiziert werden und wichtige Hinweise zur Ausfiithrung
eines Arbeitsschrittes geben. Der Projektor als auch die Tiefenkamera sind getrennt von
einander verstell- und fixierbar, dies erlaubt eine exakte und permanente Kalibrierung. Die
Kalibrierung des Projektors und der Tiefenkamera wird durch die Erkennung von projizier-
ten Kreisen im Bild der Kamera ermoglicht. Die Tiefeninformationen der Kinect werden
zur Positionsbestimmung der Hand oberhalb der Arbeitsfliche genutzt. Durch diese Daten
konnen auch Beriihrungen des Montagetisches festgestellt werden. Durch das open-source
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Framework Candescent NUI? kénnen Hinde, einzelne Finger eines Benutzers sowie die
Abstande dieser Finger zur Kinect erkannt werden. Mit Hilfe dieser Abstande werden durch
das Ubidisplays Toolkit® Berithrungen der Arbeitsflache durch einzelne Finger erkannt (vgl.
[HA12]). Durchstofit ein Finger einen 15 Millimeter hohen Raum {iber der Arbeitsflache, so
wird ein ,, Touchevent” ausgelost. Somit kann jede Arbeitsfliche unter dem motionEAP Gertist
zu einem Multitouch-Tisch werden. Neben der Erkennung zweidimensionaler Beriihrungen
des Montagetisches konnen mit Hilfe der Leap Motion dreidimensionale Handbewegungen
und Gesten erfasst werden.

Abbildung 3.2.: motionEAP Prototyp Assistenzsystem.

3.2. Anwendungsfille

Das motionEAP Assistenzsystem kann in den folgenden hier beschriebenen Szenarien ein-
gesetzt werden (vgl. [FKBT13]). Besonders die Szenarien des Trainings und der Fortbildung,
als auch des Montagetisches sind hinsichtlich dieser Arbeit von Bedeutung. Anhand dieser
Szenarien werden Aktionsmoglichkeiten beteiligter Arbeiter und Trainer identifiziert und
Gesten fiir diese Aktion entwickelt und bewertet.

Szenario des Trainings und der Fortbildung

In einer Trainingsumgebung eingesetzt, kann das System zur Schulung von Arbeitern und
zur Demonstration neuer Arbeitsschritte eingesetzt werden. Hierbei kénnen neue Arbeitsab-

Zsiehe http://candescentnui.codeplex.com
3siehe https://code.google.com/p/ubidisplays
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3. Assistenzsystem

laufe konzipiert und programmiert werden. Das System wird auflerhalb seines industriellen
Einsatzortes eingesetzt, simuliert jedoch zukiinftige Arbeitsabldufe durch verschiedene Trai-
ningsszenarien. Auftretende Fehler in Arbeitsabldufen werden identifiziert und korrigiert.
Hinweise zu diesen Korrekturen werden in den Arbeitsabldufen hinterlegt. Dieses Vorge-
hen erlaubt prozesssichere Arbeitsabldufe fiir zukiinftige Serienanwendungen. Weiter sollen
Hinweise zur Verbesserung von Bewegungsabldufen und zu ergonomischen Aspekten in
den Arbeitsabldufen hinterlegt werden konnen. Die Trainingsumgebung ermoglicht eine
stressfreie Einlernphase an System und Montagetatigkeit ohne Zeit- und Leistungsdruck.
Die Abbildung des Anhangs A.2 zeigt den Anwendungsfall (engl. use case) des Trainers und
mogliche Aktionen dieser Benutzergruppe.

Szenario des Montagetisches

Der in der Industrie verwendete Montagetisch stellt den primédren Einsatzort des Assistenz-
systems dar. In einem Produktionsprozess wird eine Montageanleitung in den Arbeitsbereich
projiziert, Hinweise zu falsch ausgefiihrten Arbeitsschritten gegeben und Korrekturen vorge-
schlagen. Das System muss flexibel auf den konstruktiven Einsatzort, als auch auf eine hohe
Variantenanzahl in der Produktion konzipiert sein. Die Abbildung des Anhangs A.1 zeigt den
Anwendungsfall (engl. use case) des Arbeiters und mogliche Aktionen dieser Benutzergrup-

pe.

Szenario der Kommissionierung

In diesem Szenario wird das Assistenzsystem zur Anleitung und Kontrolle bei der Vorkom-
missionierung verwendet. Hierbei sollen die verbreiteten Systeme des ,Pick-by-Light” und
,Put-to-Light” durch das Assistenzsystem ersetzt werden. Anstatt den Entnahmeort sowie
den Ablageort eines Werkteiles oder Produktes durch Lichtsignale zu kennzeichnen, werden
diese mit Hilfe von Projektionen angezeigt. Die Kombination aus Bewegungserkennung und
Projektion gibt nicht nur eine Anleitung zur Kommissionierung, sondern stellt auch eine
Kontrolle der Entnahme und Platzierung von Teilen sicher.

Szenario der Montagezelle

Mehrere Montagetische kdnnen zu einer Montagelinie zusammengenommen werden. Die
nahtlose Kombination von mehreren Assistenzsystemen bildet hierbei eine Herausforderung.
Tiefenkameras und Sensoren wie die Leap Motion miissen ohne Probleme zusammenspielen.
In Montagezellen werden komplexere und umfangreichere Montageabldufe abgebildet, dies
hat eine hohe Produktionsflexibilitdt zur Folge. Der Einlern- und Trainingsaufwand, als
auch die Fehlerquote von Arbeitern steigt. Die anleitende und tiberpriifende Funktion des
Assistenzsystems soll den Einstiegsaufwand und die Fehlerrate neuer Mitarbeiter stark
reduzieren.
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3.3. Aktionsmadglichkeiten

Aus den Anwendungsfillen des Trainings, der Fortbildung sowie des Montagetisches lassen
sich eine Reihe von Aktionen an dem motionEAP Assistenzsystem herleiten. Diese Aktionen
konnen von den Personen, die am Assistenzsystem beteiligt sind, ausgefiihrt werden. Die
Benutzer sind in erster Linie der Vorarbeiter, Meister oder Trainer und der Arbeiter.

Der Trainer, welcher Arbeitsabldufe am System entwickelt und plant, ist meistens eine un-
eingeschrénkte Person. Der Arbeiter, welcher Montagetitigkeiten am System ausfiihrt und
durch Arbeitsabldufe in mehreren Arbeitsschritten gefiihrt wird, ist meistens eine leistungsge-
minderte oder leistungsgewandelte Person. Beide Benutzergruppen verwenden das System
und miissen verschiedene Aufgaben l6sen.

Zur Analyse verschiedener Aktionen wurde ein Montage-Szenario fiir das Assistenzsystem
entwickelt, dieses enthilt die manuelle Montage einer einfachen Schraubzwinge der Firma
Bessey* bestehend aus fiinf Werkzeugteilen (siehe Abbildung 3.3). Im Folgenden wird dieses
Szenario flir den Trainer und den Arbeiter beschrieben und aus diesem die Aktionen im
System hergeleitet.

Abbildung 3.3.: Montage-Szenario der fiinfteiligen Schraubzwinge.

3.3.1. Trainer

Der Trainer kann Arbeitsabldufe erstellen und speichern, Abbildung 3.4 zeigt die Erstellung
schematisch. Arbeitsabldufe bestehen aus Arbeitsschritten, diese bestehen aus Masken, Hin-
weistexten, Fotos von Werkstiicken, einfachen Grafiken wie Pfeilen, Kreisen, Rechtecken und
Umrandungen.

Die Erstellung eines Beispiel Arbeitsablaufs, anhand der oben erwédhnten Schraubzwinge,
wiirde im System wie folgt ablaufen. Der Trainer erfasst alle Teile der Schraubzwinge, erstellt
Fotos von jedem Teil und beschriftet alle Teile. Es folgt eine Anordnung der Teile nach
Montagereihenfolge und die Erstellung der Arbeitsschritte:

4siehe http://www.bessey.de
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¢ Schritt 1 anlegen: Anfangszustand und Endzustand als Foto einfiigen. Position der
Teile festlegen. Montageerkldarung mit Hinweistext, Symbolen, Fotos, Videos. ToDo:
Griff in Backe eindrehen (GB1).

* Schritt 2 anlegen: Anfangszustand und Endzustand als Foto einfiigen. Position der
Teile festlegen. Montageerklarung mit Hinweistext, Symbolen, Fotos, Videos. ToDo:
Schutzkappe auf Klemmauflage driicken (SK).

* Schritt 3 anlegen: Anfangszustand und Endzustand als Foto einfiigen. Position der
Teile festlegen. Montageerklarung mit Hinweistext, Symbolen, Fotos, Videos. ToDo: SK
auf GB1 driicken (mit Gummihammer) (SKGB1).

¢ Schritt 4 anlegen: Anfangszustand und Endzustand als Foto einfiigen. Position der
Teile festlegen. Montageerklarung mit Hinweistext, Symbolen, Fotos, Videos. ToDo:
Backe2 in SKGBI1 einfiihren.

* Schritt 5 anlegen: Endzustand als Foto einfiigen. Als Endsituation definieren und
Erfolgsnachricht festlegen.

¢ Schritt 6: Montagereihenfolge Schraubzwinge abspeichern.

Montageerklarung Schritt n

*Ausgangangssituation +Hinweistext +Fotos Teile, «Endsituation

«Fotos Teile, «Erkldrung durch Anfang/Ende eFoto Werkstiick, Ende
Anfang/Ende Symbole und Fotos *Werkstiickposition sWerkstiickposition
*Werkstiickposition +Anordnung Werkzeuge sAnordnung
sAnordnung Werkzeuge Werkzeuge
sErfolgsnachricht

Iteration

Abbildung 3.4.: Die Erstellung eines allgemeinen Arbeitsablaufs durch den Trainer.

Aktionen des Trainers

Aus dem obigen Szenario konnen folgende allgemeinen Aktionen des Trainers ermittelt
werden, siehe Tabelle 3.1. Jede Aktion wird kurz beschrieben und ist eindeutig mit einer ID
gekennzeichnet, dies erlaubt eine spédtere Zuordnung zu bestimmten Gesten.

Rot hervorgehobene Aktionen konnen vom Trainer, als auch vom Arbeiter ausgefiihrt werden.
Dies betrifft vor allem tiberlappende Tétigkeiten wie ,,in Hinweistexten scrollen”, die Schrift
vergrofiern, Objekte auswahlen und ,,Videos von vorne spielen lassen”. In erster Linie werden
diese Tatigkeiten jedoch dem Trainer bei der Erstellung von Arbeitsabldufen unterstellt.
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01

02

03

04

05

06

07

08

09

10

11

12

Aktion

Position von Werkstiick/
Werkstiickteilen/Werkzeugen
festlegen, markieren

Foto von Werkstiick/
Werkstickteilen machen
Maske/Hinweistext Position
andern

Maske/Hinweistext GroBe andern
Maske/Hinweistext an bestimmter
Position neu einfilgen/
aufmachen

In Masken/Hinweistexten
scrollen

In Masken/Hinweistexten Schrift
vergroBern

Objekt auswahlen

Objekt rotieren

In Video/Animation Kamera
Position andern

11. In Video/Animation Kamera
Zoom andern

Video von vorne spielen lassen

Beschreibung
Festhalten der Position eines Teiles, Ablage-
ort bestimmen.

Ein Foto eines Teiles erstellen.
Die Position eingeblendeter Masken dndern.

Die Grofie eingeblendeter Masken dndern.
Eine Maske an einer neuen Position aufma-
chen.

Im Text einer Maske scrollen.
Den Test in einer Maske vergrofiern.

Ein Objekt, wie einfache Grafiken, Videos,
Fotos etc. auswéahlen.

Ein Objekt, wie einfache Grafiken, Videos,
Fotos etc. rotieren.

Die Kamerasicht auf eine Szene in einer Ani-
mation dndern.

Den Kamera Zoom in einer Animation an-
dern.

Die Wiedergabe eines Videos von vorne be-
ginnen.

Tabelle 3.1.: Identifikation der Aktionen des Trainers

3.3.2. Arbeiter

ID

01

02

03

04

06

08

09

12

14

15

16

19

Der Arbeiter fiihrt eine manuelle Montage aus und wird aktiv durch einen Arbeitsablauf
geleitet (siehe Abbildung 3.5). Jeder Arbeitsschritt enthédlt Montageerkldrungen in Form
von Hinweisen, Fotos, Videos, Animationen und einfachen Grafiken wie Pfeilen, Kreisen,
Rechtecken und Umrandungen.

Die Durchfithrung eines Arbeitsablaufs, anhand der anfangs erwdhnten Schraubzwinge,
wiirde im System wie folgt aussehen. Alle Werkteile der Schraubzwinge liegen griffbereit
neben oder auf dem Werktisch. Vor dem Einsatz und der Entnahme fiir den jeweiligen
Arbeitsschritt erfolgt eine Kennzeichnung der Teile. Weiter lauft die Montage in fiinf Schritten

ab:
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¢ Schritt 1: Montage nach Montageerkldrung mit Hinweistext, Symbolen, Fotos, Videos.
ToDo: Griff (G) in Backel (B1) eindrehen. Ergebnis: Griff in Backel (GB1), Arbeitsschritt
bestitigen.

* Schritt 2: Montage nach Montageerkldarung mit Hinweistext, Symbolen, Fotos, Videos.
ToDo: Schutzkappe (S) auf Klemmauflage (K) driicken. Ergebnis: Schutzkappe auf
Klemmauflage (SK), Arbeitsschritt bestatigen.

* Schritt 3: Montage nach Montageerkldrung mit Hinweistext, Symbolen, Fotos, Videos.
ToDo: SK auf GBI driicken (mit Gummihammer). Ergebnis: SK auf GB1 (SKGB1),
Arbeitsschritt bestdtigen.

¢ Schritt 4: Montage nach Montageerklarung mit Hinweistext, Symbolen, Fotos, Videos.
ToDo: B2 in SKGBI einfiihren. Ergebnis: B2 in SKGB1 (B2SKGB1), Arbeitsschritt bestéti-
gen.

¢ Schritt 5: Ende der Montage bestétigen.

s Werkstckposition

Iteration

Abbildung 3.5.: Die Ausfiihrung von allgemeinen Arbeitsschritten durch den Arbeiter.

Aktionen des Arbeiters

Aus dem obigen Szenario kénnen folgende allgemeinen Aktionen des Arbeiters ermittelt
werden, siehe Tabelle 3.2.

Aufgrund gleicher Funktionalitdt konnen verschiedene Aktionen wie das Wechseln zwischen
Masken und das Wechseln zwischen Objekten gruppiert werden. Gleiches gilt fiir das Lo-
schen und Schliefien von Objekten, Dialogen und Masken. Ein Dialog enthélt zum Beispiel
eine Meldung vom System und kann bestétigt oder abgelehnt werden. Rot hervorgehobene
Aktionen konnen vom Arbeiter, als auch vom Trainer ausgefiihrt werden. Dies betrifft in
erster Linie {ibergeordnete Aktionen wie einen , Dialog bestitigen”, nicht bestadtigen und die
spezielle Aktion ,, zwischen Masken wechseln”.

Aktion Beschreibung ID
01| Ausfiihrung des Arbeitsschrittes | Den erfolgreichen Abschluss eines Arbeits- | 22
bestatigen schrittes bestatigen.
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02

03

04

05

06

Ausfihrung des Arbeitsschrittes
nicht bestatigen
Arbeitsschritt wiederholen
Zwischen Maske/Hinweistexten,
Objekten/Arbeitsschritten
wechseln/navigieren

Dialog bestatigen, Video
abspielen

Maske/Hinweistext schlieRen,
Objekt l1oschen/schlieBen,
Dialog nicht bestatigen, Video
anhalten

Den Abschluss eines Arbeitsschrittes nicht
bestitigen.

Einen Arbeitsschritt wiederholen.
Zwischen Objekten, Masken und Arbeits-
schritten wechseln.

Einen Dialog bestitigen oder ein Video ab-
spielen lassen.

Objekte 16schen, Masken schliefSen, Videos
anhalten und Dialoge schliefSen.

Tabelle 3.2.: Identifikation der Aktionen des Arbeiters

23

24
26

27

28
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4. Vorstudie

In diesem Kapitel werden zu den im Vorfeld bestimmten Benutzeraktionen Gesten identifiziert.
Hierbei handelt es sich um zweidimensionale (2D), dreidimensionale (3D) und hybrid Gesten.
Hybrid Gesten setzen sich aus 2D und 3D Gesten zusammen. Die Entwicklung dieser Gesten
bezieht eine durchgefiihrte Studie, als auch verschiedene Erkenntnisse zum Benutzerverhalten
leistungsgeminderter und leistungsgewandelter Arbeiter, nicht nur an Assistenzsystemen,
ein.

Im Rahmen der Studie werden Gesten von Teilnehmern gesammelt und im Hinblick auf die
Verwendung im Assistenzsystem bewertet. Die Auswahl relevanter Gesten erfolgt aufgrund
dieser Ergebnisse, wobei ebenfalls bestimmte anhand der Zielgruppe festgelegte Kriterien
berticksichtigt werden. Somit verfolgt diese Arbeit das Ziel der Herleitung von Gesten mit
Hilfe von Studien, jedoch auch aufgrund der Untersuchung bestehender Eingabemethoden
und deren Rahmenbedingungen. Ein dhnliches Vorgehen zur Entwicklung von Natural User
Interfaces schlagen auch Wigdor et al. in [WW10] (S. 207 und 219) vor. Uber Iterationen im
Designprozess von Benutzerschnittstellen und der Zuhilfenahme von Ergebnissen aus Benut-
zerstudien konnen intuitive und natiirliche Schnittstellen zwischen Mensch und Maschine
entstehen.

Im Folgenden wird der Ablauf der Studie beschrieben. Hierzu zdhlen das Durchfithrungs-
konzept, die Beschreibung und Auswahl der Teilnehmer und die verwendeten technischen
Hilfsmittel zur Ausfiihrung. Abschliefiend erfolgt die statistische Analyse der Studienergeb-
nisse und die Prédsentation relevanter Gesten.

4.1. Konzeption der Durchfihrung

Die Methodik der Studie ist in Anlehnung an die Methodologie von Wobbrock in den Arbeiten
[WRMO05], [WMWO09] und Grandhi in [G]JM11b] konzipiert.

Ziel der Studie ist die Erfassung qualitativer Daten zu moglichen Gesten fiir festgelegte
Aktionen. Zwolf Teilnehmer werden eingeladen. Jeder Teilnehmer benennt zu insgesamt 25
zuvor festgelegten Aktionen jeweils eine 2D, 3D und hybrid Geste und muss diese vorfiih-
ren. Zusétzlich erldutert der Teilnehmer wahrend der Vorfithrung, nach dem Thinking Aloud
Prinzip, laut seine Gedankengidnge und begriindet seine getroffene Auswahl. Jeder Teilneh-
mer wird zu Analysezwecken auf Video aufgenommen und muss am Ende des Interviews
einen Fragebogen zur Person und getroffener Gestenauswahl beantworten. Wahrend des
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Interviews werden Notizen zur Ausfithrung und den Gedankengéngen des Teilnehmers ge-
macht, diese erlauben das Festhalten von Besonderheiten im Auswahlprozess. Die technische
Realisierbarkeit wird vom Teilnehmer bei der Auswahl von Gesten nicht beachtet.

Die Auswertung der gesammelten Daten verlduft wie folgt, alle verschiedenen Gesten einer
Gestenart werden identifiziert, drei Listen aller nicht redundanten Gesten werden erstellt. Zu
jeder Geste einer Liste werden die Aktionen zugeordnet, fiir die die Geste gezeigt wurde. Es
entsteht somit eine Konfliktgruppe von Aktionen fiir die selbe Geste. Durch mehrmaliges
zuordnen der gleichen Aktion zu einer Aktionengruppe erhoht sich ein Zahler fiir diese
Aktion. Dieser Zahler wird score genannt. Die Aktion in der Aktionengruppe mit dem hochsten
score gewinnt die Geste. Eine Geste wird auch als symbol bezeichnet. Die Gleichung 4.1
berechnet den score einer Aktion. Dieser ist die Anzahl gleicher vorgeschlagener Gesten fiir
eine Aktion.

(4.1) score = |symbols|

Durch dieses Vorgehen soll ein Gesten-Set mit einer hohen Ubereinstimmung zu der Auswahl
aller Teilnehmer entstehen. Diese Ubereinstimmung eines Gesten-Sets wird als guessability
bezeichnet. Die Gleichung 4.2 berechnet die guessability, wobei S die Anzahl aller Aktionen
die gewonnen haben darstellt. |P;| stellt die Anzahl gleicher vorgeschlagener Gesten fiir
Aktion s, also den score der Aktion s dar. |P| sind alle vorgeschlagenen Gesten fiir alle
Aktionen. Zusammenfassend sagt die guessability aus, zu wie viel Prozent sich ein ermitteltes
Gesten-Set mit den vorgeschlagenen Gesten der Teilnehmer deckt.

(42) G = ZSTISJ:PS' -100%

Weitere qualitative Daten aus dem Fragebogen zum Interview, als auch aus den Notizen zur
Ausfithrung und den Gedankengingen der Teilnehmer fliefien in die spatere Diskussion zur
Studie mit ein.

4.2. Teilnehmer

Die zwolf Teilnehmer der Studie setzen sich aus zehn ménnlichen und zwei weiblichen Perso-
nen zusammen. Das Durchschnittsalter liegt bei 27 Jahren (M = 26.67, SD = 5.18), wobei 75%
der Teilnehmer Rechtshiander und 25% Linkshidnder sind. Bei den Teilnehmern handelt es
sich um Studenten der Universitdt Stuttgart, vorwiegend aus dem Bereich der Informatik. Die
Teilnahme ist freiwillig. Alle Teilnehmer haben Erfahrungen mit 2D Gesten, vor allem aus der
alltdaglichen Nutzung von Smartphone und Tablet. Nur 50% der Teilnehmer haben Erfahrun-
gen mit 3D Gesten. Es werden vor allem Erfahrungen in dem Unterhaltungsbereich genannt.
Microsofts Kinect und Nintendos Wii werden hier zu Spielzwecken genutzt. Ein Teilnehmer
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gibt die Bedienung eines Fernsehers an. Zur Ermittlung qualitativer Daten werden fiir diese
Studie keine leistungsgeminderten und leistungsgewandelten Personen vorausgesetzt.

4.3. Apparatur

Die technischen Hilfsmittel, die in dieser Studie benutzt werden, konnen in drei Bereiche
eingeteilt werden. Technisches Equipment, Fragebogen und Gegenstiande zur Simulation
des zu untersuchenden Assistenzsystems. Der Fragebogen enthilt neben Fragen nach Alter,
Geschlecht, Handigkeit, auch Fragen zu Erfahrungen mit 2D und 3D Gesten. Zum Abschluss
wird noch gefragt, zu welchen Aktionen es am schwierigsten ist Gesten zu finden und fiir
welche Gestenart dies der Fall ist. Der Fragebogen wird mit mit Hilfe von Google Forms!
erstellt und per Webmaske den Teilnehmern zur Verfiigung gestellt. Ebenfalls erlaubt der
Google Dienst das Herunterladen der Antworten in Form einer CSV-Datei. Die Gegenstinde
zur Simulation bestehen aus einem Arbeitstisch mit abgeklebter Arbeitsfliche, einer einfachen
Schraubzwinge und verschiedenen aus Pappe hergestellten Beispielmasken zur Veranschauli-
chung einer grafischen Oberfldche. Zum technischen Equipment gehoren zwei Notebooks
zum Erfassen des Fragebogens, als auch von Notizen. Weiter wird der Teilnehmer mit zwei
Weitwinkelkameras aufgenommen.

Abbildung 4.1.: Technische Hilfsmittel der Benutzerstudie zur Identifikation von Gesten.

Lsiehe http://www.google.com/drive/apps.html
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4.4. Durchfiuhrung

An zwei Tagen nahmen zwolf Teilnehmer an der Studie teil. Jedes Interview dauerte eine
halbe Stunde. Jedem Teilnehmer wurde der Hintergrund der Studie erkldrt und das Ziel kurz
zusammengefasst. Eine Zustimmungserklarung zur Verwendung von Daten wurde vorgelegt
und vom Teilnehmer unterzeichnet. Alle Gestenarten wurden erkldrt sowie die moglichen
Unterschiede dieser gezeigt. Die Hilfsmittel zur Simulation einer manuellen Montage wurden
ebenfalls erkldrt und gezeigt. Daraufhin wurde jede Aktion beschrieben und der Effekt,
welcher von dieser Aktion ausgeldst wird, gezeigt. Der Teilnehmer wiederholte den Effekt
und zeigte die von ihm gewdahlte 2D, 3D und Hybrid Geste. Gesten konnten mit der rechten,
als auch mit der Linken Hand ausgefiihrt werden. Wéahrend der Vorfiithrung dieser Gesten
erlduterte der Teilnehmer seine Gedanken zum Auffinden einer Geste. Der Oberkorper und
die Hande des Teilnehmers wurden dabei auf Video aufgenommen. Weiter wurden zur
jeder Aktion Notizen zur Ausfithrung der Gesten gemacht. Die Reihenfolge der abgefragten
Aktionen wurde anhand eines bestimmten lateinischen Quadrates (vgl. [FH10], S. 84) gewihlt,
um Nebeneffekte in den Gedankengdngen der Teilnehmer zu reduzieren. Fiir diese Zwecke
wurde das ,Balanced Latin Square” genutzt, dieses wurde in sechs auf sechs Felder unterteilt.
Gruppen von jeweils zwei Teilnehmern bekamen somit verschiedene Reihenfolgen von
Aktionen. Am Ende eines jeden Interviews fiillte jeder Teilnehmer einen Fragebogen zu seiner
Person und zu Schwierigkeiten im Verlauf der Gestenauswahl aus.

4.5. Resultate und Diskussion

Insgesamt wurden 900 Gesten von zwolf Teilnehmern gesammelt und ausgewertet. Das
entspricht 25 Gesten fiir 25 Aktionen pro Gestenart und pro Teilnehmer. Somit entstanden 300
Gesten pro Gestenart. Aus diesen 300 Gesten blieben nach Abzug redundanter und &hnlicher
Gesten 40 2D Gesten, 77 3D Gesten und 31 Hybrid Gesten {ibrig.

Eine Auswertung der Ergebnisse zeigt Redundanzen in den vormals festgelegten Aktionen.
Von urspriinglich sieben Aktionsbereichen und 25 Aktionen haben sich neun Aktionen als
redundant erwiesen. Dies betrifft vor allem Aktionen, die im Kontext das selbe aussagen.
Aktionen wie das Bestitigen eines Dialogs oder das Abspielen eines Videos konnen zusam-
mengefasst werden, da sie Bestdtigungen darstellen. Gleiches gilt fiir Aktionen wie dem
Schliefien einer Maske, dem Loschen eines Objektes, dem Anhalten eines Videos und dem
,micht bestdtigen” eines Dialogs. Diese Aktionen kdnnen zusammengefasst werden, da sie ein
Loschen darstellen. Ebenfalls konnen Aktionen wie das Wechseln zwischen Masken, Objekten
und Arbeitsschritten zusammengefasst werden. Eine urspriingliche Trennung der Aktionen
nach Masken, Objekten, interaktiven Inhalten wie Videos und iibergeordneten Dialogen er-
wies sich als nicht genau genug. Von 25 Aktionen bleiben aufgrund von neuen Gruppierungen
18 Aktionen bestehen, diese Aktionen konnen in Kapitel 3 eingesehen werden.

Die Auswertung der Teilnehmergesten zeigt ein , Gesten-zu-Aktionen Verhéltnis” bei 2D
Gesten von zwei zu eins, bei 3D Gesten von vier zu eins und bei Hybrid Gesten von beinahe
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zwei zu eins. Nach Anwendung des im obigen Kapitel beschriebenen Verfahrens zum Feststel-
len von Gewinnergesten ergeben sich folgende Beobachtungen. Die alleinige Identifizierung
finaler Gesten-Sets fiir 2D, 3D und Hybrid Gesten aufgrund von Benutzervorschldgen und
,User-derived” Gesten funktioniert fiir spezielle Systeme nicht. Die Verhiltnisse der gezeigten
Gesten zu den Aktionen und die Auswertung der Gewinnergesten zeigen, dass es fiir jede
Aktion eine Vielzahl von unterschiedlichen Gesten gibt. Vor allem im dreidimensionalen
und hybriden Bereich existieren wenige Ubereinstimmungen zwischen den vorgeschlagenen
Gesten der Teilnehmer. Fiir bestimmte Aktionen gibt es zu viele oder keine Gesten. Dies hat
zur Folge, dass sich fiir Aktionen mehrere Gewinnergesten ergeben. Die Abbildung 4.2 zeigt
die Ermittlung von Gewinnergesten, wobei die Zeilen sieben und zehn zwei Gewinnergesten
fir die gleiche Aktion darstellen (Aktion 3). In Spalte C kdnnen die scores der jeweiligen
Aktionen in Klammern gesehen werden.

A B C D
i Nr. 3D Gesten aus Benutzerstudie 1 Aktionen (wieviel mal genutzt) Gewinner-Aktion
2
3 1 Mitvier Fingern, Dauem Zeigefinger horizontal ein Rechteck zeigen  2(8) 2
2 Mit vier Fingern, Dauem Zeigefinger horizontal ein Rechteck zeigen,
4 Finger bewegen sich sysnchron kurz zu/von einander 1(1), 2(3) 2
3 Enlarge/Shrink - Mit vier Fingern, Dauem Zeigefinger horizontal ein
5 Rechteck zeigen, Finger bewegen sich sysnchron zu/von einander 4(1), 7(2), 9(1) 7
6 4 Hand horizontal statisch 7(1), 12(3), 25(1), 1(4), 6(1) 1(auch 12)
7 5 Hand horizontal statisch mit Bewegung auf Pfad 3(5) 3
8 6  Hand horizontal statisch mit Bewegung auf Pfad in Aussenbereich 13(4). 25(2), 5(2), 21(1), 22(1) 13
9 7  Handvertikal statisch mit Bewegung auf Pfad in Aussenbereich 5(1), 13(1) 5,13
10 8  Faust horizontal statisch mit Bewegung auf Pfad 3(3) 3
il 9 Faust horizontal statisch mit Bewegung auf Pfad in Aussenbereich 13(1) 13
12 10 Enlarge/shrink - Daumen Zeigefinger von/zu einander bewegen 4(2), 6(1), 3(1), 16(2) 4,16
. Enlarge/Shrink - Mit zwei Handen horizontal halten von/zu einander
13 bewegen 1(1), 4(8), 6(2), 7(1), 9(2), 12(2), 16(2) 4
12 Enlarge/Shrink - Mit zwei Zeigefingern horizontal zeigen und von/zu
14 einander bewegen 1(1), 4(6), 9{2), 12(1), 16(2) 4
15 13 Swipe Beide Hinde horizontal von aussen nach innen bewegen 24(1) 24
16 14  Swipe mit Handfliche horizontal nach rechts 10(1), 11(2), 21(2), 22(1), 23(1), 25(1}) 10,21

Abbildung 4.2.: Ein Ausschnitt aus der Ermittlung der 3D Gewinnergesten.

Die Auswahl der Gewinnergesten kann somit nicht vollstindig aus vorgeschlagenen Gesten
der Teilnehmer erfolgen. Diese Feststellung zeigt, dass es so etwas wie natiirliche Gesten
nicht gibt. Gesten sind so vielfdltig, dass die Teilnehmer diese schwer Beurteilen und zu
Aktionen zuordnen konnen. Dies gilt vor allem fiir 3D Gesten und besonders fiir Hybrid
Gesten. Aufgrund dieser Feststellung miissen weitere Kriterien zur Identifikation der finalen
Gesten-Sets hinzugenommen werden.

Nach Auswahl aller vorldaufigen Gewinnergesten ergibt sich eine guessability von 50.49%
fiir das 2D Gesten-Set und 25.49% fiir das 3D Gesten-Set. Eine guessability fiir das Hybrid
Gesten-Set kann aufgrund liickenhafter Gestenvorschldge der Teilnehmer nicht angegeben
werden. Diese Ergebnisse unterstreichen nochmals die Uneinigkeit der Teilnehmer in Bezug
auf die Gestenwahl und die Vielfalt moglicher Gesten.
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4.5.1. ldentifikation relevanter Gesten

Elf von zwolf Studienteilnehmern sehen Hybrid Gesten als die schwierigsten Gesten bei
der Gestenauswahl an. Die Kombination von 3D und 2D Geste wird oft als unnétig fiir die
Ausfiihrung einer Aktion erachtet, vor allem wenn eine 3D Geste eine Aktion ausreichend
beschreibt. Sechs von zwolf Befragten konnen keine Beispiele fiir Hybrid Gesten zeigen,
sie haben schlichtweg keine Vorstellung welche Kombination einer 2D und 3D Geste zu
einer Aktion passen konnte. Jedoch werden Hybrid Gesten auch als Hilfe bei mehreren zur
Auswahl stehenden Masken und Objekten gesehen. Fiinf von zwolf Teilnehmern setzten als
2D Gestenanteil einer Hybrid Geste den einfachen 2D , Tap” als Selektionshilfe bei Masken
und Objekten ein. In Verbindung mit dieser Selektion werden Hybrid Gesten als intuitiv
und in einigen Aktionen als sinnvoll und vereinfachend angesehen. Hybrid Gesten laufen
sequentiell ab, da ein gleichzeitiges Zeigen einer 2D und 3D Geste motorisch schwierig ist.

2D Gesten werden aus bekannten Bereichen, wie der Nutzung von Smartphones und Tablets,
tibernommen. Auch Metaphern aus dem Desktop Bereich sind zu erkennen. Die Gestenausfiih-
rung mit zwei Handen wird oft vernachlassigt. Ebenfalls werden Gesten bevorzugt mit einem
Finger ausgefiihrt, wobei fiir Tap Gesten auch bis zu drei Finger verwendet werden. Gesten
mit fiinf Fingern oder der ganzen Hand sind selten. Eine Gestenunterscheidung anhand der
Fingeranzahl erfolgt nicht. Griffpunkte von Masken und Objekten sind in dem meisten Féllen
Eckpunkte. Der duflere Bereich der Arbeitsflache wird als Papierkorb oder Ablage benutzt.
Gesten, die eine langere Ausfithrung erfordern, werden als leichter empfunden. Die Geste
eines Lassos ist eindeutig zur Aktion der Markierung einer Werkstiickposition zugeordnet
worden. Einfache Aktionen werden durch physische Gesten und komplexere Aktionen durch
metaphorische Gesten abgebildet. Die Aktion des Auslosens eines Fotos wird durch vier
Finger und eine Auslosebewegung abgebildet, dies erinnert an einen gehaltenen Fotoapparat.
17.50% der ausgefiihrten Gesten sind zweihandig, 82.50% aller Gesten werden mit einer Hand
ausgefiihrt.

Obwohl der Mensch, wie in Kapitel 3 beschrieben, sehr viel gestikuliert, werden Gesten
im Alltag kaum wahrgenommen. Alle Studienteilnehmer haben Schwierigkeiten 3D Ges-
ten fiir bestimmte Aktionen festzulegen. Der Begriff einer Geste ist nicht scharf definiert.
Metaphern zur Nutzung von 3D Gesten in Assistenzsystemen existieren nicht, auch kon-
nen keine Metaphern aus bekannten Bereichen tibernommen werden, da dreidimensionale
Interaktionsformen rar sind. Dreidimensionale Gesten unterliegen mehr Freiheitsgraden,
dies hat eine grofiere Anzahl an Gestenmoglichkeiten zur Folge. Somit werden verschiedene
Handbewegungen gezeigt. 7.79% der Studienteilnehmer zeigen statische Gesten und 92.21%
dynamische Gesten. Dynamische Gesten bilden die Aktion mit einem Gegenstand oder die
Nutzung dieses ab. Die Selektion von Masken und Objekten gestaltet sich als schwierig,
die Teilnehmer benutzen den Finger als Mausersatz. Auch wird ein Greifen und Loslassen
zur Selektion gezeigt. Die Aktionen des Bestitigens oder des nicht-Bestédtigens werden mit
symbolischen Gesten, wie dem Daumen hoch, Daumen runter und der Stop Handbewegung,
gezeigt. 15.58% der ausgefiihrten Gesten sind zweihédndig, 84.42% aller Gesten werden mit
einer Hand ausgefiihrt.
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Bei der Gestenausfiihrung erfolgt bei allen Gestenarten keine Unterscheidung nach Kontext,
fiir dhnliche Aufgaben werden gleiche oder dhnliche Gesten gezeigt.

Kriterien fur leistungsgeminderte und leistungsgewandelte Arbeiter

Die Erforschung von Gesten in der Mensch-Computer-Interaktion bezieht sich in viele Ar-
beiten vorwiegend auf uneingeschrénkte Personen. Die Untersuchung der Interaktion leis-
tungsgeminderter und leistungsgewandelter Menschen mit einem System durch Gesten zeigt
folgende hier beschriebene Probleme. Diese Probleme treten gleichermafen bei zwei- und
dreidimensionalen Gesten aulf, falls nicht eine Gestenart explizit erwdhnt wird. Bei leistungsge-
wandelten, als auch leistungsgeminderten Menschen treten mitunter die selben motorischen
und kognitiven Beschrankungen auf. Dabei stellt der Schweregrad der Beschrankung den
signifikanten Unterschied zwischen den beiden Gruppen dar.

Leistungsgeminderte und leistungsgewandelte Menschen zeigen eine reduzierte Geschwin-
digkeit in der Ausfithrung von Gesten. Ebenfalls sind Verzdgerungen in der Ausfiihrung
komplexer Gesten zu beobachten. Dies gilt auch fiir die Ausfithrung einhdndiger Gesten.
Besonders bei fein- und grobmotorischen Behinderungen ist eine verlangsamte Ausfithrung
von zweidimensionalen Gesten zu beobachten.

Weiter ist eine reduzierte Genauigkeit in der Ausfithrung von Gesten zu erkennen. Gesten, die
bei der Ausfithrung mehrere Finger und besonders den Daumen involvieren, sind ungenau.
Generell werden bei der Ausfithrung von Gesten weniger Finger eingesetzt. Komplexe Ges-
ten werden als schwierig empfunden. Dies hat den Hintergrund, dass leistungsgeminderte
Menschen eingeschrdnkt in Sprache und Kognition sein konnen. Da es zwischen Sprache und
Gesten eine Korrelation gibt, hat dies Auswirkungen auf die Gestik (vgl. [KMRO8]). Es folgt
der Schluss, dass Gesten so einfach wie moglich sein sollten.

Bei leistungsgewandelten, als auch leistungsgeminderten Menschen ist eine reduzierte Koor-
dination festzustellen. Das ruhige Halten von Handen bereitet Schwierigkeiten. Ein Beispiel
wadren zitternde Hande (vgl. [Aly13]). Leistungsgeminderte Menschen mit Dyspraxie haben
Schwierigkeiten mit grob- und feinmotorischen Bewegungen. Unwillkiirliche, plotzliche,
rasche und unregelméfiige Bewegungen konnen auftreten. Hinde werden immer wieder in
ungewohnliche Winkel gebracht. Die Folge sind weniger prazise zwei- und dreidimensionale
Gesten. Grobmotorische Behinderungen fiihren zu lingeren Haltezeiten bei Touch-Events
und einer grofleren Krafteinwirkung auf die beriihrungssensitive Oberflache (vgl. [AKF13]).
Einschrankungen in der Feinmotorik und nicht geschlossene Hande kdnnen bei Beriihrungs-
gesten Fehleingaben auslosen. Biswas et al. zeigen (vgl. [BL12]), dass die fehlende Koordi-
nation in einer Bewegung innerhalb der Anfangs und Endphase einer Geste zu beobachten
ist.

Studien zeigen, dass leistungsgeminderte und leistungsgewandelte Menschen metaphori-
sche Gesten fiir komplexere Aktionen des Alltages besser verstehen (vgl. [GIM11b]). Gesten
miissen somit zu festgelegten Aktionen passen, dann tritt ein verbesserter Lerneffekt ein. Die
Merkbarkeit von Gesten und Aktionen steigt. Zu Bemerken ist, dass geistige Behinderun-
gen leistungsgeminderter Menschen sich negativ auf motorischen Fahigkeiten auswirken.
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Wohingegen leistungsgeminderte Menschen mit psychische Stérungen bessere motorische
und kognitive Fahigkeiten zeigen (vgl. [Aly13]). Starke grob- und feinmotorische Einschran-
kungen, wie starkes Zittern, konnen die Nutzung von zwei- und dreidimensionalen Gesten
erschweren oder verhindern. Biswas et al. zeigen jedoch (vgl. [BL12]), dass zweidimensionale
Gesten mit Hilfe eines Stiftwerkzeuges auch unter starkem Zittern durchgefiihrt werden
koénnen.

Gesten Taxonomie

Aus den Ergebnissen der Benutzerstudie und den festgestellten Kriterien, welche fiir leis-
tungsgeminderte und leistungsgewandelte Arbeiter im Hinblick auf die Ausfithrung von
Gesten gelten, werden folgende Taxonomien fiir 2D, 3D und Hybrid Gesten vorgeschlagen.

Eine Taxonomie fiir 2D Gesten, im Bezug auf leistungsgeminderte und leistungsgewandelte
Arbeiter am Assistenzsystem, sieht wie folgt aus:

Taxonomie zweidimensionaler Gesten

Gesten Mapping
Form statische Pose Handpose gehalten auf einer Position
dynamische Pose Handpose dndert sich auf einer Position

statische Pose auf Pfad Handpose gehalten bei Bewegung auf Pfad
dynamische Pose auf Pfad | Handpose dndert sich bei Bewegung auf Pfad

ein-Punkt Beriihrung Statische Pose mit einem Finger

ein-Punkt Pfad Statische Pose auf Pfad mit einem Finger
Natur symbolisch Geste wird als Symbol erkannt

physikalisch Geste agiert physisch mit Objekt

metaphorisch Geste zeigt eine Metapher

abstrakt Zuordnung Geste zu Aktion ist abstrakt
Bindung | objekt-zentriert Position-Def. bzgl. Objekteigenschaft

umgebungs-abhingig Position-Def. bzgl. Welteigenschaft

umgebungs-unabhingig | Position-Def. kann Welteigenschaften ignorieren

gemischte Abhadngigkeit umgebungs-unabhingig plus weitere

Flufs diskret Reaktion erfolgt nach Benutzeraktion
kontinuierlich Reaktion erfolgt wiahrend Benutzeraktion
Physikalische Eigenschaften
Hiandig- | einhédndig Geste wird mit einer Hand ausgefiihrt
keit
beidhdndig Geste wird mit zwei Handen ausgefiihrt

Tabelle 4.1.: 2D-Gesten Taxonomie fiir Assistenzsysteme und leistungsgeminderte und leis-
tungsgewandelte Arbeiter
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Bis auf die physikalische Eigenschaft der Handigkeit einer Geste bleibt die Taxonomie gegen-
tiber der von Wobbrock fiir 2D Gesten aus Kapitel 2 (vgl. [WMW09]) gleich. Die Handigkeit
gibt die Anzahl der an der Geste beteiligten Hinde an und stellt eine physikalische Eigenschaft

der Geste dar.

Eine Taxonomie fiir 3D Gesten wird in Tabelle 4.2 angegeben. Ebenfalls gilt diese fiir Hybrid
Gesten. Als Referenz gelten die in Kapitel 2 beschriebenen Taxonomien fiir dreidimensionale
Gesten von Ruiz et al. (vgl. [RLL11]) und Aigner et al. (vgl. [AWB*12]).

Taxonomie dreidimensionaler und hybrider Gesten

Gesten Mapping

Form statisch Keine Bewegung oder Anderung in Geste
dynamisch Bewegung oder Anderung in Geste
getippt, gestrichen Geste aus einem Tip oder Strich

Natur symbolisch Geste wird als Symbol erkannt
physikalisch Geste agiert physisch mit Objekt
pantomimisch Geste imitiert eine reale Aktion
deiktisch Geste zeigt auf ein Objekt, Ort
abstrakt Zuordnung Geste zu Aktion ist abstrakt

Bindung objekt-zentriert Position-Def. bzgl. Objekteigenschaft
umgebungs-abhéangig Position-Def. bzgl. Umgebung
umgebungs-unabhingig | Position-Def. kann Umgebung ignorieren

Fluf§ diskret Reaktion erfolgt nach Benutzeraktion
kontinuierlich Reaktion erfolgt wahrend Benutzeraktion

Physikalische Eigenschaften

Handigkeit einhandig Geste wird mit einer Hand ausgefiihrt
beidhédndig Geste wird mit zwei Handen ausgefiihrt
Komplexitit | einfach Geste aus einfachen Geste
zusammengesetzt Geste zusammengesetzt
Korperteil Hand Arm fixiert, Hand, Finger in Bewegung
Arm Arm in Bewegung
Dimension 1-Achse Bewegung um eine Achse
2-Achsen Geste auf Oberfldche, 2D Ebene
3-Achsen Bewegung enthilt Translation oder Rotation,
nicht beide
6-Achsen Bewegung enthilt Translation und Rotation
ROM gering Gelenkrotation weniger als 50% der Norm
grof3 Gelenkrotation mehr als 50% der Norm

Tabelle 4.2.: 3D- und Hybrid-Gesten Taxonomie fiir Assistenzsysteme und leistungsgemin-
derte und leistungsgewandelte Arbeiter
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Die Dimensionen des Gesten Mappings entsprechen den Dimensionen der 2D Taxonomie von
Wobbrock (vgl. [WMW09]). Getippte oder gestrichene Gesten in der Form Dimension sind
einfache Tipp- und Streichgesten. Die Abgrenzung zu dynamischen Gesten ist die Anzahl von
Tipps und Strichen (engl. swipes). Ein Doppeltipp im dreidimensionalen Raum dhnelt einem
Doppelklick auf dem Desktop und wére eine getippte Geste. Eine einfache Wischbewegung
in den Auflenbereich wire eine gestrichene Geste. Eine physikalische Geste manipuliert ein
Objekt bei Ausfiihrung. Eine pantomimische Geste entspricht einer metaphorischen Geste,
jedoch zeigt diese nicht nur Metaphern, sondern auch Aktionsabldufe. Dies kann eine Gesten,
die das Greifen und Wegwerfen von etwas zeigt, sein. Deiktische Gesten sind Zeigegesten,
welche auf einen Ort oder ein Objekt zeigen. Objekt zentrierte Gesten benotigen Informationen
zur Objektposition. Zum Beispiel stellt die Selektion eines Objektes, durch einen einfachen 3D
Tap, eine Objekt zentrierte Geste dar.

Physikalische Eigenschaften von Gesten werden durch fiinf Dimensionen beschrieben. Die
Handigkeit gibt die Anzahl der an der Geste beteiligten Hdande an. Die Komplexitat erfasst
Gesten, die aus mehreren Teilgesten bestehen. Die oben beschriebene ,, Wegwerfgeste” wire
eine zusammengesetzt Geste. Eine ,Arm” Geste wire ein Geste, in der die Bewegung des
Armes mit einbezogen ist. Die Dimension einer Geste beschreibt die genutzten Achsen, die
wihrend der Ausfithrung einer Geste gebraucht werden. Eine ,,2-Achsen” Geste entspricht
einer 2D Geste. Wird eine Geste beidhédndig ausgefiihrt und eine Hand zeigt eine Teilgeste auf
der 2D Ebene, so beschreibt dies eine Hybrid Geste. Das Bewegungsausmaf3, kurz ROM (engl.
range of motion), beschreibt in der Physiotherapie die durchschnittliche Beweglichkeit der
Gelenke eines Erwachsenen und somit den moglichen Winkel, welchen ein Gelenk maximal
ausfithren kann (vgl. [KEP96]). In der Physiotherapie kann das Bewegungsausmafs mit einem
Goniometer ermittelt werden, mit dem blofien Auge ist eine visuelle Approximation moglich.
Die ROM Eigenschaft einer Geste zeigt den approximierten Winkel des Gelenks, welches an
der Ausfiihrung der Geste beteiligt ist. In erster Linie sind dies das Hand- und Schultergelenk,
siehe Abbildung 4.3. Fiir das Schultergelenk interessieren die Bewegungen der Flexion und
des horizontalen Heran- und Wegfiihrens des Armes (horizontale Adduktion und Abduktion).
Die Normwerte der Bewegung sind hier 180 Grad fiir die Flexion und 165 Grad fiir die hori-
zontale Adduktion (45 Grad) und Abduktion (110 Grad). Fiir das Handgelenk sind das die
Supination/Pronation mit +£90 Grad, die Radialabduktion/Ulnarabduktion mit 30/-40 Grad
und die Dorsalflexion/Palmarflexion mit 60 Grad. Die Supination/Pronation beschreibt
eine Drehung der Handfl4dche auf den Handriicken, die Radialabduktion/Ulnarabduktion
beschreibt das Schwenken der Hand iiber den Daumen, den kleinen Finger (speichenwirts,
ellenwiérts) und die Dorsalflexion/Palmarflexion beschreibt eine Handbewegung handriicken-
wiirts und hohlhandwirts. Uber diese Bewegungsausmafle kann somit die Beweglichkeit des
Armes und der Hand eines Menschen beschrieben werden. Eine Geste, in der die Handfldche
im Raum in einem grofien Kreis bewegt wird, besitzt einen grofsen ROM Wert. Eine Geste, in
der die Handfldche statisch gehalten wird, besitzt einen geringen ROM Wert.

Die Taxonomie fiir 3D und Hybrid Gesten (siehe Tabelle 4.2) beschreibt somit Gesten die im
Umfeld eines Assistenzsystems und durch leistungsgeminderte und leistungsgewandelte
Arbeiter durchgefiihrt werden konnen. Physische Merkmale von Gesten konnen erfasst und
auf die Benutzer abgestimmt werden.
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Supination Neutral Pronation

0°
35-60°
———— 25-30° :
’ | 30-40°
Scnulterflexion Schulteradduktion Schulterabduktion i 0°
I}
W
|
\\ |
50-60°

Radial-/Ulnarabduktion Dorsalextension/Palmarflexion

Abbildung 4.3.: ROM fiir Schulter (links) und Hand (rechts). (Bilder zum Teil aus [KEP96])

Gesten Prasentation

Folgende Schlussfolgerungen konnen aus den Ergebnissen der Benutzerstudie und den
festgestellten Kriterien, welche fiir leistungsgeminderte und leistungsgewandelte Arbeiter im
Hinblick auf die Ausfithrung von Gesten gelten, gezogen werden. Diese Schlussfolgerungen
gelten gleichermaflen fiir zwei- und dreidimensionale Gesten, falls nicht eine Gestenart
explizit hervorgehoben wird.

Es werden weniger Gesten mit zwei Handen ausgefiihrt. Eine Gestenunterscheidung anhand
der Fingeranzahl wird vermieden. Eine Grenze fiir 2D Gesten scheinen vier Finger zu sein, 2D
Tap Gesten kénnen mit bis zu drei Fingern getétigt werden. Gesten werden zur bessern Lern-
und Merkbarkeit in dhnlichen Kontexten wiederholt. Es wird versucht Gesten zu eindeutigen
mentalen Modellen zuzuordnen, wie zum Beispiel das Vergrofiern und Verkleinern von
Masken und Objekten tiber die gegenldufige Bewegung von Finger (zu- und voneinander).
Gesten mit hoher physischer Bewegung und maximalen Gelenkwinkelstellungen werden
vermieden. 3D Gesten die eine Manipulation eines Objektes darstellen, sollen mit zwei
Héanden ausgefiihrt werden. Die Geschwindigkeit der Gestenausfiihrung soll keine Rolle
spielen. Eine langsame Ausfiihrung der Gesten sollte moglich sein. 2D Gesten sollen eine
Toleranz gegentiber langeren Beriihrungszeiten haben.

Gesten werden mit Aktionen so klar wie moglich verbunden. 3D Gesten, in welchen Korpertei-
le bei der Ausfiihrung Objekte darstellen, sind nicht intuitiv. 3D Gesten, in welchen imaginéare
Objekte gehalten und pantomimisch benutzt werden, werden als intuitiv angesehen (vgl.
[G]M11a]). 3D Gesten, in denen Werkzeuge gezeigt werden, sollen diese Werkzeuge durch
Korperteile darstellen. Zum Beispiel kann die Aktion Ausschneiden durch die Geste einer
Schere, welche etwas schneidet, dargestellt werden. Aktionen sollen hdufiger mit einfachen
dynamischen Gesten ausgefiihrt werden. Kontinuierliche Gesten wie das ,,scrolling” sollen in
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diskreten Schritten eine Reaktion auslosen, dieses Vorgehen erlaubt geringere feinmotorische
Fahigkeiten des Benutzers bei der Ausfithrung einer Geste.

Aus diesen Ergebnissen konnen folgende 2D, 3D und Hybrid Gesten préasentiert werden:

2D-Gesten fiir Assistenzsysteme

Position von Werkstiick mar-
kieren (ID 1)

Ein Foto von Werkstiick ma-
chen (ID 2)

Position von Maske od. Hin-
weistext andern (ID 3)

- e

ERSESN

=

Maske /Hinweistext Grofde
andern (ID 4)

Maske /Hinweistext an Posi-
tion einfiigen (ID 6)

In Masken/Hinweistexten
scrollen (ID 8)

<R
I

L

Textschrift vergrofiern (ID 9)
Kamera Zoom (ID 16)

Objekt auswéhlen, Dialog
bestitigen, Video anhalten/
abspielen (ID 27)

Objekt rotieren (ID 14)

Fy I

PN

In Video/Animation Kame-
ra Position dndern (ID 15)

Video von vorne spielen las-
sen (ID 19)

Ausfiihrung eines Arbeits-
schrittes bestdtigen (ID 22)

Oﬁ@

Tabelle 4.3.: Erster Teil der 2D-Gesten fiir Assistenzsysteme und leistungsgeminderte, leis-
tungsgewandelte Arbeiter
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Die Bildquellen fiir die Skizzen der 2D Gestenbeispiele stammen zum Teil aus der Arbeit
[WMWO09] und der freien Gestenbibliothek Gestureworks der Firma Ideum?.

2D-Gesten fiir Assistenzsysteme — Fortsetzung

Arbeitsschritt nicht bestiti- | Arbeitsschritt wiederholen | Zwischen Objekten und
gen (ID 23) (ID 24) Masken wechseln (ID 26)

<o

Maske/Hinweistext schlie-
3en, Objekt 16schen/schlie-
3en, Dialog nicht bestétigen
(ID 28)

S

Tabelle 4.4.: Zweiter Teil der 2D-Gesten fiir Assistenzsysteme und leistungsgeminderte, leis-
tungsgewandelte Arbeiter

Eine Beschreibung der 16 unterschiedlichen 2D Gesten ermdglicht ein genaueres Verstandnis
dieser. Die Aktion des ,Fotografierens” (ID 2) wird durch ein Rechteck aus vier Fingern
und einer kurzen Auslosebewegung zum, vom Objekt dargestellt. Zu der Aktion ,,Maske
vergroflern” (ID 9) wird die , enlarge/shrink” (deu. vergrofiern, verkleinern) Geste mit zwei
Zeigefingern/Héanden von der Mehrheit der Studienteilnehmer benutzt. Die Grofie der Pro-
jektionsflache und somit grofiere grafische Masken und Objekte lassen den Schluss zu, dass
bei grofseren Objekten gerne beidhdndige Gesten verwendet werden. Aufgrund dieser Tatsa-
che wird die Aktion 9 (ID 9) mit der enlarge/shrink Geste mit zwei Zeigefingern/Héanden
verkniipft. Als Gegenstiick werden Inhalte in Masken, wie Text (ID 9) oder der Kamerazoom
(ID 16), direkt innerhalb der Maske mit Daumen und Zeigefinger vergroflert und verkleinert.
Eine Objektrotation (ID 14) wird aufgrund der moglichen Grofie von Objekten ebenfalls mit
zwei Zeigefingern/Hénden ausgefiihrt. Die Anderung der Kameraposition in einer Anima-
tion oder einem Video (ID 15) erfolgt durch ein vertikales, horizontales Tippen und ziehen
(scrollen) an dem Video Objekt. In vertikaler Richtung @ndert sich der Neigungswinkel der

2siehe http://ideum.com
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Kamera auf die Szene, in horizontaler Richtung rotiert die Kamera um die Szene herum. Eine
einfache Wischbewegung (engl. ,swipe”) nach links direkt am Video Objekt startet ein Video
neu (ID 19), diese Geste symbolisiert das Springen an den Anfang. Das Wechseln zwischen
Masken und Objekten (ID 26) erfolgt durch eine einfache Kreisgeste an den Objekten.

Bis auf vier Gesten nutzen alle 2D Gesten nur einen Finger zur Ausfithrung von Aktionen.
Gezeichnete Gesten bestehen aus einfachen und bekannten Symbolen und werden passend
zur Aktion festgelegt. Die Ausfithrung der Gesten ist leicht und erfordert keine grofseren
physischen Bewegungen, der Nutzer kann sich die Funktion schnell einpréagen.

3D-Gesten fiir Assistenzsysteme

Position von Werkstiick mar- | Ein Foto von Werkstiick ma- | Position von Maske od. Hin-
kieren (ID 1) chen (ID 2) weistext &ndern (ID 3)

Maske/Hinweistext Grofie | Maske/Hinweistext an Posi- | In Masken/Hinweistexten
andern (ID 4) tion einfiigen (ID 6) scrollen (ID 8)

Textschrift vergrofiern (ID 9) | Objekt auswéhlen (ID 12) Objekt rotieren (ID 14)
Kamera Zoom (ID 16)

Tabelle 4.5.: Erster Teil der 3D-Gesten fiir Assistenzsysteme und leistungsgeminderte, leis-
tungsgewandelte Arbeiter
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Alle abgebildeten 3D Gesten werden im dreidimensionalen Raum gezeigt.

3D-Gesten fiir Assistenzsysteme — Fortsetzung

Video von vorne spielen las- | Ausfithrung eines Arbeits- | Arbeitsschritt nicht bestéti-
sen (ID 19) schrittes bestdtigen (ID 22) | gen (ID 23)

/

Zwischen Maske und Objekten wechseln (ID 26) Arbeitsschritt wiederholen
(ID 24)

/ R /

In Video/Animation Kamera Position é&ndern (ID 15)

Tabelle 4.6.: Zweiter Teil der 3D-Gesten fiir Assistenzsysteme und leistungsgeminderte, leis-
tungsgewandelte Arbeiter
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Fortsetzung der 3D Gesten. Ebenfalls wird eine Auswahl von Hybrid Gesten gezeigt.

3D-Gesten fiir Assistenzsysteme — Fortsetzung

Maske/Hinweistext schlieflen, Objekt 16schen/schliefSen, Dialog nicht bestétigen (ID 28)

Dialog bestatigen/ Video abspielen (ID 27)

Hybrid-Gesten fiir Assistenzsysteme
Position von Werkstiick markieren (ID 1) Foto machen (ID 2)

Maske /Hinweistext an Position einftigen (ID 6) | Pos. Maske dndern (ID 3)

Tabelle 4.7.: Dritter Teil der 3D-Gesten fiir Assistenzsysteme und leistungsgeminderte, leis-
tungsgewandelte Arbeiter
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Eine Beschreibung der 17 unterschiedlichen 3D Gesten ermoglicht eine genauere Vorstellung
dieser. Das Markieren einer Position von Werkstiicken (ID 1) erfolgt iiber die Geste des
Haltens der Handfl4che tiber dem Werkstiick. Dabei wird die Hand fiir ein bis zwei Sekunden
an der Position gehalten. Die Aktion des , Fotografierens” (ID 2) wird durch ein Rechteck
aus vier Fingern und einer kurzen Auslosebewegung dargestellt. Die Aktion 3 (ID 3), die
Positionsdnderung von Masken, erfolgt durch die Bewegung der statisch gehaltenen Hand
auf einem Pfad. Dabei wird eine selektierte Maske in die Richtung der Handbewegung
verschoben. Das Andern der Maskengrofle (ID 4) erfolgt durch zwei Zeigefinger/Hande und
die Bewegung dieser in entgegengesetzter Richtung. Die Groflendnderung erfolgt proportional
zur Bewegung und erhdlt die Seitenverhdltnisse. Ein Einfiigen einer neuen Maske (ID 6)
erfolgt durch einen 3D Tap iiber der Zielposition. Ein 3D Tap entspricht einem , Klick” im
dreidimensionalen Raum. Das scrollen in Hinweistexten (ID 8) erfolgt durch das Zeigen
eines Fingers horizontal nach rechts oder links und der Bewegung der Hand vertikal im
Kreis nach oben und unten. Es wird also ein Kreis mit der Ausrichtung nach rechts oder
links gezeichnet. Die scroll Richtung wird durch die Richtung des Kreises bestimmt. Die
Schriftvergrofierung (ID 9) und der Kamerazoom (ID 16) werden durch die horizontale auf
und ab Bewegung der statisch gehaltenen Hand symbolisiert. Eine Objektauswahl (ID 12)
erfolgt durch das vertikale Zeigen auf eine Objekt, wobei die Objektrotation (ID 14) durch
eine horizontale Kreisbewegung tiber dem Objekt stattfindet. Das Zuriickspringen in einem
Video (ID 19) wird iiber einen Sprung des Zeigefingers im Halbkreis nach links ausgelost,
dabei befindet sich die Hand tiber dem Video. Die Bestadtigung (ID 22) und nicht Bestatigung
(ID 23) eines Arbeitsschrittes wird einmal durch eine Geste des ,, Abhakens” und einmal
durch eine Geste eines , Kreuzes” symbolisiert. Beide Gesten werden vertikal, als ob an eine
senkrechte Wand, in den Raum gezeichnet. Das Wechseln zwischen Masken (ID 26) wird
durch eine ,,snap” Geste des Zeigefingers mit abgespreiztem Daumen aus dem Handgelenk
ausgelost. Der ROM Wert dieser Geste ist grofs, jedoch wiirde anstatt dieser Geste eine
einfache Wischbewegung nicht robust genug bei der Ausfiithrung sein. Die Wiederholung
eines Arbeitsschrittes (ID 24) erfolgt durch einen vertikalen Kreis, dabei wird dieser mit der
statisch gehaltenen Hand durchgefiihrt. Die Anderung der Kameraposition (ID 15) erfolgt
durch den Nick- und Rollwinkel (engl. , pitch and roll angle) der Hand. Wird die Hand nach
vorne geneigt (pitch) so dndert sich der Neigungswinkel der Kamera auf die Szene, wird
die Hand zur Seite gedreht (roll) so rotiert die Kamera um die Szene herum in Richtung der
Drehung der Hand. Die Aktion des Bestétigens von Dialogen und des Abspielens von Videos
(ID 27) erfolgt durch die symbolische Geste des ,OK” Zeichens. Aufgrund von visueller
Uberdeckung (Daumen wird nicht gesehen) werden die Gesten des ,,Daumens hoch” und
,Daumens runter” fiir diese Aktion aus technischen Griinden nicht genommen. Die Aktion 28
(ID 28), das Schliefien und Loschen von Masken und Objekten sowie die Nichtbestatigung
von Dialogen, wird durch eine ,, wegwerf” Geste dargestellt. Dabei wird mit der offenen Hand
gegriffen und die geschlossene Hand nach oben gefiihrt und wieder aufgemacht.

Hybrid Gesten setzen sich aus einer 2D Tap und einer 3D Geste zusammen. Insgesamt
gibt es 15 unterschiedliche Gesten. Bis aus fiinf Gesten gilt dies fiir alle Aktionen, somit
wird immer ein 2D Tap und eine bereits oben definierte 3D Geste kombiniert. Die fiinf sich
unterscheidende Gesten sind die Gesten fiir Aktion eins, zwei, drei, sechs und 27. Die Postion
eines Werkstticks (ID 1) wird durch einen 2D Tap und ein Greifen markiert. Ein Foto (ID 2)
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wird durch einen 2D Tap an die Position des Werkstticks und eine Auslosegeste (Hand halt
imagindren Fotoapparat und Zeigefinger 16st aus) gemacht. Eine Maske wird durch einen
2D Tap und das Offnen einer Faust neu aufgemacht (ID 6), wobei der 2D Tap die Position
der neuen Maske markiert. Die Postion einer Maske (ID 3) wird durch einen 2D Tap auf die
Maske und das Anzeigen der Zielpostion mit der Handflache gedndert. Das Auswihlen von
Objekten, das Bestdtigen von Dialogen und das Abspielen/Anhalten von Videos (ID 12, ID
27) wird nur durch einen 2D Tap ausgeldst. Die Hinzunahme einer 3D Geste macht fiir diese
Aktionen keinen sinnvollen Einsatz moglich.

3D Gesten enthalten keine Bewegungen die eine Schiitteln der Hand beinhalten. Gesten
enthalten eine statische Handhaltung, ein Zittern kann hier ignoriert werden, solange die
Handpostion in einem bestimmten Bereich bleibt. Bis auf vier Gesten, werden diese bevorzugt
mit einem Finger ausgefiihrt. Die Gesten werden passend zur Aktion gewdhlt, wobei sich
parallelen zu 2D Gesten zeigen. Bis auf vier Gesten (ID 8, 15, 26, 28) konnen alle Gesten ohne
grofseren physischen Aufwand ausgefiihrt werden. Die ROM Werte der fiinf Gesten sind
hoher im Vergleich zum Rest und die Ausfiihrung etwas schwieriger. Jedoch fiel die Wahl
auf diese Gesten, da diese zu den Aktionen passend sind und so die Merkbarkeit unterstiitzt
wird. Gezeichnete Gesten bestehen aus einfachen und bekannten Symbolen.

Hybrid Gesten setzen eine Kombination von 2D und 3D Gesten ein. Zur Selektion von
Objekten und Masken ist der 2D Tap die schnellste und einfachste Geste. Je nach Aktion muss
bewertet werden, ob eine Hybrid Geste notig ist. Fiir die Aktionen mit der ID 22, 23, 24, und
26 kann je nach grafischer Benutzeroberfldache eine 2D Selektion iiberfliissig sein. Hier konnte
der Einsatz reiner 2D oder 3D Gesten sinnvoll sein.

Die Abbildung 4.4 zeigt die Verteilung der bestimmten 2D Gesten auf die 2D Taxonomie.
Abbildung 4.5 und 4.6 zeigen die Verteilung der bestimmten 3D und Hybrid Gesten auf die
3D/Hybrid Taxonomie. Die Verteilung der Gesten zeigt eine Ubereinstimmung mit den oben
genannten Faktoren zur Auswahl relevanter Gesten.
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Abbildung 4.4.: Die Verteilung der bestimmten 2D Gesten auf die 2D Taxonomie.
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Abbildung 4.5.: Die Verteilung der bestimmten 3D Gesten auf die 3D Taxonomie.
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Abbildung 4.6.: Die Verteilung der bestimmten Hybrid Gesten auf die 3D/Hybrid Taxonomie.






5. Interaktionssystem

Dieses Kapitel befasst sich mit den Details des Entwurfs und der Beschreibung der konzi-
pierten Architektur des geplanten Gesten-Interaktionssystems. Zuerst werden die genauen
Anforderungen dieser Aufgabe definiert, bevor im nédchsten Schritt das entwickelte Losungs-
konzept und die einzelnen Komponenten der Architektur untersucht werden kénnen.

5.1. Konzeption

Um die Entscheidungen beziiglich der getroffenen Modellierung detailliert begriinden zu
konnen, ist eine Einordnung der Arbeit in den Gesamtzusammenhang von Vorteil. Zu diesem
Zweck werden im Folgenden alle Kopplungen der Gesten Schnittstelle zum bestehenden
motionEAP Projektumfeld beschrieben. Zudem muss eine bestimmte Menge aller gegebenen
Anforderungen diskutiert werden.

5.1.1. Anforderungen

Eine Software bzw. Applikation muss im Allgemeinen gewisse Mindestvoraussetzungen erfiil-
len, um sinnvoll eingesetzt werden zu kénnen. Diese umfassen neben der Anderbarkeit und
Robustheit unter anderem auch die Belastbarkeit und Zuverlassigkeit des Systems. Der im
Umfang dieser Diplomarbeit zu implementierende Prototyp eines Gesten-Interaktionssystems
muss zudem die Voraussetzung der Austauschbarkeit von Programmkomponenten erfiil-
len.

Die folgende Liste von Anforderungen ist von allgemeiner Natur und bezieht sich unter
anderem auf die Mindestvoraussetzungen von Software im Allgemeinen.

¢ Anderbarkeit: Damit die entwickelte Software zu einem spéteren Zeitpunkt erweitert
werden kann, soll bei der Planung und Implementierung der Software auf diesen Aspekt
geachtet werden. Der Quellcode soll richtig und sinnvoll strukturiert, sowie einfach
gestaltet sein. AufSerdem soll der Quellcode keine schwer verstiandlichen Konstrukte
beinhalten. Besonders Wert soll auf die Dokumentation des Codes gelegt werden, damit
spatere Erweiterung und Wartung der Software keine Probleme mit nicht dokumentier-
ten Schnittstellen bringt.
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* Robustheit: Da die Software in der Praxis von Menschen eingesetzt wird, die diese
Software nicht selbst entwickelt haben, ist es unvermeidlich, dass ein Benutzer die
Applikation falsch verwendet und fehlerhafte Eingaben durchfiihrt. Daher soll die
Software fehlerhafte Eingaben abfangen und entsprechend darauf reagieren.

* Zuverldssigkeit: Die Software soll fiir den Benutzer eine zuverldssige Unterstiitzung
seiner Arbeit sein. Daher soll die Software korrekt und genau funktionieren. Zu beachten
ist das es sich bei der Applikation um eine Form der Machbarkeitsstudie handelt.

¢ Bedienbarkeit (Usability): Bei dieser Software soll auf eine gute Bedienbarkeit geachtet
werden. Dies bezieht sich nicht nur auf die direkte Benutzungsoberflache, sondern auch
auf funktionale Moglichkeiten bestimmte Prozesse auszufiihren.

Auf Grundlage der Anforderungen an Software im Allgemeinen werden in der folgenden
Liste die wichtigsten Anforderungen an den Prototypen detaillierter beschrieben.

¢ Austauschbarkeit der Programmkomponenten: Die Module der Gestenerkennung
sind austauschbar. Die Logik fiir die Erkennung jeder Geste wird in separaten Mo-
dulen implementiert.

* Robustheit in der Gestenerkennung: Die Gestenerkennung soll tolerant gegentiber un-
willkiirlichen Bewegungen sein. Die Erkennung falscher Gesten soll nicht vorkommen.

® Zuverldssigkeit in der Gestenerkennung: Die gleiche Bewegung fiir eine Geste soll
immer die zugeordnete Aktion ausldsen. Flasche Bewegungen sollen auch ein Feedback
geben.

* Bedienbarkeit (Usability): Die Gesteneingabe soll intuitiv und einfach sein. Gesten
sollen klare und eindeutige Metaphern fiir Aktionen bereitstellen.

Die hier diskutierte Anforderungsmenge stellt in erster Linie einen konzeptionellen Rah-
men dar, auf dem im Verlauf der Arbeit aufgebaut werden soll. Die genauen Details der
Anforderungsumsetzung werden im Folgenden besprochen.

5.2. Architektur

In diesem Kapitel wird die Architektur des Gesten-Interaktionssystems betrachtet. Dazu sieht
man in Abbildung 5.1 die konzeptionelle Architektur der Applikation.

Das motionEAP System ist eine C# WPF Applikation, welche auf dem .NET 4.5 Framework
aufbaut und die Grafikbibliothek Media3D zur Erstellung der Administrations- und Benutze-
roberfldche nutzt. Die projizierte Benutzeroberflache wird mit Hilfe des Ubi Display Toolkits
eingerichtet. Das BackendControl ist die Hauptkomponente der Applikation und steuert alle
Funktionalitaten. Der InputManager verwaltet und koordiniert die Weitergabe aller Sensorda-
ten, die erfasst werden. Der GestureRecognitionManager ist fiir die Erkennung und Verwaltung
von Gesten zustandig und bildet die Implementierung, die fiir diese Arbeite erstellt wurde.
Als Entwurfsrichtung wurde das ,, Top-Down” Prinzip gewéhlt. Aus den Anforderungen wird
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ein abstraktes Modell eines Gesten-Interaktionssystems entwickelt. Schrittweise werden dann
einzelne Bereiche konkretisierst bis hin zur Programmierung einzelner Module.

Als Architekturmuster wird fiir das motionEAP System das Model-View-Controller-
Architekturmuster verwendet. Auch die Entwicklung dieser Arbeit reiht sich in dieses Ar-
chitekturmuster ein. Logisch wird die Applikation in das Datenmodell (engl. Model), die
Oberflache (engl. View) und die Steuereinheit (engl. Controller) unterteilt. Dabei wird der
Grofsteil aller ausfithrbaren Aktionen an die Steuereinheit weitergeleitet und von dieser
ausgefiihrt. Die Komponente Model stellt das benétigte Datenmodell zur Abbildung und
Speicherung der verwendeten Daten bereit. Die Komponente View dient dazu die Benutze-
roberfliche der Applikation zu realisieren sowie alle vom Benutzer kommenden Eingaben
entgegenzunehmen und an die Komponente Controller zu leiten. Die Komponente Con-
troller implementiert die Logik fiir die Umsetzung aller Funktionalitaten, einschliefdlich der
Gestenerkennung.

Model

Die Model Komponente, welche im Projekt als Model bezeichnet wird, bildet Prozessablaufe
ab und modelliert Gesten und Hénde, die im System zur Eingabe erfasst werden. Sicht-
bare Hande beinhalten die Definitionen von Finger- und Punkt-Objekten. Punkt-Objekte
enthalten zwei- und dreidimensionale Punkte, diese konnen Beriihrungspunkte auf der
Touch-Oberfliche oder dreidimensionale Punkte im Raum sein. Ebenfalls wird ein Zustand
(State) modelliert, welcher den aktuellsten Satz von sichtbaren Handen und 2D Beriihrungs-
punkten enthdlt. Das Modell einer Geste enthilt eine eindeutige Gestenbeschreibung. Alle
Komponenten und Zustandsbeschreibungen werden objektorientiert entworfen.

View

Die Komponente View, welche im Projekt als SceneManager bezeichnet wird, dient zur Rea-
lisierung der Benutzeroberflache. Nach dem MVC-Architekturmuster besteht eine strikte
Trennung zwischen Benutzereingaben und Ausfiihrung der programminternen Logik. Die
Komponente SceneManager nimmt nur Benutzereingaben entgegen und fiihrt keine Logik
aus.

Controller

Die Komponente Controller, welche im Projekt als BackendControl bezeichnet wird, dient als
allgemeine Steuerung der Applikation und stellt die Verbindung zwischen User-Interface,
Datenmodell und externen Sensoren und Komponenten her. Die Unterkomponente Gesture-
RecognitionManager der BackendControl Komponente dient der Erzeugung der benétigten
Gesten Objekte, welche aus dem Datenmodell hervorgehen, und der Ausfithrung der Geste-
nerkennung.
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Abbildung 5.1.: Die konzeptionelle Architektur des motionEAP Systems.

5.3. Implementierung

Das Kapitel der Implementierung beschreibt die konkrete Umsetzung einer Gestenerkennung
am Assistenzsystem. Die theoretischen Erkenntnisse der letzten Kapitel werden betrachtet
und hinsichtlich ihrer praktischen Umsetzung durchleuchtet. Zuerst wird das grobe Gertist
der Implementierung der Gestenerkennung diskutiert. Daraufhin folgt eine detaillierte Be-
trachtung der Gestenerkeunngslogik. Abschliefend werden die verwendeten Technologien
und Algorithmen innerhalb der Gestenerkennung erklart.
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5.3.1. GestureRecognitionManager und GestureManager

Die Komponente BackendControl startet den InputManager und initialisiert den Empfang
von Sensordaten. Diese Sensordaten werden in einem Zustandsobjekt abgelegt und enthalten
die sichtbaren Hande iiber der Arbeitsflache, als auch Beriihrungspunkte der Finger mit
dieser. Die sichtbaren Hiande werden durch einen Array von Hand-Objekten beschrieben.
Ein Hand-Objekt enthélt eine Liste von Fingern dieser Hand, die dreidimensionale Position
der Handfldche im Raum und einen Geschwindigkeitsvektor, welcher die Bewegung der
Hand beschreibt. Der GestureRecognitionManager erhélt vom InputManager die aktuellsten
Eingabedaten in Form eines Zustandsobjekts. Der GestureRecognitionManager erzeugt alle
benoétigten Gesten Objekte und legt diese in eine Liste ab. Ein Gesten Objekt enthélt einen
Gestennamen, eine Gesten-ID, den Gestentyp, eine Gestenzustands-ID und Platzhalter fiir
die Speicherung von Zustdnden. Diese Zustdnde konnen Eintritts-Zustidnde in eine Geste sein
und enthalten, wie oben beschrieben, Sensordaten. Jedes Gesten Objekt enthilt die Logik fiir
die Erkennung der Geste. In der Methode recognizeGestures des GestureRecognitionManagers
tibergibt dieser das aktuelle Zustandsobjekt an das jeweilige Gesten Objekt. Alle Gesten
Objekte werden iterativ durchlaufen und auf eine Gestenerkennung gepriift. Wird eine
Geste erkannt, wird ein Event ausgelost und an den GestureManager weitergegeben. Der
GestureManager verkniipft per ,,push” oder ,pull” Methode dieses Gesten Event mit einer
bestimmten zuvor festgelegten Aktion. Abbildung 5.2 zeigt die Erkennung einer Handgeste.

AdminView - DR
File ‘
Workflow | 2D-Touch | Debug | Visualization | Gestures

'

Not recording

Play record

Not playing

[ Loop play

Event 3: Hand hold static horizontal all fingers streched - 3D Gesture

Abbildung 5.2.: Die Erkennung einer Handgeste, gezeigt in der Administrationsmaske des
motionEAP Systems.

5.3.2. Logik der Gestenerkennung

Jedes Gesten Objekt enthilt die Logik fiir die Gestenerkennung. 2D Gesten werden, wie in
Abbildung 5.3 zu sehen, mit Hilfe von vier Zustanden erkannt. Befindet sich ein Finger im
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Raum oberhalb der Arbeitsflache, wird keine Aktion und 2D Gestenerkennung durchgefiihrt.
Beriihrt der Finger die Arbeitsflache wird eine Gestenerkennung durchgefiihrt und gegebe-
nenfalls eine Aktion ausgelost. Wird eine Geste erkannt, 16st der GestureRecognitionManager
ein Event aus und gibt diesen mit bestimmten zweidimensionalen Positionsdaten (zum Bei-
spiel die Fingerposition bei einem 2D Tap) an den GestureManager weiter. Dieser verkniipft
das Event mit einer Aktion (ein 2D Tap ergibt eine Selektion). Die Erkennung komplexer
2D Gesten wird mit Hilfe des $P Algorithmus (vgl. [WVA12]) durchgefiihrt. Komplexe 2D
Gesten sind zum Beispiel gezeichnete Symbole. Hierzu gibt das Gesten Objekt die aktuellen
zweidimensionalen Sensordaten an das GeometricMatching Modul weiter. Durch einen geo-
metrischen Vergleich der Eingabe mit bereits erfassten Gestenvorlagen kann eine 2D Geste
identifiziert und erkannt werden. Eine detaillierte Erklarung des Algorithmus erfolgt im
spdteren Verlauf dieses Kapitels. Mit Hilfe des Moduls GestureTrainer konnen Gestenvorlagen
erstellt und in einem JSON Format gespeichert werden.

Bertihrung Bewegung Finger heben

TN TN TN

Gesten- Gesten-

Out of range Gestenende

erkennung fortfiihrung

\__

Bewegung

Bewegung

Abbildung 5.3.: Vier Zustdnde einer 2D Gestenerkennung.

Die Erkennung von 3D Gesten findet ebenfalls in jedem 3D Gesten Objekt statt. Auch hier
wird ein Event im GestureRecognitionManager bei Erkennung einer Geste ausgeldst und mit
bestimmten Daten, wie dreidimensionalen Positionsdaten oder skalaren Werten, an den Gestu-
reManager tibergeben. Dreidimensionale Positionsdaten sind Finger- oder Handpositionen,
skalare Werte sind Werte iiber den Fortschritt einer Geste (zum Beispiel der Fortschritt eines
gezeichneten Kreises). Ein grofses Problem in der Erkennung von 3D Gesten ist die schwierige
Abgrenzung von Gesten zu unwichtigen Bewegungen. Hierbei stellt die Identifikation des
Gesteneintritts eine Schwierigkeit dar. Durch die Geschwindigkeit in der Ausfiihrung einer
3D Geste wird der Gesteneintritt ermittelt. Abbildung 5.4 zeigt die Gestenerkennung mit
Hilfe von fiinf Zustdnden. Die Erkennung komplexer 3D Gesten wird mit Hilfe eines um
die dritte Dimension erweiterten $P Algorithmus (vgl. [WVA12]) durchgefiihrt. Komplexe
3D Gesten sind gezeichnete Symbole. Weiter wird der $P Algorithmus zur Aufnahme und
Erkennung von Geschwindigkeitsprofilen modifiziert. Ruckartige Bewegungen konnen so in
Gesten identifiziert werden (zum Beispiel das Auslosen in der Foto-Geste). Das Gesten Objekt
gibt die aktuellen dreidimensionalen Sensordaten an das GeometricMatching Modul weiter.
Durch einen geometrischen Vergleich der Eingabe mit bereits erfassten Gestenvorlagen und
Geschwindigkeitsprofilen kann eine 3D Geste identifiziert und erkannt werden. Mit Hilfe
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des GestureTrainers konnen Gestenvorlagen erstellt und in einem JSON Format gespeichert
werden.

keine Bewegung Bewegung Bewegung keine Bewegung
keine Geste st il cton Gestenende
eintritt erkennung fortschritt
Bewegung
Bewegung

Abbildung 5.4.: Funf Zustande einer 3D Gestenerkennung.

Hybrid Gesten bauen auf der Implementierung dreidimensionaler Gesten auf und ergénzen
diese um eine zweidimensionale Selektionen, einen 2D Tap. Der Gesteneintritt erfolgt nach
einem 2D Tap und einer Geschwindigkeitsanderung der Hand, die einen minimalen Wert
hat (Hand wird in einer Position gehalten). Die Ubergabe von Daten an den GestureManager
erfolgt in der gleichen Weise wie im dreidimensionale Fall und wird um die Positionsdaten
der 2D Selektion ergianzt.

Verwendete Datenformate

Die JavaScript Object Notation, kurz JSON, ist ein einfach lesbares und kompaktes Datenformat
in Textform zum Zweck des Datenaustauschs zwischen Anwendungen. Aufgenommene
Gestenvorlagen und Geschwindigkeitsprofile werden in diesem Format geschrieben. Die
Gestenvorlagen enthalten eine Liste von aufgezeichneten Gesten. Neben der Bezeichnung
der Geste werden aufgezeichnete Positionsdaten der Hand- oder Fingerbewegung festgehal-
ten. Fiir zweidimensionale Gesten werden die Positionsdaten in Form von X-Y-Koordinaten
festgehalten. Fiir den dreidimensionalen Fall entsprechend in X-Y-Z-Koordinaten. Geschwin-
digkeitsprofile enthalten in der X-Koordinate einen Zeitschritt und in der Y-Koordinate die
Geschwindigkeit der Hand oder des Fingers.

5.3.3. Verwendete Technologien
Ubi Displays
Der Einsatz des Ubi Displays Toolkits (vgl. [HA12]) ermoglicht es jede flache nicht spiegelnde

Oberfldache in einen beriihrungsempfindlichen Bildschirm zu verwandeln. Hierzu werden
ein Projektor und eine Kinect Tiefenkamera verwendet. Das Toolkit {ibernimmt auch die
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Kalibrierung der Hardware bei schrag platzierter Aufstellung des Projektors oder der Kinect
Kamera und einer nicht ebenen Projektion. Die Einrichtung und Kalibrierung erfolgt schnell
und einfach (vgl. [Aly13]). Die Erkennung von Beriihrungen der Oberfldche erfolgt durch die
Auswertung von Tiefendaten der beriihrenden Hénde. Bis zu zehn Finger kénnen auf einer
Oberflache erkannt werden.

Leap Motion

Das Leap Motion SDK ermoglicht eine genaue Erkennung von Handen und Fingern. Positions-
daten von Fingern und maximal zwei Handflachen werden zuriickgegeben. Die Erkennung
von rudimentédren Gesten wird unterstiitzt. Kreis- und Wischgesten konnen mit wenig Imple-
mentierungsaufwand erkannt werden. 3D Tap Gesten werden in vertikaler oder horizontaler
Richtung erkannt. In vertikaler Richtung entspricht ein 3D Tap einer Klickbewegung mit
dem Finger. In horizontaler Richtung wird ein Tap ausgelost, indem ein Finger durch eine
definierte vertikale Eben stofit. Durch die Bereitstellung vielfdltiger Hand- und Fingerdaten
ist eine Erkennung auch von komplexeren Handgesten moglich.

5.3.4. Verwendete Algorithmen
$P

Der $P Algorithmus ist ein Template Machting Verfahren zur Erkennung von zweidimensiona-
len Gesten (vgl. [WVA12]). Das Verfahren ist Teil der $-Verfahren, einer Familie von Template
Machting Verfahren, welche leicht zu verstehen und zu implementieren sind. Template
Machting Verfahren beruhen auf Wahrscheinlichkeiten, Statistiken und Signalverarbeitung.
Anhand einer Datenvorlage wird in einem neuen Satz von Daten versucht diese Vorlage zu
erkennen. Eine aufgenommene Geste wird als Punktewolke gespeichert. Diese Punktwolke
enthélt die Positionsdaten eines Fingers oder einer Hand, die wiahrend der Gestenbewegung
erfasst wurden. Die Aufnahme und Erkennung einer Geste findet erst statt, wenn ein Finger
oder eine Hand auf einer Position verharren und erst dann die Gestenbewegung durchfiihren.
Die Eingabe von Strichen einer komplexen Geste (zum Beispiel der Zeichnung eines Sternes)
ist unabhdngig von der Reihenfolge und Richtung (siehe Abbildung 5.5). Dies erlaubt eine im
Vergleich zu anderen Verfahren robustere und schnellere Erkennung von Gesten.

Die Erkennung von Gesten erfolgt mit Hilfe der euklidischen Distanz zwischen den gespei-
cherten Gestenpunkten und den aktuellen Bewegungsdaten (siehe Abbildung 5.5). Dabei
wird der Abstand zwischen den gespeicherten Punkten und den neu erfassten Punkten
untersucht. Diese Untersuchung ergibt ein Zuordnungsproblem, welches als ein diskretes
Optimierungsproblem aus der Graphentheorie bekannt ist. Gespeicherte Gestenpunkte sollen
den erfassten Bewegungspunkten, unter der Bedingung des kleinsten Abstandes zwischen
diesen, zugewiesen werden. Durch die Anwendung des ungarischen Algorithmus kann dieses
Zuordnungsproblem geldst werden. Eine detaillierte Erklarung des ungarischen Algorithmus
kann in einschlédgiger Literatur zur Graphentheorie eingesehen werden.
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Die Komplexitit des $P Algorithmus liegt bei O(n%° - T), wobei n die Anzahl der aktuellen
Punkte fiir die Erkennung und T die Anzahl der Gestenvorlagen fiir eine Geste darstellen.
Um eine tiber 90 prozentige Erkennungsrate zu gewéhrleisten sollten mindestens fiinf ver-
schiedene Gestenvorlagen einer Geste von fiinf verschiedenen Personen eingespielt werden.
Dabei sollte die Anzahl der gepriiften aktuellen Punkte fiir eine Erkennung bei 32 Punkten
liegen, um eine schnellte Ausfithrung des Algorithmus sicherzustellen.

1 2
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Punktwolke SP euklidische Distanz

Abbildung 5.5.: Moglichkeiten eine Quadrat-Geste zu zeichnen und die Zuordnung euklidi-
scher Distanzen. (vgl. [WVA12])

Die Erweiterung des $P Algorithmus um die dritte Dimension ergibt die Untersuchung und
den Vergleich von dreidimensionalen Punkten. Der Beispiel-Code in Abbildung 5.6 zeigt die
Methode GestureRecognition zur Initialisierung einer Gestenerkennung. Die Gestenvorlagen
werden in der Datei , gesture-lib.json” gehalten.

5.3.5. Fazit

Die Erkennung dreidimensionaler Gesten ist komplex. Ein grofses Problem ist die schwieri-
ge Abgrenzung von Gesten zu unwichtigen Bewegungen im Raum. ,,False positive” Fehler
sind die Folge. Bewegungen werden als Gesten erkannt, wobei diese Bewegungen keine
Gesten sind. Durch die Hinzunahme bestimmter Merkmale einer Geste, wie einer besonderen
Ausfiithrungsrichtung, konnen diese Fehler reduziert werden. , False negative” Fehler treten
ebenfalls auf. Diese beschreiben ausgefiihrte Gesten die nicht erkannt werden. Griinde dieser
Fehler liegen meistens nicht in der Erkennung der Gesten, sondern dass der Benutzer nicht
weifs wann, wie und wo er Gesten einsetzten kann und sollte. Das Erfassen und Vermeiden
von false positive Fehlern tragt mafigeblich zum Erfolg eines Gesten-Interaktionssystems bei.
Die Balance aus wenigen false positive und false negative Fehlern ist entscheidend. Durch den
Einsatz hybrider Gesten konnen beide Fehlerarten gezielt verringert werden. Ein Feedback
vom System bei false positive und negative Fehlern wiirde den Benutzer sensibilisieren.

Die Erkennung zwei- und dreidimensionaler Gesten durch den $P Algorithmus kann bei
komplexen Gesten optimiert werden. Je mehr Gestenvorlagen verschiedener Benutzer vor-
liegen desto hoher kann die Erkennungsrate ausfallen. Mehrere Gestenvorlagen einer Geste
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vom gleichen Benutzer haben keine positiven Auswirkungen auf die Erkennung. Bekannte
Gesten wie Buchstaben, Zahlen und Symbole erhthen die Erkennungsrate. Dies gilt ebenfalls
tir einfache Gesten, die aus wenigen Strichen bestehen.

1private List<Point> points;
z private int strokeID = 0;

3

4 private void GesturerRecognition(Frame frame, Hand hand, Finger finger)
s {
& // current finger-tip position and stroke

7  Point point = new Point(finger.pPosition.x, finger.pPosition.y, finger.position.z, this.strokeID);

2
2 if (this.points.Count >= 1)

1w {
11 if (Geometry.sgreuclideanDdistance(point, this.points[this.points.Count - 1]) = 0.5)
12 i

13 if ('this.stroking)

14 i

15 this.stroking = true;

16 this.points[this.points.Count - 1].5trokelD++;

17 this.strokeID++;

18 }

19 point.strokeID = this.strokelD;

20 this. points. add(point);

21 ¥

22 else

23 i

24 if (this.stroking)

25 i

26 // Try to recognize a gesture

27 if (this.points.Count == 32)

28 i

29 // Try to recognize a gesture

[=]

List=KeyvaluePair<string, float=> result = PointCloudrRecognizer.Classify(
new GestureData(this.points, "Tive"),
GestureData. ReadGesturesFromlson(@"\ gesture-Tib. json"));
if (result[0].value < 0.2)
i
console.writeLine("'Das war eine {0} Geste!”, result[0].Key);
1
1
this.stroking = false;

L

]

m o

L T T N ]
o +

3 this.points.Clear();

40 I

41 }

4z 1

1z else

44 {

45 this. points. add(point);

46 T

47 if (this.points.Count > 1000)
a3

49 this. points. RemoverRange (0, 10);
50}

51 %}

Abbildung 5.6.: Methode zur Initialisierung einer 3D Gestenerkennung mit Hilfe des $P
Algorithmus.
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6. Evaluation

Dieses Kapitel beschreibt die Durchfithrung einer Usability Studie, anhand welcher die Benut-
zerfreundlichkeit der getroffenen Gestenauswahl und somit der Gestenarten am Assistenz-
system ermittelt wird. Der Ablauf der Studie wird durch das verwendete Vorgehensmodell
erldutert. Hierzu werden die Teilnehmer, die verwendeten technischen Hilfsmittel zur Ausfiih-
rung, als auch die Durchfiihrung beschrieben. Es folgt die statistische Analyse der Studiener-
gebnisse und die Prasentation dieser. AnschliefSend werden detaillierte Schlussfolgerungen
zur Nutzbarkeit von zwei- und dreidimensionalen Gesten an Assistenzsystemen aus den
Ergebnissen gezogen und Design Richtlinien fiir den Gestenentwurf und die Gesteneingabe
aufgestellt.

6.1. Evaluationsdurchfilhrung — Usability Studie

6.1.1. Verwendetes Vorgehensmodell

Die Methodik der Studie ist in Anlehnung an die Methodologie von Wobbrock in der Arbeit
[WMWO09] konzipiert. Die Durchfiihrung orientiert sich an den Richtlinien zu Usability Tests
(vgl. [RCS08]).

Ziel der Studie ist die Erfassung qualitativer und quantitativer Daten zur Benutzerfreund-
lichkeit der festgelegten Gesten-Sets und Gestenarten fiir Assistenzsysteme im Kontext leis-
tungsgeminderter und leistungsgewandelter Arbeiter. Zwolf Teilnehmer werden eingeladen.
Jedem Teilnehmer werden 18 festgelegte Aktionen erkldrt. Zu diesen 18 Aktionen werden
jeweils eine 2D, 3D und Hybrid Geste gezeigt und die Ausfiihrungsmerkmale beschrieben.
Der Teilnehmer fiihrt zu jeder Aktion die 2D, 3D und Hybrid Geste am System aus und erhalt
ein subjektives Feedback. Anschlieffend werden die ausgefiihrten Gesten bewertet. Hierzu
fiillt der Teilnehmer einen Fragebogen pro Aktion aus. In diesem wihlt er eine passende
Geste fiir die Aktion aus und gibt den Schwierigkeitsgrad der Ausfiihrung an. Die Bewertung
der Ausfiithrungsschwierigkeit erfolgt anhand einer fiinfstufigen Likert-Skala (vgl. [FH10],
S. 45), mit der ersten Stufe mit der Bedeutung leicht und der fiinften Stufe mit der Bedeu-
tung schwer. Weiter kann er einen Grund fiir eine leichte oder schwere Ausfiihrung nennen
und die prozesssicherste Geste wihlen. Eine prozesssichere Geste wird hier als eine Geste
bezeichnet, welche am wenigsten Fehleingaben produziert. Wahrend der Ausfiihrung der
Gesten werden Notizen zu Besonderheiten in der Ausfithrung gemacht. Zu Beginn der Studie
tiillt der Teilnehmer einen Fragebogen zur Person aus. Am Ende des Usability Tests fiillt der
Teilnehmer einen weiteren Fragebogen zu seiner abschliefSfenden Gestenpriferenz aus.
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Die Auswertung der ermittelten Daten erfolgt statistisch. Weitere qualitative Daten aus den
Fragebogen zur Bewertung der Gesten, als auch aus den Notizen zur Ausfithrung flieflen in
die Evaluationsergebnisse mit ein.

6.1.2. Teilnehmer

Die zwolf Teilnehmer der Studie setzen sich aus neun méannlichen und drei weiblichen Perso-
nen zusammen. Das Durchschnittsalter liegt bei 29 Jahren (M = 29.25, SD = 9.81), wobei zehn
der zwolf Teilnehmer Rechtshdander und zwei Teilnehmer Linkshénder sind. Bei den Teilneh-
mern handelt es sich um zehn Studenten der Universitit Stuttgart, vorwiegend Informatiker
und aus zwei Angestellten und Selbstandigen. Aufgrund dem frithen Entwicklungsstand
des montionEAP Assistenzsystems kann das System in keiner Werkstitte fiir Behinderte
Menschen getestet werden. Zur Ermittlung von Daten werden fiir diese Studie somit leis-
tungsgewandelte und uneingeschrinkte Personen befragt. Die Teilnahme an der Studie ist
freiwillig. Alle Teilnehmer haben Erfahrungen mit 2D Gesten, vor allem aus der alltdglichen
Nutzung von Smartphone und Tablet. Ein Teilnehmer gibt die Bedienung eines Fernsehers
und die Nutzung von 2D Gesten auf einer Fernbedienung an. 58% der Teilnehmer haben
Erfahrungen mit 3D Gesten. Vor allem wird der Unterhaltungsbereich genannt. Microsofts
Kinect, Nintendos Wii und Sonys1 EyeToy werden zu Spielzwecken genutzt.

6.1.3. Apparatur

Die technischen Hilfsmittel, die in dieser Studie benutzt werden, konnen in drei Bereiche
eingeteilt werden. Technisches Equipment, Fragebogen und Gegenstidnde zur Hilfestellung
tiir ein simuliertes Gesten-Interaktionssystem. Der Eingangsfragebogen enthélt neben Fragen
nach Alter, Geschlecht, Hindigkeit, auch Fragen zu Erfahrungen mit 2D und 3D Gesten. Die
weiteren Fragebogen enthalten Fragen zur Bewertung von Gesten, einmal fiir jede Aktion
und fiir alle Aktionen. Die Fragebogen werden mit Hilfe von Google Forms? erstellt und per
Webmaske den Teilnehmern zur Verfiigung gestellt. Die Gegenstdnde zur Hilfestellung fiir
das simulierte Gesten-Interaktionssystem bestehen aus einem Arbeitstisch mit ab geklebter
Arbeitsflache, einer einfachen Schraubzwinge und verschiedenen aus Pappe hergestellten
Beispielmasken zur Veranschaulichung einer grafischen Oberfldche. Zum technischen Equip-
ment gehoren zwei Notebooks zum Erfassen von Fragebdgen, als auch von Notizen. Die
Abbildung 6.1 zeigt den Testaufbau.

6.1.4. Durchfuhrung

An zwei Tagen nahmen zwolf Teilnehmer an der Studie teil. Jeder Teilnahme dauerte eine
halbe Stunde. Jedem Teilnehmer wurde der Hintergrund der Studie erklidrt und das Ziel kurz

Isiehe http://www.sony.com
Zsiehe http://www.google.com/drive/apps.html
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Abbildung 6.1.: Technische Hilfsmittel der Benutzerstudie zur Usability von Gesten.

zusammengefasst. Eine Zustimmungserklarung zur Verwendung von Daten wurde vorgelegt
und vom Teilnehmer unterzeichnet. Ein Eingangsfragebogen zur Person und zu Erfahrungen
mit Gesten wurde ausgefiillt. Das Testszenario wurde beschrieben. Daraufhin wurde dem
Teilenehmer jede Aktion beschrieben und die zugeordneten 2D, 3D und Hybrid Gesten gezeigt.
Der Teilnehmer wiederholte die Gesten und bewertete diese im Fragebogen zu der Aktion.
Dies wurde 18 mal fiir 18 Aktionen wiederholt. Weiter wurden zur jeder Aktion Notizen zur
Ausfiihrung der Gesten gemacht. Die Reihenfolge der abgefragten Aktionen wurde anhand
eines bestimmten lateinischen Quadrates (vgl. [FH10], S. 84) gewdhlt, um Nebeneffekte in der
Ausfiihrung der Gesten zu reduzieren. Fiir diese Zwecke wurde das ,Balanced Latin Square”
genutzt, dieses wurde in sechs auf sechs Felder unterteilt. Somit bekam jeweils eine Gruppe
von zwei Teilnehmern ein verschiedene Reihenfolge von Aktionen. Am Ende eines Tests
fiillte jeder Teilnehmer einen Fragebogen zur personlichen gesamtheitlichen Gestenpréferenz
aus.

6.1.5. Darstellung der Evaluationsergebnisse

Nach Aufbereitung und Auswertung der gesammelten Daten bevorzugen in der Gesamtheit
75% der Teilnehmer 2D Gesten, 17% der Teilnehmer Hybrid Gesten und nur 8% der Teilnehmer
3D Gesten zur Interaktion mit einem Assistenzsystem.

Zweidimensionale Gesten werden einheitlich als intuitiv angesehen. Das instinktive Anfassen
moglicher grafischer Elemente wie Meniis und einfacher Objekte sowie das Zeichnen von
Symbolen auf einer Oberfldche wird als einfach und natiirlich beschrieben. Das einhdndige
Ausfiihren der meisten 2D Gesten wird als nicht physisch anstrengend empfunden. Die
Zuordnung von 2D Gesten zu den Aktionen wird mehrheitlich als passend, eindeutig und
nicht verwirrend gesehen. 2D Gesten sind aus dem téglichen Leben bekannt. Einige 2D Gesten
werden jedoch auch als zu umstandlich bewertet.
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Dreidimensionale Gesten werden als fehleranfillig und unprézise beschrieben. Die Manipu-
lation von zweidimensionale Meniis, Masken und Objekten mit 3D Gesten wird als nicht
natiirlich empfunden. Die Selektion von zweidimensionalen Objekten durch 3D Gesten
wird als schwierig und verwirrend gesehen. Die Zuordnung einiger 3D Gesten zu Aktionen
wird als nicht passend beschrieben. 3D Gesten umschreiben Aktionen nicht deutlich genug.
Handstellung werden vergessen. 3D Gesten werden sehr kontextabhangig bewertet. Ist die

Arbeitsflache beispielsweise grofsflachig mit Werkstiicken tiberdeckt, werden 3D Gesten als

funktional angesehen. Das Gleiche gilt beispielsweise fiir verschmutzte Hiande, oder getragene

Handschuhe. 3D Gesten benétigen keine freie Arbeitsfliche und konnen je nach Arbeitsablauf

schneller und besser ausgefiihrt und in diesen integriert werden.

Haybrid Gesten werden als prozesssicher beschrieben. In der Kombination eines 2D Taps und
einer 3D Geste wird in dem 2D Tap eine einfache Selektionsmoglichkeit gesehen. Die Selektion
bei mehreren Objekten fallt leicht, jedoch erfordert eine Hybrid Geste zur Ausfithrung von
Aktionen zwei Hande. Bei der Ausfithrung einer Hybrid Geste wird eine Wechsel der Hande

bei den Teilnehmern festgestellt. Die Selektion erfolgt mit der dominanten Hand, wobei die
3D Geste mit der anderen Hand ausgefiihrt wird.

Gestenart zu Aktion
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Abbildung 6.2.: Studien-Ergebnisse. Die Auswahl von Gesten zu Aktionen.
Abbildung 6.2 zeigt die mehrheitliche Wahl von 2D Gesten fiir fast alle Aktionen. Auffallig

sind besonders die Aktionen drei, sechs, zwolf, 19, 27 und 28. Uber dreiviertel aller Teilnehmer
wihlen fiir diese Aktionen eine 2D Geste. Die Aktionen haben gemeinsame Nenner, sie
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manipulieren die Position von Masken, Objekten und bestétigen Dialoge oder lehnen diese ab.
Alle 2D Gesten fiir diese Aktionen verwenden ein einfaches Ziehen, Tippen oder Wischen mit
einer Hand. Die Aktionen acht und neun manipulieren die Position und Grofse von Schrift,

auch hier bestehen die 2D Gesten aus einem einfachen scrollen und der enlarge/shrink Geste
mit Daumen und Zeigefinger. Beide Gesten werden mit einer Hand ausgefiihrt und kommen
ohne grofse physische Bewegung der Hand aus. Die 2D Gesten der Aktionen eins, vier, 22,
23, und 26 sind mit groflerer physischer Bewegung verbunden. Die 2D Geste fiir Aktion vier
wird mit zwei Handen ausgefiihrt, die 2D Gesten fiir Aktion 22, 23 und 26 beinhalten das
Zeichnen von Symbolen. Die Gesten fiir die Aktionen 16 und 24 sind nicht eindeutig einer
Gestenart zuzuordnen. Aktion 15, das Andern der Kameraposition, wird eindeutig der 3D
Geste zugeordnet. Die 3D Geste der Aktion 22 ist gleichwertig mit der 2D Geste. 3D Gesten
fiir die Aktionen acht, 16, 22, 24 und 26 erreichen eine hohere Akzeptanz. Die Aktion 2 und
die Aktion 14 werden mit Mehrheit durch eine Hybrid Geste ausgefiihrt.

Durchschnittliche Schwierigkeit 2D, 3D, Hybrid Gesten
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Abbildung 6.3.: Studien-Ergebnisse. Durchschnittliche Schwierigkeit der Ausfiihrung von
Gesten. (Angegeben sind der Durchschnitt und die Standardabweichung)

Abbildung 6.3 zeigt die Auswertung der Schwierigkeit der Ausfithrung der gewéahlten Geste.
Zu erkennen ist, dass 2D Gesten in fast jeder Aktion als leichter ausfithrbar eingestuft werden,
wobei der Wert eins als am leichtesten und der Wert fiinf als am schwierigsten definiert ist.

Zu beachten ist, dass nicht jede Gestenart in jeder Aktion bewertet ist. Nur die gewé&hlten
Gesten werden bewertet.
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Folgende Erkenntnisse zu den einzelnen Gesten konnen somit bestédtigt werden. Die 2D
Geste des Markierens durch ein Lasso fiir Aktion eins ist bei grofieren Objekten physisch
anstrengend. Die 2D Geste des Fotos fiir Aktion zwei ist zu komplex. Die Geschwindigkeit
des 2D Doppel Tap fiir Aktion sechs wird in der Ausfithrung variiert. Die 2D Geste des
scrollens fiir Aktion neun verursacht Verdeckungsprobleme. Die synchrone Handbewegung
der 2D Rotationsgeste fiir Aktion 14 ist bei grofieren Objekten schwierig. Die 3D Geste
des Fotos fiir Aktion zwei ist zu komplex. Die 3D Geste fiir die Aktion acht des scrollens
wird als komplex und physisch anstrengend beschrieben. Ein Zielen in der 3D Geste fiir
Aktion zwdlf ist ungenau. Die Ausfithrung der 3D Rotationsgeste fiir Aktion 14 ist bei
kleinen Objekten schwierig. Das Andern der Kameraposition durch die 3D Geste in Aktion
15 erfordert feinmotorische Fahigkeiten und setzt eine Einarbeitung voraus. Die 3D Gesten
fiir Aktion 26 (wechseln zwischen Masken) und Aktion 28 (Masken schliefsen und Objekte
16schen) werden als physisch anstrengend beschrieben. Aufgrund der Kombinierten 2D
und 3D Gesten ergeben sich bei Hybrid Gesten die selben Erkenntnisse wie bei 3D Gesten.

Allgemein kann festgehalten werden, dass bei Ausfiihrung einer Geste nicht beteiligte und
ungenutzte Finger nicht zur Faust geballt werden.
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Abbildung 6.4.: Studien-Ergebnisse. Prozesssicherheit von Gesten.
Abbildung 6.4 zeigt die Wahl der prozesssichersten Geste zur Aktion. Eine Geste wird als

prozesssicher bezeichnet, wenn sie am wenigsten Fehleingaben auslost. Auffillig ist eine
dhnliche Verteilung der 2D Gesten zur 2D Gestenpriferenz aus Abbildung 6.2. Mehrheitlich
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werden 2D Gesten als prozesssicher gekennzeichnet. Hybrid Gesten sind prozesssicherer als
3D Gesten.

6.2. Schlussfolgerungen und Diskussion

Aus den Ergebnissen der Usability Studie ldsst sich eine klare Tendenz zur Interaktion durch
zweidimensionale Gesten ablesen. Die Manipulation von zweidimensionalen Meniis, Masken
und Objekten durch 3D Gesten wird in den meisten Féllen als nicht intuitiv empfunden. Der
Kontext der Aktionen passt zu den Metaphern der 2D Gesten. Zweidimensionale Masken
und Objekte werden bevorzugt mit 2D Gesten bearbeitet. Die Ergebnisse der Usability Studie
zeigen, dass 2D Gesten das Anfassen und Manipulieren von grafischen Objekten ermdglichen.
Beriihrungen sind die einfachste Form natiirlicher Interaktion. Gesten, die mit einem Finger
und wenig Bewegung des Armes und der Hand ausgefiihrt werden, werden als leicht und
intuitiv angesehen. 2D Gesten der Dimension Form, die statische Posen mit einem Finger
zeigen, oder einen Pfad abfahren, werden hier genannt. Metaphorische und physikalische, als
auch objekt-zentrierte und umgebungsabhingige Gesten der Dimensionen Natur und Bin-
dung gehoren dazu. Je komplexer eine 2D Geste in der Ausfithrung und Bewegung ist, desto
schwieriger wird diese empfunden. Die physikalische Manipulation von zweidimensionalen
Masken und Objekten, wie die Anderung von Gréfle und Positionen, wird bevorzugt mit
einer Hand ausgefiihrt. 2D Gesten, welche zwei Hande zur Ausfithrung benotigen, werden
als schwieriger eingestuft. Durch komplexere Aktionen entstehen komplexere Metaphern
fur die 2D Gesten. Die geringere Akzeptanz einiger 2D Gesten (fiir die Aktionen zwei, 14,
16, 24) konnte ein Indikator fiir eine nicht passende 2D Metapher fiir die jeweilige Aktion
sein. Vor allem an der 2D Geste der Aktion 15 kann dies gesehen werden. Das Andern der
Kameraposition, wird eindeutig der 3D Geste zugeordnet. Dies hat den Hintergrund, dass
fiir diese Aktion keine 2D Geste und Metapher Anwendung findet. Die Positionsdnderung
der Kamera in einer dreidimensionale Szene ist mit einer 2D Geste umstdndlich. Durch eine
nutzerorientierte Uberarbeitung der entsprechenden schwierigeren 2D Gesten kann eine
Verbesserung in der Akzeptanz eintreten. Leistungsgeminderte, als auch leistungsgewandelte
Arbeiter profitieren von 2D Gesten. Grafische Objekte werden durch eine Beriihrung direkt
mit der Aktion verkniipft. Bekannte und physisch nicht anstrengende 2D Gesten ermog]li-
chen eine intuitive Bedienung. Diese Erkenntnisse bestdtigen Untersuchungen, in welchen
bertihrungsempfindliche Bildschirme als die beste Methode der Eingabe fiir Menschen mit
motorischen Behinderungen festgestellt werden (vgl. [BL12]).

Dreidimensionale Gesten sind fehleranfillig und werden als unpréizise beschrieben. Die phy-
sische Manipulation von zweidimensionalen Masken und Objekten durch 3D Gesten erweist
sich als schwierig. Die Selektion von Masken und Objekten ist durch ein Zielen und Zeigen auf
ein Objekt physisch und kognitiv anstrengend. Bei grafischen zweidimensionalen Objekten
auf einem Arbeitstisch wird tendenziell versucht die Objekte zu beriihren, eine 3D Geste wird
hierbei als unnétig empfunden. 3D Gesten fiir die Aktionen acht, 16, 22, 24 und 26 erreichen
eine hohere Akzeptanz. Hier passt die 3D Metapher zur 2D Aktion. Zu bemerken ist, dass
diese 3D Gesten dynamisch, symbolisch, physikalisch, pantomimisch, objekt-zentriert und
einhdndig sind. Ebenfalls enthalten diese 3D Gesten grofitenteils Armbewegungen, wobei die
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ROM Werte teils gering und teils grofier sind. Dies ldasst den Schluss zu, dass besonders 3D
Gesten, in welchen Bewegungen des Armes vorkommen, als natiirlicher angesehen werden.
Dies konnte mit der Natur der Gestik begriindet sein. Dynamische Gesten, die Armbewe-
gungen und nicht nur Handzeichen enthalten, werden meist unterbewusst ausgefiihrt und
sind intuitiv. An Aktion 15 kann gesehen werden, dass das Andern der Kameraposition in
einer dreidimensionalen Szene durch eine 3D Geste als passend empfunden wird. Die 3D
Metapher der 3D Geste beschreibt die Aktion treffend. Die Beschreibung zweidimensionaler
Aktionen durch 3D Metaphern dreidimensionaler Gesten erweist sich jedoch als problema-
tisch. Physisch setzten 3D Gesten neben grofierer Beweglichkeit von Arm und Hand auch
feinmotorische Fahigkeiten voraus. Leistungsgeminderte und leistungsgewandelte Arbeiter
konnen diese Voraussetzungen nicht immer erfiillen.

Hybrid Gesten sind eine Erweiterung von 3D Gesten um eine 2D Selektion. Die Selektion von
Masken und Objekten ist intuitiv und vermeidet Fehleingaben. Eine physische Manipulation
von zweidimensionalen Masken und Objekten durch Hybrid Gesten erweist sich ebenfalls
als schwierig. Fiir den 3D Gestenanteil einer Hybrid Geste gelten die gleichen Schlussfolge-
rungen wie fiir 3D Gesten. Hybrid Gesten werden mit zwei Handen ausgefiihrt, da eine 2D
Selektion mit einer Hand und eine 3D Geste mit der anderen Hand getatigt werden. Reine 3D
Gesten sind laut Definition einer Hybrid Gesten nicht vorgesehen. Die Aktion zwei wird mit
Mehrheit durch eine Hybrid Geste ausgefiihrt, da der 3D Gestenanteil mit einer Hand getatigt
werden kann. Dies hat eine geringere physische Belastung zur Folge. Auch die Aktion 14 wird
bevorzugt mit einer Hybrid Geste ausgefiihrt, da die Selektion einer Rotationsachse moglich
wire. Es werden bevorzugt dynamische, physikalische, pantomimische, objekt-zentrierte und
kontinuierliche Hybrid Gesten zur Ausfithrung von Aktionen eingesetzt. Gegentiiber leis-
tungsgeminderten und leistungsgewandelten Arbeitern erweist sich eine einfache Selektion
in Hybrid Gesten als Vorteil. Die klare Zuordnung des 3D Gestenanteils einer Hybrid Geste
zu einem Objekt ist vereinfachend.

Die Gesteninteraktion ist eng mit dem Design der grafischen Benutzeroberfldche des Assistenz-
systems verbunden. Die grafische Benutzeroberfliche zeigt die Auswirkungen ausgefiihrter
Aktionen am System. Die Frage nach dem Design der Benutzeroberfliche muss die Aktionen
und die Metaphern der Gesteninteraktion einschlieflen und berticksichtigen. Werden fiir zwei-
dimensionale Benutzeroberflichen Metaphern dreidimensionaler Gesten gefunden, so kann
eine 3D Gesteninteraktion intuitiv gestaltet werden. Ist dies nicht méglich, ergibt sich eine
Beschreibung zweidimensionaler Aktionen durch unpassende Metaphern dreidimensionaler
Gesten. Diese Beschreibung fiihlt sich fiir den Benutzer nicht harmonsich, natiirlich oder
intuitiv an. Um Metaphern dreidimensionaler Gesten fiir zweidimensionale Benutzerober-
flachen zu nutzen, muss die Z-Achse einer 3D Geste sinnvoll mit einer Eigenschaft eines
2D Objektes oder einer Aktion verkniipft werden. Zweidimensionale Benutzeroberflachen
miissen in die dritte Dimension erweitert werden, Masken und Objekte konnten zum Beispiel
dreidimensional gedreht werden. Jede Interaktionsmetapher beginnt mit einer physischen
Manipulation und muss weiter ausgebaut werden. Eine zweidimensionale Benutzeroberfla-
che mit 2D Gesteninteraktion ermoglicht eine natiirliche Bedienung. 3D und Hybrid Gesten
bieten jedoch Vorteile und kénnen eine 2D Gesteninteraktion unterstiitzen. Folgend kann
der Einsatz mehrerer Gestenarten als vorteilhaft angesehen werden. Zu beachten ist, dass
fensterbasierte grafische Benutzeroberflachen eine Hierarchie aufweisen. Die intuitive zwei-
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oder dreidimensionale Interaktion mit Masken und Objekten innerhalb einer Hierarchie ist
jedoch schwer zu realisieren. Das Design der grafischen Benutzeroberfldche sollte dies beach-
ten und passend gewidhlt werden. Die grafische Benutzeroberfliche eines Assistenzsystems
sollte nach Natural User Interface Standards entwickelt werden. Auch die Moglichkeiten
einer Texteingabe innerhalb einer zweidimensionalen grafischen Benutzeroberflache sollte
gegeben sein.

Je nach Design der grafischen Benutzeroberfliche konnen Hybrid Gesten zur Optionsaus-
fiihrung eingesetzt werden. Es ergibt sich ein Mehrwert bei Optionsauswahl. Kénnen in
einer Maske, an einem Objekt oder in einem Menii mehrere Aktionen durchgefiihrt wer-
den, so kann mit einem 2D Tap eine iibergeordnete Aktion ausgewahlt und mit einer 3D
Geste eine Unteraktion ausgefiihrt werden. Die grafische Benutzeroberflache konnte eine
Art Kreismenti bei einem 2D Tap 6ffnen, anstatt der 2D Selektion weiterer Untermentis und
Aktionen konnten 3D Gesten Aktionen direkt auslosen. Weiterhin konnten auch 2D Gesten
eingesetzt werden. Dieses Design einer Benutzeroberfliche und Gesteninteraktion wiirde
Platz auf der Arbeitsfliche sparen, durch weniger Masken und Objekte. Erfahrene Nutzer,
der Trainer oder Vorarbeiter konnen 3D Gesten als Schnellzugriff nutzen. Ebenfalls konnen
3D Gesten bei verschmutzten Handen oder getragenen Handschuhen ausgefiihrt werden. Die
beriihrungsempfindliche Arbeitsfliche wiirde nur durch einen 2D Tap mit der verschmutzen
Hand in Kontakt kommen.

Ein weiteres Interaktionskonzept konnte den umgekehrten Zusammenschlufs von 2D und
3D Geste in der Hybrid Geste darstellen. Eine symbolische 3D Geste konnte zum Beispiel ein
Menii 6ffnen, folgend konnte eine 2D Geste eine Auswahl in diesem Menii treffen. Ebenfalls
konnte eine 2D Geste als Schnellzugriff fiir die Durchfithrung von Aktionen genutzt werden.

Die Ergebnisse der durchgefiihrten Studie zeigen Vor- und Nachteile der Gesteninteraktion
durch verschiedene Gestenarten. Eine Kombination von 2D und Hybrid Gesten ist der richtige
Weg zu einer natiirlichen, intuitiven und einfachen Bedienung eines Assistenzsystems durch
leistungsgeminderte und leistungsgewandelte Arbeiter.

6.2.1. Design Richtlinien fiir Gesteneingaben

Ziel dieser Richtlinien ist ein effektives Design einer Benutzerschnittstelle zur Interaktion mit
einem Assistenzsystem durch Gesten. Diese Gesten sollen durch ihren Angebotscharakter
(engl. ,affordance”) und passendem Feedback zur wiederholten Ausfithrung anregen und ein
schnelles Erlernen ermoglichen. Der Angebotscharakter eines Gegenstands ist die offensicht-
lich vorhandene oder tatsdchlich gegebene angebotene Gebrauchseigenschaft (vgl. [WW10],
S. 30). Die Heranfithrung von Benutzern an ein Gesten-Interaktionssystem kann durch ei-
ne Vorfiihrung von Gesten erfolgen. Als Hilfe konnen Bilder pantomimischer Aktionen im
Arbeitsablauf gezeigt werden (vgl. [G]M11a]).

Aufgrund zweier Studien, einmal zur Identifikation relevanter Gesten und einmal der Evalu-
ierung dieser Gesten, konnen folgende Design Richtlinien fiir Assistenzsysteme im Kontext
leistungsgeminderter und leistungsgewandelter Arbeiter aufgestellt werden.

91



6. Evaluation

Design Richtlinien fiir zweidimensionale Gesten

Form und Durchfiihrung

Wisch-, Strich- und Tipp-Gesten sind zu bevorzugen (Gesten der Dimension Form und
der Eigenschaft , ein-Punkt Pfad /Bertihrung®).

Gesten sollten objekt-zentriert sein (Gesten der Dimension Bindung und der Eigenschaft
,objekt-zentriert”).

Einhandige Gesten sind zu bevorzugen. Aufgrund der Grofse von Masken und Objekten
kann die Manipulation der Grofie mit zwei Handen ausgefiihrt werden. Beidhdndige
Gesten sollten jedoch im allgemeinen vermieden werden.

Eine Gestenunterscheidung anhand der Fingeranzahl sollte vermieden werden. 2D Tap
Gesten konnen mit bis zu drei Fingern getitigt werden, eine Grenze sind vier Finger.

Gesten sollen in ihrer inversen Form ausfiihrbar sein und die gegenldufige Aktion
auslosen.

Die Geschwindigkeit der Gestenausfiihrung sollte keine Rolle spielen, eine langsame
Ausfiihrung einer Gesten sollte moglich sein.

Gesten sollten eine Toleranz gegentiber lingeren Beriihrungszeiten (Touch-Events) ha-
ben. Ein Finger kann ldnger auf einer Position verharren, ohne mehrere Male auszuldsen.

Kontinuierliche Gesten wie das ,,scrolling” sollten in diskreten Schritten eine Reaktion
auslosen, dieses Vorgehen erlaubt geringere feinmotorische Fahigkeiten des Benutzers
bei der Ausfiihrung.

Die Erkennung von Gesten sollte trotz nicht geballter Faust moglich sein. An einer Geste
nicht beteiligte und ungenutzte Finger diirfen nicht storen.

Gezeichnete Gesten sollten bekannte Symbole und weniger geometrisch komplexe
Formen (weniger Striche und Windungen) enthalten. Gesten in einem Strich werden
bevorzugt.

Inhaltlich
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Metaphorische Gesten sind fiir Aktionen zu wéhlen (Gesten der Dimension Natur und
der Eigenschaft , metaphorisch”).

Gesten sollten zu eindeutigen mentalen Modellen zugeordnet sein. Klare und eindeutige
Metaphern beschreiben Aktionen. Einfache und bekannte Gesten sollten fiir allgemein
bekannte Aktionen verwendet werden.

Gesten sollten zur besseren Lern- und Merkbarkeit in dhnlichen Kontexten und Aktionen
wiederholt werden.



6.2. Schlussfolgerungen und Diskussion

Umgebung

Meniis, Masken und Objekte grafischer Benutzeroberfldchen sollten in der Grofse ange-
passt sein. Grofsere Formen erhdhen die Auswahlgenauigkeit.

Groflere Projektionsflichen und zentrierte Objekte erhohen die Ausfithrungsgenauigkeit.
Die Bewegung der Finger erhdlt mehr Freiraum, somit wird mehr Flédche fiir eine Geste
bereitgestellt. Die Auswahl von zentrierten Objekten fallt leichter.

Griffpunkte fiir Gesten an Masken und Objekten sollten vorhanden und leicht hervorge-
hoben sein. Besonders liegen Ecken von Masken und Objekten fiir eine Manipulation
im Fokus.

Zur Gesteneingabe soll ein direktes und schnelles Feedback erfolgen. Dies kann durch
eine Hervorhebung von selektierten Masken und Objekten geschehen. Auch falsche
Eingaben sollen ein Feedback geben.

Design Richtlinien fiir dreidimensionale und Hybrid Gesten

Form und Durchfiihrung

Dynamische Gesten sollten eingesetzt werden (Gesten der Dimension Form und der
Eigenschaft ,,dynamisch”).

Pantomimische Gesten sollten Aktionen beschreiben (Gesten der Dimension Natur
und der Eigenschaft , pantomimisch”). Gesten, in welchen imaginédre Objekte gehalten
und pantomimisch genutzt werden, sind intuitiv. Gesten, in denen Werkzeuge gezeigt
werden, sollten diese Werkzeuge durch Korperteile darstellen.

Gesten sollten objekt-zentriert und umgebungs-unabhiangig sein (Gesten der Bindung
Natur und den Eigenschaften , objekt-zentriert”, ,umgebungs-unabhdngig”).

Gesten sollten moglichst einfach und nicht zusammengesetzt sein (Gesten der Dimensi-
on Komplexitit und der Eigenschaft ,einfach”).

Gesten sollten die Bewegung des Armes und weniger der Hand beinhalten (Gesten der
Dimension Korperteil und der Eigenschaft ,Arm”). Handbewegungen erfordern fein-
motorische Fahigkeiten, an einer statisch gehaltenen Hand kénnen Zitterbewegungen
berticksichtigt werden.

Gesten mit hoher physischer Bewegung und maximalen Gelenkwinkelstellungen sollen
vermieden werden (Gesten der Dimension ROM und der Eigenschaft ,grofs”).

Einhdndig ausgefiihrte Gesten sollten bevorzugt werden. Aufgrund der Grofse von
Masken und Objekten kann die Manipulation der Grofse mit zwei Handen sinnvoll sein.

Eine Gestenunterscheidung anhand der Fingeranzahl sollte vermieden werden.

Gesten sollen in ihrer inversen Form ausfiihrbar sein und die gegenldufige Aktion
auslosen.
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Die Geschwindigkeit der Gestenausfiihrung sollte keine Rolle spielen. Eine langsame
Ausfiihrung einer Gesten sollte moglich sein.

Kontinuierliche Gesten wie die Rotation sollten in diskreten Schritten eine Reaktion
auslosen, dieses Vorgehen erlaubt geringere feinmotorische Fahigkeiten des Benutzers
bei der Ausfiihrung.

Die Erkennung von Gesten sollte trotz nicht vollstandig geballter Faust moglich sein.
An einer Geste nicht beteiligte und ungenutzte Finger diirfen nicht storen.

Gezeichnete Gesten sollten bekannte Symbole und weniger geometrisch komplexe
Formen (weniger Striche und Windungen) enthalten. Gesten in einem Strich werden
bevorzugt.

Inhaltlich

¢ Kulturelle Unterschiede in der allgemeinen Bedeutung von Gesten sollten beachtet

werden. Dies gilt vor allem fiir symbolische Gesten.

Gesten sollten zur besseren Lern- und Merkbarkeit in dhnlichen Kontexten und Aktionen
wiederholt werden.

Gesten sollten Aktionen durch klare und eindeutige Metaphern beschreiben. Die Z-
Achse einer 3D Geste muss sinnvoll mit einer Eigenschaft eines 2D Objektes oder
einer Aktion verkniipft werden. Zweidimensionale Benutzeroberflachen miissen in die
dritte Dimension erweitert werden. Einfache und bekannte Gesten sollten fiir allgemein
bekannte Aktionen verwendet werden.

Umgebung
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* Meniis, Masken und Objekte grafischer Benutzeroberfldchen sollten in der Grofie ange-

passt sein. Groflere Formen erhthen die Auswahlgenauigkeit. Dies tragt zur Robustheit
der Eingabe bei.

¢ Zur Gesteneingabe soll ein direktes und schnelles Feedback erfolgen. Dies kann durch

eine Hervorhebung von selektierten Masken und Objekten geschehen. Auch falsche
Eingaben sollen ein Feedback geben.

¢ Griffpunkte fiir Hybrid Gesten an Masken und Objekten sollten vorhanden und leicht

hervorgehoben sein. Besonders liegen Eck- und Achsenpunkte von Masken und Objek-
ten fiir eine Manipulation im Fokus.



7. Zusammenfassung und Ausblick

Diese Diplomarbeit untersucht zwei- und dreidimensionale Gesteninteraktion an Assistenz-
systemen im Kontext leistungsgeminderter und leistungsgewandelter Arbeiter. Das letzte
Kapitel fasst die theoretischen und praktischen Erkenntnisse zusammen, die wiahrend der
Arbeit gesammelt worden sind, und gibt einen Ausblick fiir zukiinftige Untersuchungen im
Bezug auf die Problemstellung dieser Arbeit. Im Folgenden wird eine Zusammenfassung
der bisherigen Kapitel gegeben. Hierbei wird unter anderem auf die gewonnenen Ergebnisse
mit Blick auf die Problemstellung eingegangen. Es werden die Auswirkungen der Ergeb-
nisse auf Assistenzsysteme herausgearbeitet und die Vor- und Nachteile des Einsatzes von
Gesten zusammengefasst. AbschliefSend wird ein Ausblick iiber die moglichen Potentiale
der gefundenen Erkenntnisse fiir die zukiinftige Forschung und Anwendung im Bereich
der Assistenzsysteme im Kontext leistungsgeminderter und leistungsgewandelter Arbeiter
gegeben.

7.1. Zusammenfassung der Arbeit

Unsere Gesellschaft wird immer élter, der demografische Wandel wirkt sich nicht nur auf
den gesellschaftlichen Zusammenbhalt, sonder auch auf die Wirtschaft aus. Die zunehmende
Alterung der Bevolkerung trifft auch Arbeitnehmer. Bis zum Jahr 2025 diirfte jeder vier-
te Erwerbstétige &lter als 55 Jahre sein. Somit miisse es auch im Alter normal werden zu
arbeiten und sich weiterzubilden. Die Produktivitdtsreserven einer Gesellschaft miissen mobi-
lisiert werden, um dieser Entwicklung entgegenzutreten. Nicht nur bei leistungsgewandelten,
sondern auch bei leistungsgeminderten Menschen liegen Potentiale. Assistenzsysteme am
Arbeitsplatz sollen leistungsgeminderte und leistungsgewandelte Arbeiter unterstiitzen und
zum selbststandigen und wirtschaftlichen Arbeiten befdhigen. Dabei stellt die Benutzerinter-
aktion mit Assistenzsystemen einen Kernpunkt fiir die Akzeptanz dieser Systeme dar.

Mit Hilfe zweier Studien werden zwei- und dreidimensionale Gesten fiir Assistenzsysteme im
Kontext leistungsgeminderter und leistungsgewandelter Arbeiter untersucht, entwickelt und
evaluiert. Zuvor werden vorhandene Interaktionsmoglichkeiten untersucht und mogliche
Aktionen der Arbeiter am Assistenzsystem identifiziert. Mit Hilfe der ersten Studie und der
Untersuchung der Aktionsmoglichkeiten leistungsgeminderter und leistungsgewandelter
Arbeiter werden zwei- und dreidimensionale Gesten entwickelt, wobei sich eine dritte Ges-
tenform als interessante Ergdnzung zu dreidimensionalen Gesten erweist. Diese Gestenform
besteht aus Hybrid Gesten, die einen Zusammenschluss von 2D und 3D Gesten darstellen.
In der zweiten Studie werden die Gestenformen und die entwickelten Gesten am System
evaluiert. Die Frage nach den Vor- und Nachteilen des Einsatzes einer Gesteninteraktion am
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Assistenzsystem wird beantwortet. Abschlieffend werden Design Richtlinien fiir die Gesten-
entwicklung am Assistenzsystem im Kontext leistungsgeminderter und leistungsgewandelter
Arbeiter aufgestellt.

7.1.1. Interpretation der Resultate

Die Evaluation der entwickelten Gesten und Gestenformen zeigt eine eindeutige Préferenz
zweidimensionaler Gesten. 2D Gesten werden als bekannt und einfach angesehen. Die Fehler-
anfalligkeit bei Nutzung durch leistungsgeminderte und leistungsgewandelte Arbeiter ist
unter Beachtung aufgestellter Design Richtlinien fiir diese Gesten gering. Auch die Merkbar-
keit zweidimensionaler Gesten ist aufgrund der Einfachheit dieser hoher. Dreidimensionale
Gesten sind im Kontext leistungsgeminderter und leistungsgewandelter Arbeiter fehleranfal-
lig und setzen oft feinmotorische und koordinative Fahigkeiten voraus. Leistungsgeminderte
und leistungsgewandelte Arbeiter konnen diesen Voraussetzungen nicht immer gerecht
werden. Hybrid Gesten erweitern dreidimensionale Gesten um eine intuitive Selektionsmog-
lichkeit, das einfache antippen von Objekten reicht fiir eine Selektion aus. Hybrid Gesten sind
robuster im Vergleich zu dreidimensionalen Gesten. Eine Kombination von 2D und Hybrid
Gesten ist der richtige Weg zu einer nattirlichen, intuitiven und einfachen Bedienung eines
Assistenzsystems durch leistungsgeminderte und leistungsgewandelte Arbeiter.

7.1.2. Auswirkungen der Ergebnisse

Die Kombination von zweidimensionalen und hybriden Gesten vereint die Vorteile beider
Gestenformen und macht die Gestenineraktion fiir leistungsgeminderte, leistungsgewandelte,
als auch uneingeschrankte Arbeiter einfach und intuitiv. Erfahrenen Benutzer haben die
Moglichkeit schnell und effizient Aufgaben am Assistenzsystem zu entwickeln und auszu-
fithren. Arbeiter konnen direkt {iber die Arbeitsfliche mit dem System kommunizieren und
miissen keine externen Eingabegerate und Bildschirme beachten. Der Arbeitsfluss wird durch
eine Gesteninteraktion nicht unterbrochen, ein Schnellzugriff auf bestimmte Funktionen des
Systems kann durch Gesten ermoglicht werden. Eine natiirliche Bedienung wirkt sich positiv
auf die Leistungsfahigkeit leistungsgeminderter und leistungsgewandelter Arbeiter aus. Die
Akzeptanz fiir realitdtserweiternde assistierende Systeme am Arbeitsplatz wird durch eine
intuitive Bedienung bestarkt.

Aufgestellte Design Richtlinien fiir die Entwicklung von Gesten am Assistenzsystem im Hin-
blick auf die Bediirfnisse und Anforderungen leistungsgeminderter und leistungsgewandelter
Arbeiter ermdglichen die Konzeption intuitiver und einfacher Gesten-Sets.

7.2. Ausblick

Die Entwicklung von intuitiven Interaktionsformen ist komplex. Die Realisierung einer
Interaktion mit einem System durch Gesten kann konzeptionell und technisch sehr anspruchs-
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voll werden. Das Einsatzgebiet eines Systems, welches Gesteninteraktion erméglichen soll,
muss analysiert werden. Die Benutzergruppen, welche mit dem System interagieren, miissen
ebenfalls studiert werden. Die Aktionen am System miissen verstanden werden, bevor eine
Eingabe durch Gesten konzipiert werden kann. Die Gestik eines Menschen beinhaltet ver-
schiedene Facetten und unterliegt mit der Sprache des Menschen dem gleichen integrierten
System. Taxonomien fiir Gesten versuchen Gesteneigenschaften zu beschreiben. Einheitliche
Taxonomien fiir zwei- und dreidimensionale Gesten im Kontext leistungsgeminderter und
leistungsgewandelter Menschen existieren nicht. Zwei- und dreidimensionale Gesten fiir
leistungsgeminderte und leistungsgewandelte Arbeiter finden bis heute keine Anwendung
in Assistenzsystemen am Arbeitsplatz. Diese Arbeit prasentiert Taxonomien fiir zwei- und
dreidimensionale Gesten fiir leistungsgeminderte und leistungsgewandelte Arbeiter und
stellt Design Richtlinien fiir die Entwicklung von Gesten vor.

Es liegt nahe durch weitere Benutzerstudien mit leistungsgeminderten und leistungsgewan-
delten Arbeitern weitere Messwerte von Hand- und Armbewegungen zu erfassen und die
bestehenden Taxonomien durch Zuhilfenahme dieser Messwerte zu verfeinern. Durch das
RITE Modell (engl. rapid iterative testing and evaluation) kann ein Interaktionsdesign iterativ
entworfen und evaluiert werden. Die aufgestellten Gesten-Sets und entwickelten Gesten-
Erkennungsmethoden kénnen mit Hilfe verfeinerter Taxonomien verbessert werden. Weitere
Benutzerstudien zur erneuten Evaluierung der verbesserten 2D und Hybrid (3D) Gesten
konnen weitere Erkenntnisse zur Verfeinerung der Gesten-Sets liefern. Treffende und unver-
wechselbare Metaphern konnen so fiir Aktionen iterativ gefunden werden. AbschliefSend
sollten die aufgestellten Design Richtlinien fiir die Entwicklung von Gesten wiederholt gepriift
und neu bewertet werden.
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In diesem Anhang werden Anwendungsfille, Use cases des Trainers und des Arbeiters am

motionEAP Assistenzsystem gezeigt.
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Abbildung A.1.: Use case, Arbeiter
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A. Anwendungsfalle

Abbildung A.2.: Use case, Trainer
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