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Kurzfassung

Mit der Microsoft Kinect wurden Tiefenkameras zu giinstigen Preisen fiir die Allgemeinheit verfiigbar.
Kombiniert man eine Kinect mit einem Beamer, kann man interaktive projizierte Displays bauen. Das
Beste daran ist, dass man dafiir keine fest installierten Displays braucht. So kénnen Displays aus
jeder beliebigen Oberflache, egal welcher Form und Struktur, einen Multitouch-Display erzeugen.
Zurzeit werden Toolkits entwickelt, die eine bequeme Moglichkeit bieten, interaktive Inhalte fiir
diese Displays bereitzustellen. Aus diesem Grund werden in dieser Fachstudie zwei solche Toolkits
untersucht und miteinander verglichen. In einer Nutzerstudie werden mittels eines Fitts’ Law Tasks
grundlegende Performanz Indikatoren erfasst und ausgewertet. Bei der Auswertung wird nicht nur die
Performanz der Toolkits gegeniibergestellt, sondern die Ergebnisse werden auch mit der subjektiven
Beurteilung der Studienteilnehmer verglichen. Ziel der Fachstudie ist es, jeweils die Vor- und Nachteile
beider Toolkits darzustellen.

Abstract

With the release of the Microsoft Kinect, depth cameras became available at reasonable prices to
the public. Interactive projected displays can be build by combining a Kinect with a projector and
transform any surface no matter what form and structure into a multi touch display. The best thing
about it, is the fact that no installed display is needed. Currently, toolkits are developed to provide
a convenient way to provide interactive content for these displays. This study paper examines and
compares the performance of two such toolkits against each other. Therefore a Fitts’ Law task is
implemented to help collecting basic performance indicators through a user study. Not only the
comparison of the performance of the toolkits is evaluated, but also the subjective participant opinion
to each toolkit. The aim of this study paper is to respectively present the advantages and disadvantages
of both toolkits.
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1 Einleitung

Die Interaktion zwischen Mensch und Computer erfolgte lange Zeit nur tiber die klassische Kom-
bination aus Maus und Tastatur. Da Computer im Alltag eine wichtigere Rolle als je zuvor spielen,
sind sie in vielen Bereichen gar nicht mehr wegzudenken. Das fithrt auch dazu, dass immer neue
Interaktionstechnologien entwickelt werden. Betrachtet man die Entwicklungen der letzten 15 Jahre
im Bereich Mensch-Computer-Interaktion stellt man fest, dass sehr viele Benutzungsschnittstellen
und Formen der Interaktion sowohl im Privatbereich als auch in der Industrie dazu gekommen sind.
Touchscreens beispielsweise haben die klassischen Displays die nur Informationen dargestellt haben
revolutioniert. Egal ob im Smartphone, Fahrkartenautomat oder in der Supermarktkasse eingebaut,
machen sie die Verwendung einer klassischen Tastatur tiberfliissig. Sie existieren, um die Interkation
zwischen Mensch und Computer im Alltag zu erleichtern. Der einzige Haken an dieser Technolo-
gie ist der, dass man dafiir tatsichlich installierte Bildschirme benétigt und die Bedienoberflache
flach sein muss. Das kann vor allem in Anwendungsbereichen problematisch werden,in denen der
Einbau solcher Hardware nicht méglich ist oder einfach nicht sinnvoll erscheint, da zum Beispiel
die Oberfliache beschadigt werden konnte. Was wire aber, wenn jede erdenkliche Oberflache sich
in einem Multi-Touch-Bildschirm verwandeln liele? Diese Art von Displays sind bereits vorhanden
und werden als interaktive projizierte Displays bezeichnet. Sie gehoren zum Gebiet des Ubiquitédren
Computing, einen Begriff welcher von dem Wissenschaftler Mark Weiser [Wei91] gepragt wurde.
Damit bezeichnet er die Allgegenwirtigkeit von Informationstechnik und Computer, die in prinzipiell
alle Alltagsgegenstédnde von der industriellen Produktion bis in den privaten Alltag eindringen. Der
Grund weshalb diese Technologien im Alltag noch nicht zu sehen sind liegt daran, dass sie sehr
teuer in der Umsetzung und umsténdlich in der Installation sind. Sie sind nur auf bestimmte Anwen-
dungsumgebungen zugeschnitten. Gliicklicherweise werden zur Zeit Toolkits entwickelt, die in der
Kombination mit einem Videoprojektor und einer Tiefenkamera (beispielweise die Microsoft Kinect
fir Windows) die Moglichkeit bieten, interaktive Inhalte sehr einfach und giinstig auf Oberflichen zu
projizieren und damit zu interagieren. Auch wenn das Sichtfeld eingeschrénkt und die Technologie
nicht so prazise und effizient wie kapazitive Touchscreens ist, entstehen dennoch auch viele Vorteile.
Der grofite Vorteil ist, dass man keine Bildschirme mehr braucht. Jede Oberfliche, egal welcher Form
und Struktur, kann in einen Multitouch-Display verwandelt werden. Mithilfe des Videoprojektors
werden die Inhalte auf der Oberflache dargestellt wihrend die Tiefenkamera fiir die Erfassung der
Bertihrungspunkte zustandig ist.

1.1 motionEAP

motionEAP [FKS14b] ist ein System zur Effizienzsteigerung und Assistenz von Produktionsprozessen
in Unternehmen auf Basis von Bewegungserkennung und Projektion. Ziel des motionEAP [FKS14a]



1 Einleitung

ist die anwenderorientierte Konzeption, prototypische Umsetzung und Evaluation eines neuartigen
prozessorientierten Assistenzsystems fiir Produktionsprozesse. Beispielsweise konnte das System
dazu verwendet werden, klassische Arbeitsplatzsysteme (Abbildung: 1.1 )in der Industrie mit sen-
sorgestiitzten Bewegungserkennung fiir Echtzeit-Feedback, In-situ-Projektion und barrierefreies
Informationsdesign aufzuriisten. Durch diese Hilfssysteme (Abbildung: 1.1 ) kann die Produktivitat
gesteigert werden und physisch oder psychisch eingeschrinkte Arbeiter konnen komplexere Aufga-
ben erledigen. Die Anpassungsfahigkeit und die Umweltwahrnehmung des Systems erlauben das
Entwickeln neuer Arbeitstechniken. Die Gamification [Kor12] des Arbeitsplatzes konnte beispiels-
weise die Mitarbeiter mit Echtzeitinformationen iiber die Qualitat der gerade verrichteten Arbeit im
Vergleich zu anderen Mitarbeiter versorgen. Das sofortige Feedback hilft die Qualitat der verrichteten
Arbeit und somit die Qualitit des hergestellten Produkts zu verbessern.

Depth-Camera
Projector

Leap-Motion

(a) Arbeitsplatzsystem aus der Industrie (b) Aufbau des verwendeten motionEAP Hilfssystem

Abbildung 1.1: Uberblick motionEAP. Quelle: [FKS14b]

1.2 Ziel der Fachstudie

Ziel dieser Studie ist es zwei dieser Toolkits miteinander zu vergleichen um ihre Performanz auszuwer-
ten. Dafur wird ein einfaches Fitts’ Law Task entwickelt, welches bestimmte Performance-Indikatoren
ermittelt die anschlieffend ausgewertet werden. Um die Transparenz zwischen den beiden Toolkits zu
bewahren, wird der Fitts’ Law Task in einer unabhéngigen Software implementiert. Die Touch-Events
werden durch eine Netzwerkkomponente von den jeweiligen Toolkits zum Task tibertragen.



1.3 Inhalt des Dokuments

1.3 Inhalt des Dokuments

Der Inhalt dieser Fachstudie ist in fiinf verschiedene Kapiteln gegliedert. Nach der Einfithrung im
ersten Kapitel folgt im darauffolgenden ein Uberblick tiber themenverwandte Arbeiten. Im dritten
Kapitel werden die Architektur, genauso wie alle fiir die Studie relevanten Spezifikation beschrieben.
Das vierte Kapitel beinhaltet den Aufbau und Durchfithrung der Studie gefolgt von der Auswertung der
Ergebnisse. Zum Schluss folgt noch das Fazit und es wird ein Ausblick auf zukiinftige Entwicklungen

gegeben.






2 Themenverwandte Arbeiten

Es gibt eine Vielzahl von Entwicklungen und Forschungsrichtungen die sich mit interaktiven proji-
zierten Displays beschéftigen. Im folgenden Abschnitt werden einige wichtige Arbeiten auf diesem
Gebiet nahe gebracht um einen Uberblick dartiber zu schaffen.

2.1 Tiefenkameras als Touchsensor

Andrew D. Wilson verdffentlichte in ,,Using a Depth Camera as a Touch Sensor"[Wil10] die Idee,
eine Tiefenkamera zu verwenden um interaktive Displays zu projizieren. Als eines der wichtigsten
Vorteile nennt er nicht nur die Tatsache, dass die Touchoberflache ohne Touchsensoren auskommt,
sondern sogar dass unebene Flichen als Touchscreens verwendet werden kénnen. Auflerdem bieten
Tiefenkameras die Moglichkeit Korperteile wie Arme, Hande oder Finger auf unterschiedlicher Weise
auszuwerten. Bestimmte Berithrungen von einem oder unterschiedlichen Usern stammen werden
beispielsweise auch erkannt und unterschieden. Zum Experimentieren wurde eine Microsoft Kinect-
Kamera verwendet, welche tiber eine Tischplatte montiert wurde. Bei diesem System werden Touch
Events erkannt, wenn ein Finger in einem zuvor festgelegten Wertebereich von oben ,eintaucht®. Dabei
muss der Finger einen festgelegten Grenzbereich iberschreiten, sodass ein Touch Event ausgelost
wird 2.1. Bei den Versuchen wurden verschiedene Abstande zwischen Kamera und Tischplatte getestet.
Man erlangte die Feststellung, dass die Anzahl der Tiefeninformationen bei ansteigender Entfernung
zwischen Kamerasensor und Beriihrfliche abnimmt. Auch wenn diese Technologie nicht an die
Performanz der meisten herkdmmlichen Touch-Technologien reicht, ist sie doch reif genug um in
vielen Bereichen eingesetzt werden zu kdnnen.

surface

Abbildung 2.1: Grenzbereiche d(min) und d(max) werden verwendet um Touch Events bei Beriih-
ren der Fliche dsurface voneinander zu unterscheiden. Quelle: [Wil10]

11



2 Themenverwandte Arbeiten

2.2 The Everywhere Displays

Claudio Pinhanez schaffte es in seinem Projekt ,Everywhere Display projector [Pin01] mittels eines
Projektors und eines computergesteuerten drehbaren Spiegels interaktive Inhalte in einem Raum
zu projizieren. Bei der Uberlegung wurde sehr viel Wert darauf gelegt, dass keine speziellen Gerite
verwendet werden und die projizierten Displays sollten auch ohne Verkabelung auskommen. Das
System erreichte eine Abdeckung von 60° vertikal und 230° horizontal und machte somit die Nutzung
einer groflen Raumfldche als Projektionsflache méglich 2.2. Um Verzerrungen des Bildes zu vermeiden
mussten die Flachen, auf denen der Inhalt dargestellt werden sollte vordefiniert werden. AnschlieBend
wurde ein Muster auf die Flache projiziert und mittels dieser Muster wurde die Verzerrung des Bildes
vor der Projektion auf dem Computer entzerrt. So wurde sichergestellt, dass die darstellbaren Inhalte
auch lesbar waren. Da der Projektor nicht rechtwinklig auf die projizierte Flache ausgerichtet ist, geht
durch die Entzerrung des Bildes jedoch ein grofler Teil der Auflésung verloren. Die Idee hinter dem
Projekt war dieses Gerét fiir neue Spielkonzepte zu nutzen, in denen die Spieler nicht mehr gezwungen
sind klassische Eingabegerite oder spezielle Brillen zu nutzen, sondern mit ihrer Umgebung intera-
gieren konnen. Auch wenn dieses Konzept aufgrund der nétigen Kalibrierung der Verzerrung und der
moglichen Unlesbarkeit durch unterschiedlicher Lichtverhaltnissen im Raum leider nicht ausgereift
ist, kann man dennoch hoffen, dass die Entwicklung leistungsfihigerer Projektionstechnologien
dieses Konzept alltagstauglich macht.

everywhere-display
projector projection cona

projected display

Abbildung 2.2: Aufbau des Everyday Display projector. Mittels eines drehbaren Spiegels werden die
Inhalte im Raum verteilt. Quelle: [Pin01]
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2.3 dSensingNI

Das Framework dSensingNI (Depth Sensing Natural Interaction) [KNF12] erméglicht moderne Inter-
aktionsmoglichkeiten mittels Multitouch und Tangible Interaction, also eine anfassbare Benutzer-
schnittstelle, die im Grunde die Bedienung einer Maschine durch physische Objekte erlaubt 2.3. Das
Framework unterstiitzt im Zusammenhang mit einer Tiefenkamera das Erkennen und Verfolgen von
Finger- und Handbewegungen. Zusitzlich erkennt dSensingNI das Packen, Stapeln und Gruppieren
von Objekten. Das Ziel bei der Entwicklung von dSensingNI war es, Anwendungsentwicklern die
Moglichkeit zu geben, ohne grofien Aufwand Techniken fiir Tangible Interaction zu entwickeln. Um
das zu ermoglichen, haben die Entwickler sehr hohe Anforderungen an das Framework gestellt. Neben
dem Erkennen von Fingerberithrungen auf willkiirlichen Oberflichen in Echtzeit, sollte das Tool auch
die Fahigkeit besitzen, Gesten iiber bzw. vor einem Bildschirm zu erkennen. Ferner sollte das Tool
Umgebungsverdeckungen minimieren, um eine gute Erkennung von Interaktionen zu gewéhrleisten.
Das Framework wurde als Standalone-Software entwickelt und ist fiir Windows-Betriebssysteme
verfiigbar. Das Framework ist in der Lage angeschlossene Tiefenkameras automatisch zu erkennen
und sich damit zu verbinden. Der Benutzer kann dann das Tiefenbild nach seinem Wunsch anhand
Parameterdnderungen anpassen.

Abbildung 2.3: Aufbau einer Tiefenkamera mit einer Interaktionsfliache fiir die Verwendung mit
dSensingNI. Quelle: [KNF12]
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2.4 TouchLight

TouchLight [Wil04] ist ein System, welches mithilfe von zwei Kameras und einem Projektor ein
interaktives Bild auf ein Stiick transparentes Acrylglas projiziert. Dabei werden einfache Bildverar-
beitungstechniken verwendet, um Bilder von zwei sich hinter einem DNP-Holoscreen befindlichen
Kameras, die mit IR-Passfilter versehen sind, zu kombinieren, um es anschlielend darauf zu projizieren
2.4. Das sonst durchsichtige Glas verwandelt sich dadurch in eine hochauflosende Oberflache die
touchbasierte Interaktionen erlaubt. Um Beriihrungen erkennen zu kénnen, nutzt TouchLight eine
der Kameras, um Bilder von den mit der Oberfliche in Kontakt kommenden Objekten zu machen um
sie anschlieffend in Touch-Events zu verwandeln. Damit erlaubt TouchLight reale Umgebungen mit
projizierten Grafiken zu kombinieren bzw. zu ergdnzen. Ein mdgliches Szenario wire beispielsweise
die Darstellung von Wetterinformationen (Temperatur, Windgeschwindigkeit, Regenwahrschein-
lichkeit, etc.) auf einem Fenster. So kann man das echte Wetter drauf3en betrachten und bekommt
gleichzeitig zusatzliche Informationen mit. Diese Moglichkeiten unterscheidet TouchLight von allen
bisher bekannten Technologien dieser Art.

\ DNP HoloScreen
./ IR illuminant

Camera, IR-pass filter

projector, IR cut

Abbildung 2.4: TouchLight System bestehend aus einem DNP HoloScreen, zwei Kameras, einen
Projektor und die dazugehorigen Filter. Quelle: [Wil04]
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2.5 OmniTouch

Ein futuristisches tragbares System das interaktive projizierte Inhalte auf willkiirliche Oberflachen er-
laubt ist das so genannte Omnitouch [HBW11] das von den Wissenschaftlern von Microsoft Research
entwickelt wurde. Omnitouch ist ein Prototyp bestehend aus einer tragbaren Tiefensensorkamera
der Firma PrimeSense und einem Microvision ShowWX+ Picoprojektor, die an einem Metallgeriist
befestigt sind und auf der Schulter des Benutzers getragen werden 2.5. Das System erlaubt dem
Benutzer Inhalte beispielsweise auf seiner Handfldche darzustellen und damit zu interagieren. Die
Ansteuerung der darstellbaren Inhalte erfolgt wie bei einem herkémmlichen Touchscreen. Mittels
X- und Y-Achsen auf einer 2D-Schnittstelle wird die Fingergeste entweder als ,gedriickt” oder als
,schweben® interpretiert. Auch wenn OmniTouch noch in den Kinderschuhen steckt, sind die Einsatz-
moglichkeiten solcher Systeme nahezu grenzenlos und spatere Entwicklungen kénnen dazu fithren
dass solche Systeme noch kompakter und leistungsfahiger werden.

Abbildung 2.5: Steuerung eines Zahlenfeldes mit Omnitouch. Quelle: [HBW11]

2.6 AMP-D

Der Prototyp ,Ambient Mobile Pervasive Display” (AMP-D) [WSDR14] von den Ulmer Doktoranden
Christian Winkler ist ein tragbares System welches interaktive Inhalte nicht nur auf der Handflache
des Benutzers sondern auch auf dem Boden projiziert. Das System besteht aus einer Tiefenkamera und
einem Orientierungssensor die an einer Teleskopstange befestigt und mit einem mobilen Endgerat
verbunden sind (siehe Abbildung 2.5). Uber eine Servosteuerung ist das System in der Lage automatisch
auf die Handfl4che oder auf dem Boden zu fokussieren. Im Vergleich zu anderen mobilen Geraten hat
der Benutzer das Fenster zu der virtuellen Welt direkt vor sich und muss nicht beispielsweise erst das
Smartphone aus der Tasche rausholen und einschalten. Als zukiinftiges Ziel gilt es den Prototyp zu
verkleinern und Gewicht zu sparen um die Mobilitdt zu verbessern.

15
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depth camera

| bLP projector

servo controller

Abbildung 2.6: Aufbau des Ambient Mobile Pervasive Display Prototyps. Quelle: [WSDR14]

2.7 UbiDisplays

Unter dem Titel ,Toolkit Support for Interactive Projected Displays“ [HA12] haben John Hardy und
Jason Alexander das sogennante UbiDisplays Toolkit verdffentlicht. Dieses Toolkit wurde dazu entwi-
ckelt um Benutzern die Moglichkeit zu geben interaktive Inhalte mit wenig Aufwand bereitzustellen.
Das Open-Source-Toolkit bietet zusammen mit einem Projektor und einer Kinect die Méglichkeit We-
binhalte im Raum zu projizieren und damit zu interagieren. Die Benutzeroberfliche erlaubt aulerdem
eine sehr einfache Kalibrierung der Tiefenkamera 2.7. So kann jeder, der tiber eine Kinect-Kamera und
einen Projektor verfiigt und Kenntnisse zum Bauen einer Webseite besitzt, einfach und kostengiinstig
interaktive projizierbare Displays herstellen. Zusatzlich kann man aus verschiedenen Interaktionsar-
ten wihlen und sogar — da das Toolkit Open-Source ist — eigene Interaktionsmethoden entwickeln.

s | | [ — o ]
: - . . e S—
Progector | Caiibration | Manage Dusplays | Log Progector | Calibestion | Mansge Diiplays | Log e s M

Step 2 - Calibrate your system Step 3 - Create surfaces and displays

Click (left chck) on the targets in the wdeo a3 they appess. Try to make sure they sre a! Draw rectangles to create new displays and drsg the cormers arcund 1o move them.

at the same height for the best result [ ——r——

B ¥ Desk Display

Caibratel | BB (B « Reset Pan = Zoom

Abbildung 2.7: Die Oberflache des UbiDisplays Toolkits bei der Kalibrierung der Interaktionsflache.
Quelle: [HA12]
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2.8 Fitts’ Law

2.8 Fitts’ Law

Fitts’ Law (Fitts’ Gesetz, manchmal auch Fitts’sches Gesetz) [Fit54] spielt im Bereich Mensch-
Computer-Interaktion eine wichtige Rolle. Das Gesetz wird dazu verwendet, um vorherzusagen,
welche Geschwindigkeit fiir eine gezielte schnelle Bewegung von einem bestimmten Start zu einem
bestimmten Ziel benétigt wird. In unserer Studie wird das Gesetz dazu verwendet, um die Geschwin-
digkeit beim Bertthren der schwarzen Punkte auf der projizierten Fliche zu messen. Die bendtigte
Zeit fiir die Start-Ziel-Bewegung lasst sich als Funktion von Abstand und Zielgréfle modellieren:

MT:a—i—b*log(l—i—%)

MT (movement time): | fir die Aufgabe benétigte Zeit

a (intercept): Verzdgerung bis die Bewegung beginnt

b (slope): Beschleunigung und Geritespezifische Anderung
der Bewegung

A (amplitude): Distanz vom Start und Ziel

W (width): Breite des Ziels gemessen in der Bewegungsrichtung

(bei uns spielt die Richtung keine Rolle, da die Ziele
Kreise sind)

Der Aufbau der Formel kann so erklart werden, dass grof3e und nahe Ziele schneller erreicht werden
als kleine und weite Ziele. Aulerdem wird bei Fitts’ Law der Term log(1 + %) zu Index of Difficulty
(ID) zusammengefasst. Der ID ist dazu da, um die Schwierigkeit einer Aufgabe zu werten. Der Wert
der ID erhoht sich immer um 1, wenn die Amplitude A verdoppelt oder die Breite W halbiert wird.
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3 System

Dieses Kapitel beschreibt das System das eingesetzt wurde. Neben der Testumgebung wird auch die
Architektur sowie der Zugriff auf die beiden Toolkits erlautert. Des Weiteren wird die Testanwendung,
die bei der Studie zum Einsatz kam, erklart.

Im Vergleich zu den konventionellen Touch-Bildschirmen miissen interaktive projizierte Displays
nicht fest installiert sein und die Berithroberfldche muss nicht zwangslaufig flach sein. Wahrend der
Videoprojektor fiir die Darstellung der Inhalte zustandig ist, hilft die Tiefenkamera mit der Erkennung
und Verarbeitung der Touch-Events. Auflerdem hat man dank der Tiefenkamera beispielweise die
Moglichkeit Informationen tiber die Form der Benutzerhand zu verarbeiten und kann somit erkennen
ob gleichzeitige Berithrungen von der einer oder mehreren Personen getatigt wurden. Im folgenden
Abschnitt werden die benétigten Komponenten fiir die Durchfithrung der Studie dargestellt.

3.1 Hardware & Software

Im nachfolgenden Kapitel wird die verwendete Hard- und Software beschrieben. Das im hier zum
Einsatz kommende motionEAP System ist im Kapitel 1.1 bereits erlautert. Hier wird nur der Aufbau
des motionEAP Tisches erklart.

3.1.1 Microsoft Kinect fiir Windows

Tiefenkameras wurden urspriinglich mit dem Ziel entwickelt, natiirliche Interaktionen zwischen
Mensch und Computer zu gewihrleisten. Fiir den Nahbereich sind Modelle von Herstellern wie
PrimeSense, Microsoft und Asus verfiigbar. Alle sind nahezu baugleich und basieren auf der Pri-
meSense 3D-Sensor-Technologie. Zu den Kamerakomponenten gehoren neben einer RGB-Kamera
auch eine Infrarotkamera und ein Infrarotsensor. Der synchronisierte Ausgabestream von Tiefe und
Farbinformation wird in die raumlichen Informationen umgesetzt. Der Infrarot-Projektor sendet im
nahen Infrarotbereich ein fiir das menschliche Auge nicht sichtbares, codiertes Punktmuster aus. Ein
CMOS-Sensor empfangt das von der Szene reflektierte Bild und berechnet aufgrund des Kameraab-
standes iiber die Parallaxen korrespondierender Punkte die Tiefenmatrix mit VGA-Aufl6sung, der
ein RGB-Bild zugeordnet werden kann. Die Berechnungen erfolgen mit parallelen Algorithmen auf
einem Chip in der PrimeSense SoC Technologie, wodurch der Hostrechner erheblich entlastet ist.
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IR Emitter Color Sensor
IR Depth Sensor

Tilt Motor

Microphone Array

Abbildung 3.1: Die Abbildung zeigt den Aufbau einer Microsoft Kinect Tiefenkamera [Mic14]

3.1.2 Microsoft Kinect SDK

Mit der Microsoft Kinect SDK (Software Development Kit) haben Entwickler die Moglichkeit, Anwen-
dungen fiir die Kinect-Tiefenkamera zu entwickeln. Microsoft erlaubt damit den vollen Zugriff auf alle
verbauten Sensoren, inklusive auf den Infrarot-Sensor und das Mikrofon. Als Hardwareanforderungen
werden mindestens ein DualCore-CPU mit 2,66 GHz und 2GB Arbeitsspeicher angegeben.

3.1.3 motionEAP

Der eingesetzte motionEAP Tisch ist aus mehreren Bestandteilen zusammengesetzt. Es besteht aus
ein herkémmlicher Acer Beamer mit einer Auflésung von 1280x800 und aus einer Microsoft Kinect
die fiir die Aufnahme der Tiefenbilder zustandig ist. Die Komponenten sind mittels eines Rahmens
aus Profilen befestigt, sodass unterschiedliche Einstellungen an der Konfiguration mdglich sind.
Auflerdem wird ein Computer zur Konfiguration und Steuerung der Software verwendet. Der genaue
Aufbau des motionEAP-Tisches ist in der Abbildung 1.1 zu sehen.

3.2 Toolkits

In diesem Kapitel werden die beiden zu untersuchenden Toolkits néher erlautert. Das UbiDisplay
Toolkit wurde bereits in 2.7 erklért.

3.2.1 C# Toolkit

Das C# Toolkit wurde im Rahmen des in Kapitel 1.1 Projekts entwickelt. Es basiert auf dem von John
Hardy entwickelten UbiDisplays Toolkit. Es nutzt zur Erkennung der Oberfliche eine Microsoft Kinect
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und zur Darstellung der Inhalte einen handelsiiblichen Projektor. Anders als das UbiDisplays Toolkit
wurde es in C# implementiert und benétigt den darzustellenden Inhalt als C# Code. Derzeit wird das
Toolkit als Library eingebunden und durch den Start des jeweiligen C# Programms mit ausgefiihrt.
Fir die Verwendung des Toolkits ist eine .ubi Konfigurationsfile notwendig. Da es derzeit keine
Moglichkeit gibt diese direkt zu erstellen, werden zuerst die Displays mit dem UbiDisplays Toolkit
erstellt und anschlieffend als .ubi gespeichert. Somit kann das C# Toolkit die .ubi Konfigurationsfile
verwenden. Aulerdem ist es dem Entwickler einfach méglich, diverse Konfigurationen zu erstellen
und fiir das Toolkit zu nutzen. Die weitere Handhabung des C# Toolkits ist ansonsten identisch mit
dem UbiDisplays, es sind keine weiteren Einstellungen notwendig. Alle Berechnungen der Touch-
Events werden vom Toolkit selber erhoben. Die Nutzung der Daten ist uneingeschrankt durch die
Moglichkeit, dass man C# als Programmiersprache verwendet. Das so erstellte interaktive projizierte
Display lasst sich entweder aus der Entwicklungsumgebung starten oder aber auch durch die erstellte
.exe.

3.3 Testanwendung

Um die Performance der Toolkits unter realen Bedingungen zu testen, wurde ein einfacher Fitts’ Law
Task in der Programmiersprache Java implementiert. Die Software besteht aus mehreren Komponen-
ten, die in den folgenden Abschnitten erlautert werden und in der Abbildung 3.3 grafisch dargestellt
sind.

Serverkomponente

Die Serverkomponente der Software ist zum Einen aus dem UDP-Server und zum Anderen aus dem
eigentlichen Fitts’ Law Task aufgebaut. Die Aufgabe des UDP-Servers besteht lediglich darin, die
gesendeten Koordinaten der Touch-Events entgegenzunehmen und diese dem Fitts’ Law Task zur
Verfigung zu stellen. Auch wenn es zuverlassigere Transportprotokolle gibt, wurde UDP genom-
men, da es eine sehr schnelle Ubertragung bietet und dadurch eine geringe Latenz im Netzwerk
erreicht wird. Die Latenzzeiten lagen stets unter 10ms wodurch eine Verfalschung der Daten auszu-
schlieBen ist. Die Art des Fitts’ Law Tasks ist eine Abwandlung des ,Schlag-den-Maulwurf® Spiels.
Dabei gilt es, die auftauchenden Kreise moglichst schnell wahrzunehmen und zu berithren. Die vom
UDP-Server empfangenen Koordinaten werden intern zu einem Klick-Event umgesetzt, wodurch
nur Standardfunktionen von Java genutzt werden und keine zusétzlichen Bibliotheken notwendig
sind. Die Generierung der auftauchenden Kreise wurde randomisiert implementiert. Dazu wird eine
vordefinierte Maximal- und Minimalgrosse der Kreise angelegt die nie unter- oder tiberschritten wird.
Ebenso wird der Mindestabstand zweier aufeinander folgenden Kreisen festgelegt. Des Weiteren
kann noch die Anzahl der Durchgange pro Spiel definiert werden. Hierbei bezieht sich die Anzahl
der Durchgénge auf die Anzahl der angeklickten Kreise bevor das Spiel beendet wird. In unsere
Testumgebung werden folgende Standardwerte verwendet:

» Maximalgrdsse Kreis: 180px Durchmesser

+ Minimalgrésse Kreis: 60px Durchmesser
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o Minimaler Abstand: 3x Durchmesser des Aktuellen Startkreises.
« Anzahl Durchgénge: 100

Zum Erzeugen der Daten fiir die Studie erstellt die Software fiir jeden Teilnehmer eine .csv Datei.
Die Abbilung 3.2 zeigt ein Ausschnitt aus einer Beispieldatei. Diese Datei enthélt Informationen iiber
alle im Fitts’ Law Task durchgefiihrten Interaktionen mit der Oberfldche. Die Auswertung der Daten
wurde dadurch dass die Teilnehmerzahl im niedrigen zweistelligen Bereich liegt nicht automatisiert.
Da auf eine Oberfliche fiir die Serverkomponente verzichtet wurde, wird das Spiel stets aus der
Entwicklungsumgebung Eclipse gestartet. Dabei wird die Taskoberflache, sofern moglich, auf dem
zweiten angeschlossenen Monitor angezeigt. Da sie undecorated gestaltet ist, kann sie nur tiber das
sich in der Leiste befindende Icon oder durch Terminieren des zugehorigen Prozesses beendet werden.
Wird ein Spiel vollstandig durchlaufen, endet es automatisch und die Spieloberfladche schlie3t sich
nachdem das Ende bestatigt wurde.
Game 1
Distance Time Width

434 2630 118

111 735 82

171 749 72

137 2028 138

327 723 146

75 1099 154

555 69 60

734 6603 66

454 1256 80

563 1547 96

359 1155 84

274 787 80
477 1130 130

Abbildung 3.2: Beispiel .csv eines Teilnehmers mit einem Spiel und 14 geklickten Kreisen.

UDP Client UbiDisplays

Fiir das UbiDisplays Toolkit wurde die Kommunikation mit der Serverkomponente mit node.js gelost.
Dazu greift eine HTML-Seite mit eingebettetem JavaScript-Code die Touch-Events ab und iibergibt
die Koordinaten an node.js. Die Serverkomponente von node.js sendet wiederum die erhaltenen
Koordinaten per UDP an den Gameserver. Dabei werden die Koordinaten weder verarbeitet noch
geglattet. Sie sind die direkte Ausgabe des Toolkits um die Verwésserung der Daten auszuschlieflen.

UDP Client C# Toolkit

Durch die Moglichkeit C# zu benutzen konnte fiir das C# Toolkit der UDP-Client direkt implementiert
werden. Dazu wurde eine Testanwendung BlankTouch angelegt, die ein Touch-Event mit seinen
Koordinaten an den spezifizierten Server sendet. Ebenso wie beim UDP-Client von UbiDisplays
werden auch hier die Koordinaten nicht verarbeitet oder gegléttet.
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3.3 Testanwendung

Abbildung 3.3: Diagramm der Anwendungsarchitektur.
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4 Nutzerstudie

Der wichtigste Bestandteil dieser Fachstudie ist die Analyse und der Vergleich der Toolkits mittels
einer Nutzerstudie. In diesem Kapitel werden der Aufbau und die Durchfithrung der Studie beschrieben
genauso wie die Auswertung der aufgenommenen Daten und der ausgefiillten Fragebogen. Um die
Performance der beiden Toolkits unter realen Bedingungen zu testen, wurde ein einfacher Fitts’ Law
Task implementiert. Damit werden verschiedene Messwerte wiahrend der Benutzung aufgezeichnet.

4.1 Design

Bei dieser Studie wurde das “Repeated Measures Design® angewandt. Man vergleicht hier das gleiche
Subjekt unter verschiedenen Konditionen. In diesem Fall ist das jeweils eingesetzte Toolkit und
das einmal mit ,Wischen® und einmal mit ,Klicken®. Durch dieses Design bendétigt die Studie eine
geringere Anzahl an Teilnehmern um reprasentativ zu sein. Daraus folgt, dass das Design sehr
effizient ist: Man kann viele Durchlaufe, dadurch dass man weniger Probanden ,einlernen® muss,
auch schneller durchfithren. Man konnte auflerdem durch Beobachten der Studenten erkennen, ob sie
gegen Ende der Studie durch das Lernen des Prinzips anders auf die letzten Durchldufe reagierten oder
ein Gefiihl dafiir bekamen, ob oder dass sich die zwei ,Wischen® (bzw. die zwei ,Klicken®) voneinander
unterschieden und welches besser war. Das eingesetzte Toolkit und die beiden Eingabemethoden sind
auch die unabhéngigen Variablen der Studie. Eine der abhéngigen Variablen sind zum einen die MT
von Fitts’ Law 2.8 zum anderen die "Total Completion Time"der Aufgaben.

4.2 Apparatur

Fir die Studie wurde ein Tisch als ,Leinwand® genommen. An diesem wurden senkrechte Profile
angebracht. Ganz oben wurde die Microsoft Kinect befestigt: Die Kinect strahlte somit auf den Tisch
herab und man konnte somit einen viereckigen ,aktiven” Bereich erkennen. Die Steuerung der Kinect
lief durch einen Laptop (i5-Prozessor, 8GB RAM). Bei den Durchldufen wurde zweimal das C# Toolkit
genommen, zweimal das UbiDisplay Toolkit. Jeweils unterschied man dann zwischen ,Wischen® und
,Klicken®. Beim ,Wischen® beriihrte man das Display durchgehend bis zum letzten Punkt, das heif3t
man verband die Punkte mit dem Finger ohne diesen zu Heben und ,wischte” von Punkt zu Punkt.
Beim ,Klicken® beriihrte man die Punkte nacheinander und hob dazwischen den Finger an. Den vier
Testdurchlaufen wurden Zahlen als Bezeichnung zugeordnet, somit entstand folgende Benennung:

1: C# Toolkit — Wischen
2: C# Toolkit — Klicken
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4 Nutzerstudie

3: UbiDisplay Toolkit — Wischen
4: UbiDisplay Toolkit — Klicken

4.3 Teilnehmer

Angefragt wurde durch Ansprechen von Studenten auf dem Campus, Einladungen per Email und
auch der Weiterleitung an Studenten durch Tutoren. Studenten die teilnehmen wollten, haben sich in
den Teilnahmeverwaltungsdienst Doodle eingetragen. Die sich schlieflich ergebenden 32 Teilnehmer
setzten sich aus 26 mannlichen und 6 weiblichen Probanden zusammen. Das Durchschnittsalter lag
bei 22,5 Jahren. Der jingste Teilnehmer war 19 Jahre alt, der ilteste Teilnehmer hingegen 30 Jahre
alt. Mit Ausnahme eines Studenten haben alle Probanden angegeben, bereits Erfahrung mit Touchs-
creens gesammelt zu haben. Bei der Rekrutierung der Probanden wurden Studenten verschiedener
Fachrichtungen eingeladen. Die eindeutige Mehrheit der Studenten studieren jedoch Informatik oder
Softwaretechnik. Lediglich 4 Teilnehmer gaben etwas anderes an: Einer studiert Musikmanagement,
einer Umweltschutztechnik und 2 studieren Elektrotechnik und Informationstechnik. Die meisten
Probanden verwendeten ihre rechte Hand fiir das Spiel.

4.4 Vorgehen

Damit die Messwerte so authentisch wie moglich blieben, wurde viel Wert darauf gelegt, duflere
Einflussfaktoren so gut wie moglich zu minimieren. Die Probanden wurden gebeten ihre subjektive
Meinung iiber die Nutzung des Systems in einem Fragebogen anzukreuzen. Die Probanden kamen
jeweils zur vereinbarten Uhrzeit zur Studie und bekamen eine grobe Information dariiber, um was fiir
ein Spiel es sich handelt. Sie erfuhren, dass sie Punkte nacheinander deaktivieren sollten und dass sie
vier Durchgénge machen wiirden und dass es noch einmal genauer erklart wird. Daraufhin lasen und
unterschrieben sie die Einverstandniserklarung siehe Anhang 6.

Die Studenten beantworteten dann generelle Fragen zu sich: Wie alt der Student war, welches
Geschlecht er hat, welcher Studiengang besucht wird und welche Hand verwendet wird um das Spiel
zu spielen. Es wurde aulerdem erfragt, ob der Proband bereits Erfahrungen mit Touchscreens hatte.
Anschlieflend bekamen die Studenten etwa 15 Sekunden Zeit, um ein Gefuhl fiir die vorbereitete
Anlage zu bekommen und zu wissen, was von ihnen verlangt wurde, wenn man ankindigt dass sie
,Wischen“ oder ,Klicken® sollten.

In welcher Reihenfolge die Teilnehmenden die Testdurchlaufe durchfithren wiirden, wurde durch eine
zufillige Permutation 4.1 festgelegt. Die Teilnehmer fithrten nacheinander jeweils eine der Zeilen
durch. Diese acht Reihenfolgen wurden bis zum Ende der Studie wiederholt durchgefiihrt. So konnte
sichergestellt werden, dass eventuelles Lernen des Prinzips die Ergebnisse der Durchléufe gegen Ende
nicht verfélschten.

Auf dem projizierten Display erschienen nacheinander 100 Punkte, die sie durch Berithren deaktivieren
sollten sodass der nichste Punkt erschien. Wichtig war zu beachten, dass der Winkel der Hand zur
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Oberflache nicht zu grofl aber auch nicht zu klein wurde, sodass die Position des Fingers optimal
tibertragen werden konnte.

Nach jeder Runde wurde eine weitere Frage des Fragebogens ausgefiillt. Hierbei wurde die Reaktions-
zeit erfragt: Welches Gefiihl hatte der Proband, wie da System auf ihn reagiert und seine ,Eingabe®
(also das Berithren der Punkte mit dem Finger) registriert und verarbeitet hat? Nach dem letzten
Durchlauf wurden noch folgende zwei generelle Fragen beantwortet: Wie zufrieden waren die Pro-
banden mit dem System? Wiirden sie ein interaktives Display einem konventionellen in Zukunft
vorziehen? Nach vollstaindigem Ausfiillen des Fragebogens wurden die Probanden entlassen.

1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1
1 2 3 4
2 4 1 3
3 1 4 2
4 3 2 1

Abbildung 4.1: Die bei der Nutzerstudie verwendete zufillige Permutationsreihenfolge.

4.5 Ergebnis

4.5.1 Objektive Ergebnisse

Zur Auswertung der Daten wurde von der Software fir jedes Event ein Datensatz erhoben. Alle
Datensétze eines Versuchs wurden zusammengefasst. Fiir die weitere Verwendungen und Berechnung
von Fitts’ Law wurden die Datensitze wie folgt aufbereitet: Dazu wurde zuerst die Standartabweichung
der Zeit iiber alle Datensétze ermittelt, und aus den Datensétzen jene bereinigt, die grof3er als die
dreifache Standartabweichung waren und auch jene, die kleiner als 100ms waren. Diese Werte haben
wir als Fehler der Software interpretiert und finden keine Anwendung bei der Ermittlung von Fitts’ Law.
Des Weiteren wurde der Index of Difficulty ermittelt und zusétzlich gespeichert. Fir die Berechnung
wurde MS Excel verwendet. Um die beiden Konstanten des Gerats zu ermitteln, wurde nun tiber die
Zeit und den Index of Difficulty eine lineare Regression durchgefiihrt. Die Ergebnisse wurden in
Diagrammen festgehalten, welche die Regressionsgleichung sowie Regressionsgerade beinhalten. Die
Gerade wir als Schwarze Linie dargestellt. Die Gleichung ist in allen Diagrammen oben links. Durch
die Berechnung der Konstanten von Fitts’ Law lassen sich die Verfahren und Toolkits vergleichen.
Hierbei sind Werte die ndher bei Null liegen besser. Fiir die Geschwindigkeit des Gerites gilt eine
geringere Steigung als schneller und somit besser. Die Ergebnisse sind in der Abbildung 4.2 dargestellt.
Sie sind direkt dem vergleichenden Toolkits gebeniibergestellt.
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Ci# klicken

UbiDIsplay klicken

Ci# wischen

UbiDisplay wischen

b

21,117%

60,54%

36,796x

22,515%

Abbildung 4.2: Ergebnisse der durchgefiihrten Studie.

4.5.2 Subjektive Ergebnisse

Auf die Frage, wie zufrieden die Probanden mit der Bedienung waren antworteten 13 dass sie unzufrie-
den waren, 7 fanden es neutral und 11 waren zufrieden. Nur ein Proband war sehr zufrieden. Hier ist
eine leichte Tendenz zur Unzufriedenheit feststellbar. Ob die Studenten das interaktive Touchscreen
Prinzip dem konventionellen vorziehen wiirden, beantwortete die Mehrheit mit einer negativen
Antwort. Komplett auf der Seite des konventionellen Touchscreen Prinzips waren 9 Probanden, 9
weitere tendierten auch eher dazu, 9 Studenten waren teils fir das Eine und teils fur das Andere und
lediglich vier tendierten zum interaktiven Touchscreen Prinzip. Nur ein Student wiirde das Interaktive

vorziehen.
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4.6 Auswertung

Zur Auswertung wurde die Erforschende Datenanalayse nach J. W. Tukey angewendet [Tuk77]. Die
Tabelle 4.2 stellt die ausgewerteten Ergebnisse der einzelnen Toolkits in der jeweiligen Disziplin
dar. Hierbei fillt auf dass, das C# Toolkit im direkten Vergleich "klicken"mit dem UbiDisplays in
der Variable a um Faktor 3 besser abschneidet. Auch ist eine deutliche diskrepanz in der Varablen b
festzustellen.

Die Unterschiede sind im Task wischen nicht mehr so ausgeprigt wie im Task klicken. Hier liegen C#
Toolkit und UbiDisplays Toolkit gleich auf. Die leichte Schwache in a gleicht das C# Toolkit in der
Variablen b wieder aus.

Betrachtet man weiterhin die Standartabweichungen der jeweiligen Toolkits ist eine deutliche Auspra-
gung in Richtung C# Toolkit zu erkennen. Somit arbeitet das C# Toolkit genauer als das UbiDisplays
Toolkit.

Im Gesamtvergleich liegt das C# Toolkit vor dem UbiDisplays Toolkit. Im Bezug auf die subjektiven
Eindriicke die in Abbilung 4.4 zu sehen sind, liegt im Bereich des klickens auch das C# Toolkit vorne.
Hierbei befand die Mehrheit der Nutzer das C# Toolkit als schnell. Nur wenige erachteten das C#
Toolkit als langsam. Beim UbiDisplays Toolkit hingegen zeigt sich das die Probanten zu gleichenteilen
das UbiDisplays Toolkit langsam, angemessen und schnell befanden.

Im Bereich des wischen liegt bei den Subjektiven Eindriicken das C# Toolkit auch mit der Mehrheit
bei schnell vor dem UbiDisplays Toolkit, welches eher als angemessen empfunden wurde.

Somit zeichnet sich das C# Toolkit in beiden Task als des besser ab. Wobei die Tendenzen beim klicken
wesentlich deutlischer sind als beim wischen.
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5 Fazit und Ausblick

Ziel dieser Fachstudie war es zwei Toolkits fiir interaktive projizierte Displays miteinander zu verglei-
chen indem bestimmte Performanzindikatoren ermittelt und ausgewertet wurden. Fiir die Erfassung
der Indikatoren wurde ein einfaches aus mehreren Komponenten bestehenden Fitts’ Law Task imple-
mentiert. Um eine reprisentative Erfassung und Auswertung zu erreichen wurde der Vergleich der
Toolkits mittels einer Nutzerstudie durchgefiihrt. Dabei mussten die 32 Probanden nach einer kurzen
Einfiihrung den Fitts’ Law Task vier Mal hintereinander absolvieren und anschlieend ein Fragebo-
gen tiber ihre subjektive Einschéitzung der Bedienung ausfiillen. Nach der Nutzerstudie wurden alle
Ergebnisse analysiert und nach dem Ausschlieflen aller Fehler und duf3eren Faktoren ausgewertet. Im
Allgemeinen ist zu sehen, dass das C# Toolkit-,Klicken“ deutlich genauer und schneller im Vergleich
zum UbiDisplays-,Klicken® reagiert. Beim ,Wischen® ist der Unterschied zwischen der beiden Toolkits
nicht so grof3, dennoch auch hier kann man sagen, dass das C# Toolkit tendenziell um 9% schneller als
das UbiDisplays Toolkit ist. Auch was die Standardabweichung und die Genauigkeit betrifft, schneidet
das C# Toolkit besser ab.

Bei der Evaluation der subjektiven Einschatzung war tendentiell eine Unzufriedenheit der Teilnehmer
bei der Bedienung festzustellen. Die Mehrheit der Teilnehmer wiirde das interaktive Touchscreen
Prinzip in dieser Phase noch nicht dem Konventionellen vorziehen.

Ausblick

In Anbetracht der steigenden Nachfrage von immer gréfleren Touchdisplays werden sich auch
interaktive projizierte Displays weiterentwickeln. Einige Projekte zielen bereits auf den kommerziellen
Markt ab, wie beispielsweise das Ubi Interactive [Int14]. Weiterhin sind stets bessere Tiefenkameras
verfiigbar, welche die Genauigkeit und Geschwindigkeit immer weiter anheben. Da diese immerzu
kostengiinstiger werden, sinken die Anschaffungskosten. So ist seit Mitte 2014 die Weiterentwicklung
der MS Kinect verfiigbar: Die Kinect One. In naher Zukunft werden interaktive projizierte Displays
Einzug in Konferenzraume haben und téglich bei Meetings eingesetzt werden kénnen. Da es sich
bisher noch nicht abzeichnet dass der Aufbau des Systems flexibler wird, sollten diese Systeme jedoch
in solchen Raumen effektiv eingebaut werden, sodass sie optimal genutzt werden konnen.
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6 Begriffslexikon

Ubiquitous Displays

Mit Ubiquitous Displays werden interaktive Bildschirme beschrieben die klassische Formen der
Interaktion durch physische Komponenten erweitern oder sogar ersetzen.

Open-Source-Toolkit

Open-Source kann man mit quelloffen iibersetzen. Diese Bezeichnung wird in der Regel fiir freie
Software verwendet. Open-Source-Toolkit bedeutet dass der Quellcode dieser Software fiir die Wei-
terentwicklung von Dritten offen steht.

UbiDisplays

Toolkit fir Bereitstellen von interaktiven Inhalten fiir interaktive projizierbare Displays unter Ver-
wendung eines Projektors und einer Microsoft Kinect.

Microsoft Kinect

Tiefenkamera der Firma Microsoft unter Verwendung der PrimeSense-Technologie. Wurde zu-
erst fiir die Steuerung der Videospielkonsole Xbox 360 entwickelt, spiter auch fir die Windows-
Betriebssysteme.

Toolkit

Ist eine Sammlung von Tools und Schnittstellen um Entwicklern das Erstellen von Anwendungen zu
erleichtern indem Standardfunktionen zur Verfiigung gestellt werden.
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Touchevent

Ein Ereignis das durch das Beriihren einer Flache mit dem Finger oder mit der Handflache ausgeldst
wird.

Tangible Interaction

Unter ,Tangible Interaction® versteht man die Greifbarkeit und physische Manifestation einer Benut-
zerschnittstelle und die Betonung der physischen Interaktion. Der Tastsinn spielt beim Greifen oder
Berithren von Objekten eine wichtige Rolle.

Framework

Ein Framework kann wie ein Programmgeriist verstanden werden. Es stellt fiir den Programmierer
einen Rahmen zur Verfiigung um ihn bei der Entwicklung von Anwendungen zu unterstiitzen.

Standalone-Software

Eine Anwendung die iiberall eingesetzt werden kann und unabhingig von externen Programmbiblio-
theken funktioniert.

DNP-Holoscreen

Innovativer transparenter Bildschirm der Firma DNP, der iiber einen aktiven Hochkontrastfilter
verfligt und die Moglichkeit bietet einfallendes Licht zu absorbieren und gleichzeitig das projektierte
Bild zu reflektieren.
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Consent Form

DESCRIPTION: You are invited to participate in a research study on interaction with a
projected display.

TIME INVOLVEMENT: Your participation will take approximately 30 minutes.

DATA COLLECTION: For this study you will be asked to play a game on the projected
surface. Data about your interaction with the system will be logged on the computer. Also,
you will need to fill in questionnaires.

RISKS AND BENEFITS: No risk associated with this study. The collected data is securely
stored. We do guarantee no data misuse and privacy is completely preserved. Your decision
whether or not to participate in this study will not affect your grade in school.

PROCEDURE:

Introduction to the study

System explanation and test rules description
(Perform a test run to accommodate to the surface)
Perform the first of four runs

Fill in the evaluation form till question 3

Perform the second run

Repeat until fourth run is completed

After filling in the evaluation right the study ends.

© NG~ wWNPE

PAYMENTS: You will receive Hanuta hazelnut candy ©!

PARTICIPANT’S RIGHTS: If you have read this form and have decided to participate in
this project, please understand your participation is voluntary and you have the right to
withdraw your consent or discontinue participation at any time without penalty or
loss of benefits to which you are otherwise entitled. The alternative is not to
participate. You have the right to refuse to answer particular questions. The results of
this research study may be presented at scientific or professional meetings or published in
scientific journals. Your identity is not disclosed unless we directly inform and ask for your
permission.

CONTACT INFORMATION: If you have any questions, concerns or complaints about this
research, its procedures, risks and benefits, contact following persons:

Markus Funk (markus.funk@vis.uni-stuttgart.de)

Oliver Korn (Oliver.Korn@vis.uni-stuttgart.de).

By signing this document | confirm that | agree to the terms and conditions.

Name: Signature, Date:
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