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Zusammenfassung

Viele aktuelle Publish/Subscribe-Systeme verwenden Overlaynetze um ihre Funktion zu
erfiillen. Hierbei d@ndert sich die Belastung der Systeme im Betrieb. In dieser Arbeit werden
Verfahren entwickelt, die die Topologie strukturierter Overlaynetze transformieren, um die
Leistungsfahigkeit der tiberliegenden Services zu verbessern. Hierzu wird eine dies ermogli-
chende Systemarchitektur vorgestellt, in die alle benotigten Module eingebettet werden. Diese
Umfassen eine Indirektionsmechanismus, eine Adresstransformation sowie die tatsachliche
Transformation. Konkret wird das Konzept am Beispiel der Transformation zwischen Chord-
und CAN-Netzwerken erarbeitet. Fiir die Adresstranformation werden hierfiir verschiede-
ne raumfiillende Kurven, auf ihre Eignung zur Abbildung zwischen den verschiedenen
Id-Rdumen untersucht. Im Kernteil der Arbeit wird eine Transformation mit Hilfe eines Hy-
bridnetzes erarbeitet, die die Transformation ohne Unterbrechung der Arbeitsfahigkeit und
nur geringer Erhohung des Arbeitsaufwands leisten kann. Um die Leistungsfahigkeit dieses
Ansatzes nachzuweisen wird dieser einer nebenldufigen Neukonstruktion gegeniibergestellt.
Abschliefiend wird die grundséatzliche Umsetzbarkeit der erarbeiteten und vorgestellten
Verfahren in einer experimentellen Evaluation nachgewiesen.
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Kapitel 1

Einleitung

Im heutigen Internet haben viele Funktionalitdten wie Multicast oder Quality of Service (QoS)
keine ausreichende Verbreitung erreicht, um effektiv von Applikationen genutzt zu werden.
Es besteht jedoch die Moglichkeit, entsprechende Services auf der Applikationsschicht zu
implementieren. Um diese Services betreiben zu konnen, sind keine Investitionen in die Infra-
struktur notwendig, da die im heutigen Internet durchgehend angebotenen verlustbehafteten,
paketorientierten Kommunikationskandle hierfiir ausreichend sind. Zudem konnen diese
Services ohne Modifikationen an der verbindenden Netzwerkstruktur zugéanglich gemacht
werden, da die fiir die Services benotigten Protokolle nur in der Applikationsdoméne auf
den teilnehmenden Endsystemen implementiert werden miissen. Somit kénnen viele ver-
schiedenartige Systeme ausgebracht, erprobt und als Produktivsysteme verwendet werden,
ohne vorher langwierige Standardisierungsprozesse durchlaufen zu miissen. Die hierbei ent-
stehenden Overlaynetze (ON) sind nicht auf das Client/Server-Paradigma begrenzt, sondern
beruhen oft auf dem P2P-Paradigma oder hybriden Formen der beiden Paradigmen. Diese
Overlaynetze konnen zudem durch spezielle Protokolle in ihrer Formgebung beeinflusst
werden und so strukturierte Overlaynetze (SON) bilden.

Die hierbei gebildete Netzwerktopologie ist ausschlaggebend fiir ihre Eigenschaften in Hin-
blick auf Weiterleitung, Lastmanagement und Fairness. Je nach Verwendungszweck des
Netzwerkes werden spezifische Vorziige der vorliegenden Topologie ausgenutzt. Die hierbei
ausschlaggebenden Vorziige konnen beispielsweise der lokale Zustand, der zu erwartende
Netzwerkdurchmesser oder das Clustering sein. Andert sich wihrend der Nutzung eines
Netzwerkes die Art der Nutzung, ist es von Vorteil, die Topologie des Netzwerkes anzupas-
sen, um so andere Eigenschaften der Topologie hervor zu bringen oder zuvor bestehende
Eigenschaften zum Tragen zu bringen. Ausléser fiir die Anderung der Nutzungsart sind
beispielsweise das Hinzufiigen oder Entfernen von Inhalten, Verschiebungen in deren Po-
pularitit, Anderungen in der Menge der beteiligten Knoten, Mobilitit von Knoten oder
Anderungen in den tiberlagerten Services oder Applikationen.

Publish/Subscribe-Systeme dienen dazu, Nachrichten von N Sendern an M Empfinger
ohne zeitliche Kopplung weiterzuleiten. Einige dieser Systeme setzen wiederum auf struk-
turierten Overlaynetzwerken auf. Hierbei wirkt sich die Netzwerkstruktur stark auf die
Effizienz tiberlagerter Publish/Subscribe-Systeme aus. Die entgegengesetzte Einflussnahme



1 Einleitung

des Publish/Subscribe-Systems auf das Overlaynetz gestaltet sich hierbei jedoch schwierig,
da diese durch das verwendete Protokoll vorgegeben ist. Hierzu muss folglich die Variabilitat
der Overlaynetze erhoht werden, in dem entweder dynamisch rekonfigurierbare Protokolle
zum Aufbau verwendet werden oder das verwendete Protokoll selbst miisste austauschbar
sein.

In Verlauf dieser Arbeit werden Losungsansitze fiir eine Topologietransformation von
Overlaynetzen erarbeitet und evaluiert, die auf dem Austausch der unterliegenden Protokolle
beruhen. Konkret wird hierbei gezeigt, wie unterschiedliche Overlaystrukturen im Betrieb
ineinander {iiberfiihrt werden konnen, um die Effizienz aufgesetzter Services, wie etwa
Publish/Subscribe-Systemen, zu erhchen.

Neben einer Architektur fiir diesen Zweck und verschiedenen naiven Ansitzen, mit denen
eine solche Transformation durchgefiihrt werden kann, wird die Nutzung eines hybriden
Netzes zur Transformation erldutert, den primitiven Ansédtzen gegeniibergestellt und be-
wertet. Jedoch soll hierbei nicht nur eine rekonfigurierbare Topologie entstehen, sondern
vielmehr ein vollstindiges Umschalten auf ein anderes Overlayprotokoll ermoglicht werden.
Besondere Riicksicht wird hierbei auf die Erhaltung der natiirlichen Lokalitat der Knoten
genommen, indem eine geeignete Adresstransformation verwendet wird. Dies vermindert
zum Einen den Anderungsbedarf der verwalteten Daten und zum Anderen die Zahl der
aufrechtzuerhaltenden Verbindungen zu Nachbarknoten. Weiterhin wird aufgezeigt, welche
Gegebenheiten hierbei fiir die Erleichterung und Beschleunigung der Transformation genutzt
werden koénnen.

Als Ausgangspunkte der Transformationen dienen die urspriinglichen Vorschldge fiir SONs,
auf denen der Grofsteil der heute verwendeten strukturierten Overlaynetze basiert. Die-
se sind Pastry [RDo1], Tapestry [ZKJo1], Chord [SMK*o01] und das Content-Addressable
Network (CAN) [RFH " o01]. Wihrend Pastry, Tapestry und Chord im Wesentlichen auf ei-
ner Ringstruktur basieren, ist CAN auf einem d-dimensionalen Raum aufgebaut. Dieser
strukturelle Unterschied zwischen Ring und Raum bietet die komplexesten Unterschiede
in Hinsicht auf die Organisation des Id-Raums und somit der daraus folgenden Nachbar-
schaftsbeziehungen im Overlaynetz. Hiermit bietet die Transformation zwischen den, durch
diese beiden Protokolle gebildeten Topologien, die grofite Komplexitdt und somit ebenfalls
das grofite Optimierungspotential. Zusétzlich bieten diese Topologien das grofite Potential
fiir einen {iberlagerten Service, die resultierenden Anderungen in der Netzwerktopologie,
zur Verbesserung der Serviceperformance.

Weitere Optimierungsmoglichkeiten ergeben sich durch die Partitionierung des Schliissel-
raums der SONs in verschiedenartige Bereiche mit jeweils eigenem Routing. So kann die
Lokalitdt und das Clustering in den einzelnen Bereichen gezielter als bisher gesteuert werden.
Um hierbei eine jederzeit eindeutige Zustiandigkeit zu gewéhrleisten, wird eine statische,
bidirektionale Abbildung zwischen den verschiedenen Schliisselraumen genutzt.

Im Kernteil dieser Arbeit wird eine Systemarchitektur vorgeschlagen, die einen variableren
Umgang mit der aufgebauten Topologie erlaubt. In diese Architektur werden Schrittwei-
se die, fiir die geplante Transformation benotigten, Elemente integriert. Die entwickelten



Elemente sind vorrangig eine Adresstransformation mit Hilfe von verschiedenen raumfiil-
lenden Kurven und einige Transformationsmethoden. Hierbei werden zunéichst einige naive
Transformationsmethoden betrachtet. Diese umfassen ein direktes iiberfithren der Knoten
in ein anderes Protokoll und die Zerlegung des Netzes und Losung der Transformation
und Nachbarsuche in kleinen, spater wiederzuvereinenden Teilnetzen. AufSerdem aus den
weiter vertieften Ansdtzen, der sequenziellen Neukonstruktion des Zielnetzes, nebenldu-
fig zum Ausgangsnetz und dem hier unterstiitzten Ansatz, die Knoten zunéchst in eine
hybride Zwischenstruktur zu tiberfiihren, in dieser alle Informationen fiir das Zielnetz
zusammenzustellen und zu diesem iiberzugehen.

Zum Abschluss der Arbeit werden die erarbeiteten und vorgeschlagenen Verfahren und
Algorithmen experimentell validiert und bewertet.

Aufbau der Arbeit

In Kapitel 2 werden einige thematische Grundlagen gelegt, sowie ein Zusammenhang zu
bereits bestehenden Arbeiten hergestellt und zusitzlich in Kapitel 3 weiter abgegrenzt.
In Kapitel 4 werden Grundlagen fiir die Transformation gelegt. Im Anschluss beschreibt
Kapitel 5 das prinzipielle Vorgehen bei der Transformation von verschiedenen Overlays.
Hierbei werden auch konkrete Kriterien und Vorgehensweisen fiir die Transformation erortert.
Kapitel 6 beschreibt die Evaluationsmethoden und -ergebnisse der erarbeiteten Verfahren.
Kapitel 7 beinhaltet eine allgemeine Bewertung der praktischen Eignung der erarbeiteten
Verfahren sowie einen Ausblick auf eine mogliche Weiterfiihrung dieser Arbeit.






Kapitel 2

Grundlagen und Stand der Technik

In diesem Abschnitt werden die grundlegenden Begrifflichkeiten und Systeme, die im
Zusammenhang mit dieser Arbeit stehen, erldutert.

2.1 Overlaynetze

Overlaynetze sind virtuelle Netzwerke, die oberhalb der Netzwerkschicht definiert sind.
Hierbei sind die Netzwerkknoten nur durch das von der Netzwerkschicht bereitgestellte
Netzwerk verbunden. Auf der Schicht des Overlaynetzwerks werden eigenstandige Nach-
barschaftsbeziehungen definiert, die das Overlaynetz bilden. Somit wird das Netzwerk
der Netzwerkschicht zum Underlaynetzwerk. Bei der Traversierung der Verbindungen im
Overlaynetz werden hierdurch im Normalfall mehrere Verbindungen auf der Netzwerk-
schicht traversiert. Ein einfaches Overlaynetz und das zugehorige Underlaynetzwerk sind in
Abbildung 2.1 dargestellt. Die verschiedenen Overlaynetze sind hierbei durch die Art ihres
Aufbaus und ihre daraus resultierende Struktur definiert.

Overlay

Underlay

Abbildung 2.1: Overlaynetz mit zugehorigem Underlaynetzwerk

2.1.1 Overlaystruktur

Es gibt verschiedene Moglichkeiten, funktionsfahige Overlaystrukturen zu erzeugen. Hierbei
werden unstrukturierte (ON) und strukturierte (SON) Overlaynetze unterschieden. Der
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entscheidende Unterschied besteht in der Regulierung des Aufbaus des Overlaynetzes.
Hieraus lassen sich verschiedene Topologien mit spezifischen Eigenschaften erzeugen. Die
wichtigsten der erzeugten Eigenschaften sind der Netzwerkdurchmesser, die Verteilung des
Knotengrades im Netzwerk und die Identifier-Zuordnung der Knoten.

In unstrukturierten ONs werden die Verbindungen zufillig durch den Aufbau des Netz-
werkes bestimmt. Soweit keine weiteren Mafinahmen zur Strukturierung des Netzwerks
ergriffen werden, entsteht hierdurch eine Potenzverteilung' des Knotengrades der Knoten
[BAgg]. Diese zeichnet sich durch viele Knoten mit niedrigem Grad und wenige Knoten mit
hohem Grad aus. Der Grad eines Knotens ist durch die von ihm gehaltenen Verbindungen
zu anderen Knoten bestimmt. Durch den zufilligen Aufbau der ONs entsteht zwar typi-
scherweise ein relativ geringer Netzwerkdurchmesser, dieser kann jedoch nachweislich nicht
garantiert werden. Weiterhin kann in ONs keine Zustandigkeit der Knoten fiir bestimmte
Schliissel festgelegt werden, da ein einzelner Knoten seine Position im Overlaynetz nicht
ohne weiteres exakt bestimmen kann. Somit konnen auch keine verldsslichen Aussagen tiber
den Suchaufwand beziehungsweise den Sucherfolg getroffen werden. Abbildung 2.2 zeigt
ein solches unstrukturiertes Netzwerk.

Im Gegensatz hierzu sind der Knotengrad und die Position im Overlaynetz der einzelnen
Knoten in SONs generell festgelegt. Dies gelingt, indem streng kontrolliert wird, zu welchen
anderen Knoten im Netz Verbindungen auf- oder abgebaut werden. Hierdurch werden gezielt
Overlaynetze geschaffen, die einen niedrigen Netzwerkdurchmesser und ein hohes Clustering
aufweisen. Hierdurch kann, unter Verwendung dies ausnutzender Routingmechanismen,
die Terminierung von Nachrichtenzustellungen, wie beispielsweise Suchanfragen, garantiert
werden kann.

Auf den so entstehenden Overlaynetzen konnen wiederum verschiedene Services aufgesetzt
werden. Abschnitt 2.3 beschreibt einige dieser Anwendungen. Diese sind beispielsweise
Distributed-Hash-Tables, mit deren Hilfe grofie Informationsmengen gespeichert werden
konnen, oder Publish/Subscribe-Systeme, die der effizienten Informationsweiterleitung
dienen. Abbildung 2.3 zeigt exemplarisch ein solches strukturiertes Netzwerk. Konkrete
Implementierungen hiervon sind beispielsweise Chord (siehe Abschnitt 2.2.1) und CAN
(siehe Abschnitt 2.2.2).

Die besonderen Eigenschaften von Overlaynetzen sind im Folgenden nédher beschrieben.

2.1.2 Lastbalancierung

Da in P2P-Systemen jeder Teilnehmer an der Aufrechterhaltung der Funktion des Netzwerkes
beteiligt ist, ist es wichtig, diesen Aufwand auf die einzelnen Teilnehmer zu verteilen.
Hierbei existieren im Allgemeinen zwei Ansédtze dies zu tun. Zum einen kann der Aufwand
gleichméfiig auf alle Knoten des Netzwerkes aufgeteilt werden. Durch die gleichmaéfsige
Verteilung der Aufgaben und Inhalte wird ein Netzwerk toleranter gegen Ausfille einzelner
Teilnehmer. Dies gilt ebenso fiir gezielte Angriffe auf das Netzwerk, da kein Knoten eine

1Power-law-distribution
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v

Abbildung 2.2: Unstrukturiertes Overlay- Abbildung 2.3: Strukturiertes Overlaynetz
netz (ON) (SON)

besonders wichtige Rolle fiir das Netzwerk iibernimmt, kann dem Netzwerk durch das
Ausschalten einzelner Knoten kein ernsthafter Schaden entstehen.

Zum anderen kann der Aufwand fair, entsprechend den Ressourcen, die den jeweiligen Kno-
ten zur Verfligung stehen, verteilt werden. Hierdurch wird dafiir gesorgt, dass Knoten, die
beispielsweise {iber eine bessere Anbindung verfiigen, mehr Transferaufwand tragen. Dieses
Konzept lasst sich ebenso auf andere Ressourcen, wie etwa die verfiigbare Rechenleistung
oder den verfiigbaren Speicherplatz, iibertragen. In einigen Systemen kommen hierbei auch
geografische Aspekte zum Einsatz.

Der Begriff der Netzwerklast kann in Hinsicht auf verschiedene Gesichtspunkte betrachtet
werden, wie die folgenden Abschnitte zeigen.

Knotengrad

In strukturierten Overlaynetzwerken ist der Knotengrad im Allgemeinen direkt durch das
verwendete Protokoll vorgegeben. Abweichungen hiervon treten nur in geringem Umfang
in SONs auf und sind im Allgemeinen durch unregelméfiige Id-Verteilungen verursacht.
Hierbei unterhélt ein Knoten tiblicherweise mehr Verbindungen zu seiner direkten oder
nahen Nachbarschaft im Id-Raum. Auf diesem Verhalten begriindet sich die Funktions-
weise der in den Overlays tiblicherweise verwendeten Routingmechanismen. Dies steht
im Gegensatz zu unstrukturierten Overlaynetzen, in denen sich durch das Wachsen des
Netzes typischerweise Knoten mit sehr vielen Nachbarn, also sehr vielen Verbindungen im
Overlaynetz, herausbilden.
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Verteilung der Inhalte

Jeder sich, am Overlaynetz beteiligte Knoten sollte fiir &hnlich viele Inhalte verantwortlich
sein, um die eingesetzten Ressourcen gleichméfsiig zu verteilen. Um dies zu gewdhrleisten,
wird eine Gleichverteilung der Inhalte iiber den gesamten verwendeten Schliisselraum
angenommen. Somit kann eine Gleichverteilung der Inhalte erreicht werden, in dem jeder
Teilnehmer fiir einen dhnlich groflen Teil des Schliisselraums verantwortlich ist. Als Folge
hiervon verbessert sich die Robustheit des Systems, indem durch den Ausfall einzelner
Knoten nicht tiberméflig viele Inhalte verloren gehen. Auch im oben beschrieben Sinne
faire Systeme konnen durch die Grofie des verwalteten Schliisselraums beeinflusst werden.
So konnen besser ausgestatteten Knoten groflere Anteile des Schliisselraums unterstellt
werden.

Belastung durch Suche

Die Belastung durch Suchoperationen (Lookups), Nachrichtenweiterleitung und Routingauf-
gaben sollte ebenfalls auf die teilnehmenden Knoten verteilt werden. Zusitzlich sollten an
den einzelnen Operationen moglichst wenig verschiedene Knoten beteiligt sein. Hierdurch
wird ebenfalls aktiv Uberlastungen einzelner Knoten vorgebeugt, da nicht das gesamte
Netz von Suchanfragen betroffen ist. In unstrukturierten Overlaynetzen ist dies oft der am
wenigsten beeinflussbare Gesichtspunkt, wenn garantiert werden soll, dass alle im Netz
enthaltenen Ergebnisse gefunden werden.

2.2 P2P-Systeme

Peer-to-Peer-Systeme (P2P-Systeme) basieren auf der direkten Kommunikation der Teilneh-
mer untereinander. Dies steht im Gegensatz zur Kommunikation in Client/Server-Systemen,
in denen nur zwischen Client und Server kommuniziert wird. Das P2P-Paradigma ermog-
licht es somit, Ressourcen der teilnehmenden Endsysteme zu nutzen. Das Ziel hierbei ist
es, den Aufwand und somit die Kosten zum Betrieb des Systems automatisch auf die
einzelnen Teilnehmer zu verteilen. Die Fairness und Selbstorganisation stellen neben der
Aufrechterhaltung der Funktionsfdhigkeit und Konnektivitiat des Netzwerkes die zentra-
len Attribute der verschiedenen P2P-Systeme dar. Dies wird unter anderem auch durch
Konzepte wie das Grid-Computing erreicht, P2P-Systeme sind im Gegensatz hierzu jedoch
auf wesentlich hohere Ausfallraten ausgelegt. Sie sind also von Grund auf fehlertolerant
aufgebaut. Hierdurch konnen, in Hinsicht auf Anbindung, Uptime und andere Ressourcen,
auch unzuverldssige Peers als Teilnehmer genutzt werden. Hierzu werden in den einzelnen
P2P-Systemen Redundanzen vorgesehen bzw. durch Replikation hinzugefiigt.

P2P-Systeme bilden selbststdndig fehlertollerante und vielen Fillen sich selbst entwickelnde
Overlaynetzwerke. Hierbei sind von vorn herein alle Teilnehmer gleichgestellt (Peers). Dies
wird nur in einigen hierarchischen P2P-Systemen aufgebrochen, in denen stirkere und
zuverldssige Peers mehr Verantwortung fiir das Netz {ibernehmen.
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Heutige P2P-Systeme bieten je nach ihrem Einsatzzweck eine Vielfalt von Eigenschaften, wie
etwa effiziente Suche nach Inhalten, Rangequeries, Persistenz der gespeicherten Daten, Na-
mensauflosung, Authentifizierung und Anonymitat. Sie konnen fiir die Umsetzung verschie-
denster Konzepte, wie etwa Nachrichtenaustausch (Message Passing), Remote Procedure
Call (RPC), Nachrichten Warteschlangen (Message Queuing), DHT und Publish/Subscribe,
eingesetzt werden.

P2P-Systeme konnen aus nur wenigen Teilnehmern oder aus mehreren tausend Knoten
mit Teilnehmern in der ganzen Welt bestehen, sind also besonders skalierbar. Sie werden
dazu genutzt, Netzwerkservices auf der Anwendungsschicht zu realisieren. Jedoch bringt
dies einen erhohten Kommunikationsaufwand gegentiber der Realisierung auf der Vermitt-
lungsschicht mit sich. Mit der ansteigenden Zahl solcher Systeme, die simultan betrieben
werden, steigt auch der notige Kommunikationsaufwand, um die Funktion der Overlay-
netze aufrecht zu erhalten. Dies ist vor allem der Fall, wenn mehrere Overlaynetze vom
gleichen Endsystem genutzt werden sollen. Es kann also von Vorteil sein, diese recht kleinen
Netzwerke und somit auch die enthaltenen/verwalteten Informationen miteinander zu
verschmelzen. Eine Moglichkeit hierfiir wire es, auf dem Endsystem Informationen tiber
potentielle Nachbarknoten und Verbindungen in lokalen Repositories zu verbinden und in
mehreren Overlaynetzwerken simultan zu nutzen. Dieser Ansatz wird von Waldhost et al. in
[WBH08] verfolgt.

Neben den Bemiihungen, die verwalteten Informationen und somit den lokalen Zustand
zu minimieren, wird versucht, die verwendeten Overlaynetze in sich wandlungsfahiger zu
gestalten. Im Allgemeinen unterscheiden sich die Overlaynetze in der Topologie, die durch
das verwendete Protokoll gebildet und aufrecht erhalten wird.

Der Begriff des P2P-Systems beinhaltet keine Aussage, ob es iiber eine definierte Struktur
verfiigt oder nicht. Jedoch lassen sich, wie in Abschnitt 2.1.1 bereits erwédhnt, belastbare
Aussagen {iiber die Netzqualitaten oft nur in strukturierten P2P-Systemen treffen.

Im Folgenden werden die fiir diese Arbeit relevanten P2P-Systeme Chord und CAN detaillier-
ter vorgestellt. Dies sind zwei der urspriinglich vier Vorschlédge fiir strukturierte P2P-Systeme,
die um das Jahr 2001 entwickelt wurden. Diese sind Pastry [RDo1], Tapestry [ZKJo1], Chord
[SMK™"01] und das Content-Addressable Network (CAN) [RFH01]. Im Anschluss wird die
Allgemeine von solchen Systemen bereitgestellte Schnittstelle erklart.

2.2.1 Chord

Chord [SMK™o1] ist ein ringbasiertes strukturiertes P2P-System, dass 2001 von Stoica et al.
vorgestellt wurde. Hiermit ist Chord eines der ersten strukturierten P2P-Systeme, dass den
Aufbau effizienter Overlaynetze ermoglicht. Es stehen Implementierungen in verschiedenen
Sprachen und mit verschiedensten Erweiterungen zur Verfiigung. Hierdurch hat Chord
einen sehr hohen Bekanntheitsgrad und somit eine weite Verbreitung gefunden.
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Die Position auf dem Ring wird durch einen fiir jeden Knoten einmaligen Identifikator (auf
dem Intervall [0, K[) bestimmt. Hierbei unterhilt jeder Knoten Verbindungen zu seinen di-
rekten Nachfolgern auf dem Ring. Der direkte Nachfolger wird zwingend benétigt und stellt
die minimale Randbedingung zum Routing im Netz dar. Die weiteren Nachfolger dienen
zur Absicherung gegen Knotenausfille der direkten Nachfolger, also zur Stabilisierung des
Rings nach Knotenausféllen. Eine zusitzliche Verbindung wird zum Vorgénger auf dem Ring
gehalten. Um die Suchpfade zu verkiirzen, unterhilt jeder Knoten zusitzlich Verbindungen
(Shortcuts) zu logN weiteren Knoten in quadratisch steigender Entfernung im Identifierraum.
Hierbei ist jeder Knoten fiir seinen eigenen sowie alle bis zu seinem Nachfolger folgenden
Identifier zustandig.

Wihrend die Existenz und die Korrektheit der direkten Nachfolger streng kontrolliert werden
muss, um ein korrektes Routing zu gewédhrleisten, muss die Korrektheit der Shortcuts nicht
sonderlich kontrolliert werden, da diese nur zur sicheren Verkiirzung des Routingpfades
verwendet werden, das Netz aber auch ohne sie Routingféhig bleibt. Somit fiithren Fehler in
der Distanz der Shortcuts nicht zu Routingfehlern, solange das Uberspringen des gesuchten
Identifiers verhindert wird.

Ublich sind Identifierlingen von N = 128 Bit. Hieraus resultieren 2N also 2128 Identifier und
somit maximal ebenso viele Teilnehmer.>

Abbildung 2.4 zeigt die Ringstruktur (links) sowie einen einfachen Lookup (rechts) auf dem
Chord-Ring.

Zustandigkeitsbereich i
des Knotens i Ziel ID

Abbildung 2.4: Struktur eines Chord-Netzwerks

Routing

Nachrichten werden von jedem Knoten an den dem Ziel am néchsten liegenden Knoten
weitergeleitet, ohne hierbei {iber den gesuchten Identifier hinaus zu springen. Setzt man nun

2ca. 340 Sextillionen oder 340 * 103¢
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voraus, dass jeder Knoten nur seinen direkten Nachfolger kennt, wiirde sich eine mittlere
Distanz von N/2 fiir das Routing auf dem Ring ergeben. Zudem stellt das Routing auf
der Oberfldche des Rings die grundlegende Funktionalitdt des Routings sicher. Durch die
Nutzung der bereits erwdhnten Shortcuts ldsst sich die Routingdistanz im Mittel auf logN
verkiirzen.

Stabilisierung

Jeder Knoten fiihrt zyklisch einen Stabilisierungsalgorithmus aus, der in Abbildung ??
dargestellt ist. Dieser gewdhrleistet die Integritdt des Rings, indem {iiberpriift wird, ob
sich zwischen dem jeweiligen Knoten und seinem Nachfolger ein neuer Knoten befindet.
Ist dies der Fall, wird dieser in den Ring integriert in dem der neue Knoten in beiden
Protokollinstanzen als successor beziehungsweise predecessor abgelegt wird.

2.2.2 Content Addressable Network (CAN)

Das Content Addressable Network (CAN) [RFH"01] wurde von Ratnasamy et al. im Jahr
2001 vorgestellt. Hiermit wurde es etwa zeitgleich mit Chord vorgestellt und wird seit dem
erweitert und weiterentwickelt.

CANSs fassen den Id-Bereich als d-dimensionalen kartesischen Koordinatenraum auf. In
diesem Bereich unterhalten die Teilnehmer im Optimalfall 2 x D Verbindungen zu Nachbar-
knoten. Jeweils eine Verbindung in jeder Richtung in jeder Dimension. Dennoch handelt es
sich um ein strukturiertes P2P-System mit niedrigem und nahezu konstantem Knotengrad.
Nicht alle Knoten verfiigen iiber diesen konstanten Knotengrad, da die Zahl der Nachbarn
einiger Bereiche durch unterschiedliche Partitionierung der Bereiche nicht konstant ist, also
eine ungleichmafsige Verteilung der Teilnehmer im Id-Bereich.

Abbildung 2.5 zeigt beispielhaft die Struktur eines CAN-Netzwerkes in zwei Dimensio-
nen, das mit acht Protokollinstanzen besetzt ist, sowie die Teilung des Id-Bereiches eines
Teilnehmers, wie sie beim Hinzufiigen von Knoten auftritt. Hierbei wird der Id-Bereich
bei jeder Teilung in einer weiteren Dimension aufgeteilt. Das Optimum stellen hierbei ein
quadratischer (D = 2), kubischer (D = 3) usw. Id-Bereich dar. Ist dies nicht der Fall, steigt
die Zahl der Nachbarn entsprechend der Zahl der aneinander grenzenden Id-Bereiche an.

Um einen neuen Knoten dem Netzwerk hinzuzufiigen, tritt ein Knoten des Netzwerkes
die Halfte seines Zustdndigkeitsbereichs und seiner Daten an den neuen Knoten ab. Die
Nachbarschaft, also die Informationen iiber die Nachbarn des Knotens, kann ebenfalls tiber-
nommen werden. Im Anschluss hieran miissen die Nachbarn iiber den neuen Knoten und
somit die neuen Zustdndigkeiten benachrichtigt werden, um die Konsistenz des Netzwerkes
zu erhalten.

Durch die so gebildete Teilung des Id-Raums in d-dimensionale Bereiche eignet sich CAN
besonders fiir Bereichsabfragen iiber mehrere Dimensionen. Hierdurch werden im Vergleich
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VID 0

- VID 01 -

Abbildung 2.5: Struktur eines Content Addressable Network in zwei Dimensionen

zu anderen P2P-Systemen relativ wenige Knoten betroffen, was den gesamten Kommunikati-
onsaufwand reduziert.

Knotenausfille

Damit das Netzwerk routingfahig bleibt, wenn Teilnehmer das Netzwerk verlassen, ist fiir
jeden Bereich ein Takeover Node definiert. Dieser iibernimmt den frei gewordenen Id-Bereich,
sobald das Fehlen des ausgefallenen Knotens festgestellt wird. Der Takeover Node ist als
der Knoten mit der geringsten Differenz in der Virtual Node Id (VID) des ausgefallenen
Knotens definiert. Die VID ist bestimmt durch die vorhergehenden Partitionen, durch die
der jeweilige Id-Bereich zustande gekommen ist. Die VIDs bilden den Partitionierungsbaum
des CAN.

Hat ein Knoten zuvor einen Bereich von einem anderen Knoten tibernommen und soll nun
den Beitritt eines neuen Knotens behandeln, wird einer der Bereiche abgegeben, anstatt den
Bereich weiter zu partitionieren.

Routing

In CAN-Netzwerken konnen verschiedene Routingverfahren angewandt werden. Im Allge-
meinen werden Nachrichten im Netzwerk geometrisch in Richtung des Ziels weitergeleitet.
Hierdurch wird in einem gleichméfiig belegten CAN eine durchschnittliche Lange der
Routingpfade von (d/4)(n!/4) erreicht. Jedoch bestehen auch bei Fehlstellen, aufgrund
von Knotenausfillen, im Netzwerk oft mehrere alternative Routingpfade zum jeweiligen
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Zielknoten. CAN verfiigt also bereits tiber eine integrierte Redundanz, was den Bedarf an
zusétzlicher Redundanz etwa durch Replikation des Netzwerkes reduziert.

Eine genauere Betrachtung der moglichen Routingverfahren findet sich in [PEFKog].

2.2.3 P2P-System API

Alle P2P-Systeme stellen hoheren Schichten relativ einfache Programmierschnittstellen (APIs)
zur Verfligung, um tiber das System zu kommunizieren, oder Services darauf aufzusetzen.
Diese stellen somit eine Abstraktion des erbrachten Services dar.

Die bereitgestellte Schnittstelle besteht aus mindestens drei Methoden. Dieses beinhaltet in
jedem Fall eine Methode zum Senden von Nachrichten iiber das P2P-System, sowie eine
Methode zum Empfangen von Nachrichten. Die Argumente der Methoden sind jeweils eine
zu sendende oder zu empfangene Nachricht (message) sowie eine Id (id) beziehungsweise
einen Schliissel als Ziel oder Ursprung der Nachricht. Zum Senden einer Nachricht kann
ein optionaler Netzknoten (nextHop) angegeben werden, falls bereits ein guter Kandidat,
fiir den anstehenden Routingvorgang bekannt ist. Die dritte Methode wird vor allem von
komplexeren Services genutzt. Diese wird jeweils aufgerufen, bevor eine Nachricht zu einem
anderen Knoten weitergeleitet wird. Als Argumente werden die zu weiterleitende Nachricht
(message), die Ziel-1d (id) und Informationen (nextHop) liber den nédchsten Knoten iibergeben.
Sie dient einerseits dazu Informationen tiiber weitergeleitete Nachrichten an tiberlagerte
Schichten weiterzuleiten, andererseits kann an dieser Stelle von hoheren Schichten Einfluss
auf die versendeten Nachrichten genommen werden, wie etwa deren Inhalt oder Ziel zu
verdandern.

Abbildung 2.1 zeigt die minimale Schnittstelle eines P2P-Systems.

route( id, message, nextHop )
forward( id, message, nextHop )

deliver( id, message )

Listing 2.1: Minimale Schnittstelle eines P2P-Systems

Zusétzliche Methoden sind je nach verwendetem P2P-System moglich. Hierzu sei auf
die weiterfiihrende Lektiire verwiesen [DZD™03]. Unter anderm unternehmen Dabek et al.
hierbei bemiihungen, ebenfalls eine einheitliche Schnittstelle fiir den Zugriff auf spezifischere
Routinginformationen zu nehmen.

Die Empfangs- sowie Weiterleitungsmethoden sind hierbei iiber Events oder CallBacks
implementiert, werden also im Allgemeinen nicht direkt aus dem tiberliegenden Service
aufgerufen, sondern vor Gebrauch registriert und spéter von Seiten des unterliegenden P2P-
Systems aufgerufen. Alternativ konnen diese auch als blockierende Methoden ausgefiihrt
werden, die die Ausfiihrung erst nach dem Empfang einer Nachricht fortfiihren.
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Eine Besonderheit bietet hierbei die Empfangsfunktion. Diese liefert alle Nachrichten, fiir
die der jeweilige Knoten verantwortlich ist, also nicht nur die direkt an ihn adressierten
Nachrichten, an den tiberliegenden Service aus.

Wird die route-Methode aufgerufen, wird die hierbei iibergebene Nachricht an das P2P-
System weitergeleitet. Dieses ermittelt daraufhin entsprechend des genutzten Routingver-
fahrens den nédchsten Knoten auf dem Routingpfad des P2P-Systems. Vor der Weiterleitung
der Nachricht {iber die unterliegenden Netzwerkschichten wird die forward-Methode auf-
gerufen. Sofern die Ausfiihrung weitergefiihrt wird, wird die Nachricht an den nédchsten
Knoten weitergeleitet. Auf diesem wird wiederum der ndchste Knoten auf dem Routingpfad
ermittelt, die forward-Methode aufgerufen und die Nachricht schlussendlich weitergeleitet.
Dies wird so lange wiederholt, bis der fiir die Ziel-Id zustdndige Knoten erreicht ist. Auf
diesem wird die deliver-Methode aufgerufen und somit die Nachricht an den zustdndigen
Knoten zugestellt.

In Abschnitt 2.3.2 wird beschrieben, wie die hier vorgestellte Schnittstelle verwendet werden
kann, um ein einfaches Publsih/Subscribe-System aufzubauen.

2.3 Anwendungen von P2P-Systemen

Auf den verschiedenen P2P-Systemen und somit auf den hierdurch gebildeten Overlaynetzen
konnen verschiedene Services oder Anwendungen aufgesetzt werden. Einige hiervon werden
in diesem Abschnitt beschrieben.

Die einzelnen Services konnen hierbei verschiedenste Komplexitdten aufweisen. Dies beginnt
bei relativ simplen Speicherlosungen, wie den weiter unten erlduterten Distributed Hash
Tables. Es lassen sich aber auch aufwindigere Services, wie Publish/Subscribe-Systeme in
verschiedenen Auspragungen, realisieren.

2.3.1 Distributed Hash Tables (DHT)

Einer der direktesten Services, der sich mit P2P-Systemen bereitstellen ldsst sind die Dis-
tributed Hash Tables (DHT). Sie reprdsentieren einen der grundlegenden Services, die
von P2P-Netzwerken zur Verfligung gestellt werden konnen und auch wiederum als Sub-
strat fiir verschiedene andere Services dienen kann. Sie dienen dazu, Daten in Form von
Schliissel/ Wert-Paaren in verteilten Systemen zu speichern.

Um Werte aus der DHT abzurufen, muss der entsprechende Schliissel bekannt sein. Um
die Schliissel festzulegen, unter denen die Nutzdaten oder Werte abgelegt werden, gibt
es verschiedene Verfahrensweisen. Es kann der Hash der Nutzdaten berechnet werden,
um diese zu hinterlegen. Um diese abzurufen, muss jedoch entweder der Hash oder der
abgelegte Wert und die verwendete Hashfunktion bekannt sein. Hierdurch wird eine direkte
Suche nach Inhalten erschwert. Wird diese Funktionalitdt benotigt, kann beispielsweise der
Hash {iber den Dateinamen oder iiber Tags der Datei gebildet werden. Damit die Nutzdaten
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unter mehreren Begriffen gefunden werden konnen, ist es gegebenenfalls notwendig, sie
mehrfach unter mehreren Hashes in die DHT einzufiigen oder im Fall der Suche mehrere
Suchanfragen zu stellen.

Auf welchem Netzwerkknoten ein Schliissel/Wert-Paar abgelegt wird, ist abhdngig vom
verwendeten Schliissel. Hierzu wird der Schliissel als Id im, unter der DHT liegenden,
P2P-Netzwerk aufgefasst. Beim Einfiigen wird das Schliissel/Wert-Paar, entsprechend der
Regeln des P2P-Netzwerkes, an den zustdndigen Knoten weitergeleitet und auf diesem
gespeichert.

Erreicht nun im Rahmen der Suche eine Anfrage den zustindigen Knoten, kann der den
zugehorigen Wert beziehungsweise die Nutzdaten an den anfragenden Knoten iibermitteln.
Auf diese Weise konnen nahezu beliebige Daten in den Systemen hinterlegt werden. Abbil-
dung 2.6 zeigt exemplarisch die Anordnung von Schliissel/ Wert-Paaren in einer DHT.

Hash‘ Daten ‘

Abbildung 2.6: Anordnung von Schliissel / Wert-Paaren in einer DHT

2.3.2 Publish/Subscribe-Systeme

Einen komplexeren Service als die DHTs stellen die Publish/Subscribe-Systeme dar. Diese
realisieren einen zeitlich transparenten Nachrichtendienst. Hierbei kdnnen beliebige Sender
Nachrichten an Gruppen von Empfangern zustellen. Der Leistungsumfang dhnelt hiermit
einem zeitlich entkoppelten Multicast. Gemeinsam haben die beiden Systeme, dass sie auf
den gleichen von den P2P-Systemen bereitgestellten Schnittstellen (API) aufbauen.

In Publish/Subscribe-Systemen wird zwischen den Sendern, die die Nachrichten senden,
den Klienten, die die Nachrichten empfangen, und den Brokern, die ein Netzwerk bilden,
um die Nachrichten an die Klienten weiter zu leiten, unterschieden. Die Nachrichten, die
iiber das System verteilt werden sollen werden auf verschiedene Themen verteilt. Damit
ein Klient Nachrichten zu einem Thema empfangen kann, muss er sich hierzu beim Broker
registrieren. Abbildung 2.7 zeigt exemplarisch ein Publish/Subscribe-System. Genauer
konnen die Systeme nach der Art der moglichen Subscriptions an den Brokern unterschieden
werden.
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Die einfachste Form von Publish/Subscribe-Systemen sind themenbasierte Systeme (Channel-
based). In diesen Systemen koénnen verschiedene Kanéle abonniert werden und schliefdlich
auf dem Klienten gefiltert werden. Hierbei werden unter Umstanden zu viele Nachrichten an
die Klienten weitergeleitet, dies kann durch die mangelnde Feingranularitét nicht verhindert
werden.

Feinere Abstufungen konnen in inhaltsbasierten Systemen (Content-based) tiber zusitzliche
Filter auf den Brokern realisiert werden. Dies ist vor allem von Bedeutung, wenn nicht ein
einzelner Broker sondern ein Netzwerk von kooperierenden Brokern verwendet wird. Der
Vorteil dieser Technik liegt in den Optimierungsmoglichkeiten fiir die Nachrichtenweiterlei-

tung zwischen den Teilnehmern.
@

Broker
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Abbildung 2.7: Publish/Subscribe-System mit Sendern (S), Themen (T) und Klienten (K)

Es gibt zwei unterschiedliche Ansitze, die vorgestellten Publish/Subscribe-Systeme dynami-
scher zu gestalten. Hierzu wird davon ausgegangen, dass nicht nur ein Broker im System
vorhanden ist, sondern eine Vielzahl von Brokern, die einen gemeinsamen Dienst zur Verfii-
gung stellen. Die Broker sind hierzu untereinander und mit den Klienten in einer verteilten
Struktur miteinander verbunden. Diese kann im primitiven Fall von auflen durch stati-
sche Verbindungen vorgegeben sein. Eleganter ist jedoch ein dynamischer Ansatz, bei dem
die Broker ihre Kommunikationsbeziehungen eigenstindig anpassen. Zwei verschiedene
Ansitze spielen hierbei eine Rolle.

Ausgehend von dem beschriebenen Verbund von Brokern kann die Administration der
Verbindungen und Weiterleitungen unter den Brokern automatisiert werden. Hierzu wird
im einfachsten Fall ein Verteilbaum unter den Brokern aufgebaut und standig schrittweise
optimiert. In komplexeren Systemen kommen auch dynamischere Netzwerke zum Einsatz,
durch deren Nutzung der erzeugte Nachrichtenoverhead weiter verringert wird, da weniger
Nachrichten an daran nicht interessierten Knoten weitergeleitet werden. Die hierbei falschlich
tibertragenen und zugestellten Nachrichten werden als False Positives bezeichnet. Es wird
stets versucht, diese auf ein Minimum zu begrenzen. Dies ist moglich durch den Abgleich
der auf den Brokern vorliegenden Abonnements (Subscriptions) auf den verschiedenen
Kanélen. Verschiedene Moglichkeiten hierfiir werden in [[MW™08] aufgezeigt. Je nach
der verwendeten Granularitét lasst sich dies weiter optimieren. Hierdurch steigt jedoch
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zwangsldufig der Administrationsaufwand beziehungsweise der Kommunikationsaufwand
fiir die Administration an.

Andere Ansitze machen sich die hiervon unabhidngig entwickelten Overlaynetze zunut-
ze. Zunichst werden einige Moglichkeiten hierzu vorgestellt. Mit Hilfe der bereits in Ab-
schnitt 2.3.1 vorgestellten und von den Overlaynetzwerken bereitgestellte DHT-Funktionalitét
lassen sich ebenfalls Publish/Subscribe-Systeme realisieren. Ebenso ist es moglich, ein
Publish/Subscribe-System auf der vorgestellten P2P-System API aufzusetzen. Dieses Vor-
gehen wird in Abschnitt 2.3.2 erldutert. Abschnitt 2.3.2 zeigt wie auch ein inhaltsbasierter
Publish/Subscribe-Dienst auf strukturierten P2P-Systemen gestaltet werden kann.

Im Folgenden werden einige konkrete Systeme genauer beschrieben.

Scribe

Ein konkretes System, das dies auf Basis von Pastry[RDo1] leistet, ist Scribe von Rowstron et
al. [RKCDoz1]. Das Ziel des Systems ist es, einen effizienten und skalierbaren themenbasierten
Publish/Subscribe-Dienst zur Verfiigung zu stellen. Unterstiitzt wird hierbei zwar lediglich
ein Best-Effort-Dienst, die Durchsetzung von geordneten Nachrichtenstromen kann aber auf
hoheren Schichten realisiert werden. Realisiert wird dies durch quellbasierte Verteilbaume
entlang des Pastry-Netzwerkes, unter Nutzung der bereits vorgestellten P2P-System APL

Voraussetzung ist, dass alle Sender und Klienten dem Overlaynetz beitreten, um tiber dieses
kommunizieren zu konnen. Die Rolle der Broker wird von allen Knoten im Netzwerk
gemeinsam iibernommen, das heifst, es werden keine dedizierten Broker-Systeme mehr
benotigt. Wahrend des Betriebs des Systems kann jeder Knoten neue Themen erstellen,
indem er dieses abonniert oder eine Nachricht an dieses sendet. Hierzu wird dem Thema
eine Id zugewiesen und eine entsprechende Nachricht in Richtung des zustdndigen Knotens
geroutet. Hierbei speichert jeder Knoten, den die Nachricht passiert die Themen-Id sowie
seinen direkten Nachbarn, in Richtung des Initiators. Hierzu wird die forward-Methode der
P2P-System API genutzt. Dieser Vorgang wird weitergefiihrt, bis der zustandige Knoten
oder ein Koten, dem das Thema bereits bekannt ist, erreicht wird. Der zustidndige Knoten,
und damit die Wurzel des Weiterleitungsbaums, ist, der entsprechend der Pastry-Vorgabe
zustdndige Knoten, also der Knoten mit der zur Themen-Id dhnlichsten Id. So bildet sich fiir
jedes Thema ein eigenstiandiger Verteilbaum.

Dieses Vorgehen folgt dem Vorbild des Reverse-Path-Forwarding (RPF), mit dem Multicast-
baume aufgebaut werden kénnen. Ebenso lédsst sich dieser Ansatz auf andere strukturierte
P2P-Systeme tibertragen.

CAN-basiertes Publish/Subscribe

Ratnasamy et al. beschreiben eine Moglichkeit, Multicastdienste mit Hilfe von mehreren
Instanzen von CAN-Netzwerken bereitzustellen [RHKSo1]. Die beschriebene Art des Multi-
casts ist dquivalent zu themenbasiertem Publish/Subscribe. Anders als die in Abschnitt 2.3.2
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vorgestellte Methode werden bei diesem Verfahren keine quellbasierten Verteilbdume auf-
gebaut. Jedes der Themen im erzeugten Publish/Subscribe-System wird durch eine eigene
mini-CAN-Netzwerkinstanz reprasentiert. Um eine Nachricht in einem Themenkanal zu
versenden, muss diese lediglich in der entsprechenden mini-CAN-Netzwerkinstanz ge-
flutet werden. Um ein Thema zu abonnieren muss analog hierzu der entsprechenden
mini-CAN-Netzwerkinstanz beigetreten werden. Jede mini-CAN-Netzwerkinstanz stellt eine
Multicastgruppe dar.

Um einem unbekannten Thema beitreten zu konnen, wird neben den themenspezifischen
Netzwerkinstanzen eine weitere Instanz eingefiihrt. In dieser werden unter Nutzung der
DHT-Funktionalitdt Verbindungsdaten zu Kontaktknoten in den Themeninstanzen unter
den entsprechenden Themen-Ids abgelegt. Somit kann also jeder Knoten, der Teil des
Verwaltungsnetzwerkes ist, Knoten in den themenspezifischen Netzwerkinstanzen erreichen
und diesen beitreten.

Das hier beschriebene Vorgehen lasst sich, abgesehen von der CAN-spezifischen Optimierung,
auf die Nutzung anderer strukturierter P2P-Systeme tibertragen.

Optimiertes fluten von CAN-Netzwerken

Fiir die themenspezifischen CAN-Netzwerkinstanzen wird weiterhin ein optimierter Flu-
tungsalgorithmus vorgeschlagen. Dieser nutzt die kartesische Beschaffenheit des aufgespann-
ten Id-Raums aus.

Der Vorgang folgt den folgenden vier Prinzipien: Der initiale Sender der Nachricht leitet
diese an alle seine Nachbarn weiter. Jeder folgende Knoten, der die Nachricht {iber eine
Verbindung in der Dimension d empfiangt, leitet diese auf allen Verbindungen in den
Dimensionen < d weiter. Eine Nachricht wird maximal iiber die Hélfte der Ausdehnung
einer Dimension in einer Richtung weitergeleitet. Kein Knoten leitet die gleiche Nachricht
ein zweites Mal weiter.

Der hier beschriebene Algorithmus stellt eine der topologiespezifischen Besonderheiten dar,
durch deren Ausnutzung es von Vorteil sein kann, die Netzwerktopologie zu rekonfigurie-
ren.

Content-basierte Publish/Subscribe-Systeme

Die ndchste Verfeinerung, ausgehend von themenbasierten Publish/Subscribe, sind die
inhaltsbasierten Publish/Subscribe-Systeme. Diese bieten neben den Themen weitere Verfei-
nerungsmoglichkeiten der Nachrichtenstrome. Wie ein inhaltsbasierter Publish /Subscribe-
Dienst auf Basis beliebiger strukturierter P2P-Systeme aufgebaut werden kann beschreibt
Baldoni et al. [BMVVos5].

Die Klassifikation der einzelnen Nachrichten erfolgt mit Hilfe eines d-dimensionalen At-
tributvektors. Die enthaltenen Attribute sind durch ihren Namen und ihren Typ definiert.
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Abonnements in diesem System bestehen aus einer Konjunktion von Beschrankungen auf
den Attributen. Hierbei kann sowohl die Existenz, sowie der Wertebereich der einzelnen At-
tribute eingeschrankt werden. Werden hierbei disjunkte Beschrankungen verwendet, konnen
diese als getrennte Abonnements aufgefasst werden.

Zum Betrieb des Systems werden nun zwei aufeinander abgestimmte Abbildungsfunktionen
benotigt. Die erste bildet jede Nachricht auf eine Menge von Rendezvous-Ids ab, wihrend
die zweite die Abonnements auf die Mengen von Rendezvous-Ids abbildet. Mit Hilfe dieser
Abbildungen kénnen nun die Abonnements auf den die jeweiligen Rendezvous-Ids ver-
waltenden Knoten ablegen. Nachrichten werden ihrerseits ebenfalls an ihre betreffenden
Rendezvous-Ids weitergeleitet und konnen auf den zustandigen Knoten mit Hilfe der Abon-
nements endgiiltig gefiltert werden. Hierdurch konnen sie, entsprechend der Abonnements,
an die Abonnenten weitergeleitet werden.

Fiir die zur Zuordnung verwendeten Abbildungen und dem Speichern der Abonnements
kommen verschiedene Strategien in Frage. Beim Atttibute-Split wéahlt der Abonnement
einen der Rendezvous-Knoten und hinterlegt sein Abonnement nur auf diesem. Hierdurch
wird zum einen Mehrfachzustellungen der Nachrichten vorgebeugt zum anderen kann die
Last so besser auf die verschiedenen Knoten verteilt werden. Beim Key Space-Split werden
die verwendeten Ids in kleinere Bereiche aufgeteilt, die jeweils ein Attribut reprasentieren.
Hierdurch wird die Zahl der Rendezvous-Knoten stark eingeschrankt. Beim Selective-Attribute
wird das Attribut mit dem hochsten Einschrankungspotential bestimmt. Im Anschluss wird
das Abonnement auf dem entsprechenden Rendezvous-Knoten gespeichert. Der Erfolg
dieser Methode beruht auf dem Grad der starksten Einschrankung innerhalb der einzelnen
Abonnements.

Um dies umzusetzen, wird, wie bei anderen Publish/Subscribe-Systemen auch, oberhalb
des genutzten P2P-Systems ein zusidtzlicher Abstraktionslayer erzeugt. Dieser stellt die
Funktionalitét tiberlagerten Systemen zur Verfligung.
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Kapitel 3

Problembeschreibung und Abgrenzung
zu anderen Arbeiten

In diesem Kapitel wird ein Szenario und eine hierin eingebettete Problemstellung vorgestellt.
Hierzu werden die entsprechenden Randbedingungen und Herausforderungen aufgezeigt.
Zusitzlich wird eine Abgrenzung zu verwandten Arbeiten vorgenommen.

3.1 Szenario

Die verschiedenen Varianten der heute genutzten Publish/Subscribe-Systeme nutzen ent-
sprechend ihrem Aufbau verschiedene Vorteile der unterliegenden Topologie. Dies ist darin
begriindet, dass die Publish/Subscribe-Systeme die Verbindungen unter ihren Teilnehmern,
entsprechend der Verbindungen und Nachbarschaftsbeziehungen im genutzten Overlaynetz,
aufbauen. So entstehen je nach System entsprechende Verteilbdzume oder -netze.

Im Betrieb dieser Systeme werden in jeder Komponente Anderungen vorgenommen. Dies
geschieht durch das Beitreten und Austreten von Teilnehmern in und aus den Systemen.
Ahnlich wirken sich mobile Gerite aus, die nicht dauerhaft im Netz vertreten sind oder
deren Verbindungsparameter sich &ndern konnen. Aufierdem &ndert sich, wiahrend des
ausgedehnten Betriebs des Systems, die Popularitdt der verwalteten Themen. Hier durch
andert sich der Nachrichtenfluss und das Nachrichtenaufkommen im gesamten System.

Des Weiteren soll fiir die zukiinftige Nutzung ermdoglicht werden, den Vorgaben aus hoheren
Schichten und komplexeren Services, zu entsprechen und hierzu Modifikationen an dem
verwendeten Overlaynetz vorzunehmen. Hierbei sind insbesondere eventuelle Sicherheits-
anforderungen an zukiinftige Systeme zu bedenken, um sensible Nachrichtenstrome auf
bestimmte Teile von Firmennetzwerken zu begrenzen. Zusitzlich benétigt das verwendete
Publish/Subscribe-System ein strukturiertes Underlay.

Im Weiteren Verlauf wird davon ausgegangen, dass die oben genannten Anderungen im
Umfeld des verwendeten Publish/Subscribe-Systems erkannt werden und hieraus ein Bedarf
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abgeleitet wird, die Overlaytopologie zu dndern. Dieser wird dann an das genutzte P2P-
System weitergeleitet.

3.2 Herausforderungen

An die beabsichtigten Transformationen werden einige zusatzliche Anforderungen gestellt,
die eine optimale Losung fiir die Transformation erfiillen muss.

Die Transformation soll zwischen den strukturierten P2P-Systemen Chord und CAN statt-
finden. Die wichtigste Herausforderung ist hierbei die durchgehende Funktionsfahigkeit
des Systems. Die Transformation soll also fiir {iberlagerte Systeme transparent ablaufen.
Hierzu gehort auch, dass das Netzwerk wahrend der Transformation nicht partitioniert oder
anderweitig iiber die Mafse in Mitleidenschaft gezogen wird.

Um einen moglichst groffen Nutzen aus der Transformation zu ziehen muss die Transfor-
mation eine moglichst geringe Nachrichtenkomplexitit aufweisen. Auch die Dauer muss
tiberschaubar sein, um moglichst schnell einen Vorteil aus der Transformation zu ziehen.

Einhergehend mit der durchgingigen Funktionsfahigkeit des Netzwerkes kann es zusétzlich
von Vorteil sein, das verwendete Netzwerk nicht komplett zu transformieren, sondern die
Transformation in ihrem Verlauf zu stoppen, um so einzelne Bereiche mit verschiedenen
Eigenschaften in einem gemeinsamen Netzwerk zu schaffen. Diese Moglichkeit muss ein
optimaler Algorithmus unterstiitzen.

Die konkreten Losungsmoglichkeiten fiir diese Herausforderungen werden in Kapitel 4
beziehungsweise Kapitel 5 behandelt.

3.3 Problembeschreibung

Der Kernteil dieser Arbeit beschéftigt sich mit der Topologieanpassung und somit der
Transformation zwischen einem Chord- in ein CAN-Netzwerk. Um dies zu ermoglichen
miissen zuerst die signifikanten und relevanten Unterschiede und Gemeinsamkeiten der
beiden Topologien ermittelt werden. Hierzu werden zunéchst die Vorbedingungen fiir eine
Rekonfiguration des Overlaynetzes erarbeitet. Sind diese ermittelt, muss ein Weg gefunden
werden, um Einfluss auf die Konstruktionsmechanismen der durch die P2P-Systeme entste-
henden Overlaynetze zu nehmen. Um dies zu ermdoglichen wird zusétzlich eine angepasste
Systemarchitektur benotigt, die den Austausch, oder das Umschalten zwischen verschie-
denen Protokollen auf einer Netzwerkschicht, ohne Unterbrechung der Funktionalitidt des
Systems, gewdhrleisten kann. Im Anschluss muss die Topologie der Netzwerke angeglichen
werden und ein Weg gefunden werden, die in den Netzwerken enthaltenen Daten zu trans-
ferieren. Mit dem Transfer der Daten muss ebenfalls die Funktionalitdt des tiberliegenden
Publish/Subscribe-Systems tibertragen werden.

22



3.4 Abgrenzung zu anderen Arbeiten

3.3.1 Abhangigkeit vom verwendeten Overlaynetz

Entsprechend dem aufgestellten Szenario werden im Folgenden nur die Overlaybasierten
Publish/Subscribe-Systeme nédher betrachtet.

Unabhéngig davon, ob Verteilbaume, optimiertes Fluten oder andere Mechanismen den
einzelnen Publish/Subscribe-Systemen zugrunde liegen spielt die tatsdchliche Auspragung
der verwendeten Overlaynetze eine grofse Rolle. Werden Verteilbdaume genutzt, werden diese
typischerweise entlang der Verbindungen im Overlaynetz aufgespannt. In Systemen, wie
dem in Abschnitt 2.3.2 vorgestellten optimierten CAN-Multicast, werden Besonderheiten der
Topologien ausgenutzt.

In Zukunft ist es reizvoll, verschiedene Ansitze abhdngig von den aktuellen Gegebenheiten
miteinander zu verkntipfen. Um die Flexibilitdt der Publish/Subscribe-Systeme zu steigern,
muss also die Struktur des Overlaynetzes, auf dem sie aufgebaut sind, rekonfiguriert werden.
Um dies zu erreichen, konnen die im Netzwerk enthaltenen Knoten ihre Identifier und
somit ihre Position im Overlaynetz anpassen. Hierdurch wiirden jedoch bereits aufgebaute
und genutzte Verteilstrukturen tiberliegender Services beintrachtigt oder zerstort werden.
Der bessere Ansatz ist es, dies nicht durch die Anderung der Ids, sondern durch die
Rekonfiguration der gesamten Overlaystruktur, also durch den gezielten Auf- und Abbau
von Nachbarschaftsbeziehungen, zu erreichen.

Die hierfiir geforderte Flexibilitdt und Modularitét ist ein logischer Schluss aus der Entste-
hung der heutigen Overlaynetze. Diese wurden erschaffen, um Mingel der unterliegenden
Netzwerke auszugleichen und die Kooperation vieler einzelner Netzwerkknoten zu erleich-
tern. Heute werden die bestehenden Overlaynetze weiter verfeinert. Dies gilt besonders fiir
die Klasse der P2P-Systeme.

3.4 Abgrenzung zu anderen Arbeiten

Da diese Arbeit nicht der erste Versuch ist, Overlays in ihrer Struktur zu beeinflussen werden
an dieser Stelle verwandte und bereits bestehende Themen kurz erwiahnt und von dem hier
verfolgen Ansatz abgegrenzt.

Hierbei ist zu erwdhnen, dass aufgrund der relativ hohen Aktualitdt der Entwicklung
von strukturierten Overlaynetzen und Publish/Subscribe-Systemen, nur in begrenztem
Umfang relevante Vorarbeiten zur Verfiigung stehen. Dies bezieht sich insbesondere auf die
Transformation zwischen heterogenen strukturierten Overlaynetzen.

3.4.1 Verschmelzen gleichartiger Overlaynetze

Es wurden bereits diverse Aufwiande unternommen um gleichartige Netzwerke zu verei-
nigen oder zu stabilisieren. Dies ist vor allem nach Storungen der Netzwerke, wie etwa
Partitionierungen oder massive Knotenausfélle notig. Ghodsi et al. zeigen beispielsweise,
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wie Gossiping-Algorithmen genutzt werden konnen, um ringbasierte SONSs effizient zu stabi-
lisieren [GHWo7]. Erldutert wird dies am Beispiel von Chord. Auch Shafaat et al. behandeln
ebenfalls die Stabilisierung und Verschmelzung von ringbasierten SONs nach Partitionie-
rungen [SGHo7]. Diese Stabilisierungen kénnen ebenfalls dazu genutzt werden, um zuvor
getrennt aufgebaute Netzwerke effizienter zusammenzufiihren und zu einem Verbundnetz
zu vereinigen. Jedoch wird, durch die hier verwendeten Verfahren, kein Zusammenfiihren
heterogener Netzwerke unterstiitzt.

Ebenso existieren schon einige Bemiihungen, um einzelne Systeme effizienter aufzubauen.
Diese Ansédtze konnen durchaus fiir die Nutzung innerhalb einiger, der spéter vorgestellten
Transformationsmechanismen genutzt werden, um das Verhalten weiter zu verbessern. Abe-
rer et al. beschiftigen sich in diesem Zusammenhang mit der effizienten, selbstorganisierten
Erstellung von SONs [ADHSo5]. Hierbei werden bessere Ergebnisse erzielt, als durch einen
sequenziellen Aufbau der jeweiligen Systeme.

3.4.2 Overlaynetze mit variabler Struktur

In der Vergangenheit wurden Overlaynetze oft als unstrukturierte Netze aufgebaut, de-
ren Topologie sich, je nach Bedarf, frei anpassen ldsst ohne dass hierbei auf besondere
Randbedingungen geachtet werden muss.

In Broker basierten Publish/Subscribe-Systemen ist es gingige Praxis, die Overlayverbindun-
gen zwischen den einzelnen Knoten moglichst effizient zu Nutzen, um unnoten Overhead,
etwa durch ein Fluten der Netzwerke zu vermeiden. Einige Ansétze gehen dariiber hinaus,
in dem sie aktiv Einfluss auf die verwendete Overlaytopologie nehmen.

Kumar et al. reorganisieren Overleynetze entsprechend der von fiiberliegenden
Publish/Subscribe-Systemen erzeugten Nachrichtenstromen[KCC"o5]. Hierzu nut-
zen sie eine SQL-dhnliche Beschreibungssprache, um die beinhalteten Nachrichtenstrome zu
beschreiben. Auf dieser Grundlage optimieren sie den Verlauf der Nachrichtenstrome in
Hinsicht auf deren Charakteristika und den zur Verfiigung stehenden Verbindungen im
Overlaynetz.

Ahnlich gehen Baldoni et al. vor, um die Struktur des Baumbasierten Publish /Subscribe-
Systems SIENA auf einem bestehenden Overlay zu optimieren[BBQVo7]. Hierzu fiihren die
Broker einen verteilten, selbstorganisierten Optimierungsgalgorithmus ein, der in der Lage
ist die verwendete Overlaytopologie schrittweise zu rekonfigurieren.

Die in den bisher genannten Ansétzen verwendeten Overlays sind jedoch stets unstrukturiert.
Diese Ansdtze gehen also nicht auf zusitzliche Randbedingungen ein, die etwa durch
strukturierte P2P-Systeme an die aufgebauten Overlaynetze gestellt werden.

Neben den bereits vorgestellten Netzwerken existieren ebenfalls Overlaynetze mit variabler
Struktur, die gegen definierte Strukturen konvergieren kdnnen.

Ein, die Transformation in den Mittelpunkt stellender Ansatz ist T-Man [JBo4] von Jelasi-
ty et al. Hierbei wird ein Verfahren vorgeschlagen, wie die Topologie von Overlaynetzen,
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entsprechend einer gegebenen Bewertungsfunktion in eine Zieltopologie transformiert wer-
den kann. Die Funktion wird hierbei genutzt um die in Frage kommenden Nachbarn zu
bewerten. Um Informationen tiiber teilnehmende Knoten im Netzwerk zu verbreiten werden
Gossiping-Algorithmen genutzt. So kann letztendlich die durch die Bewertungsfunktion
vorgegebene Struktur des Overlaynetzes geformt werden. Hierzu werden die einzelnen Kno-
ten mit immer neuen Nachbarkandidaten versorgt und wahlen hieraus die, entsprechend
der Bewertungsfunktion, optimalen Nachbarn aus. So bildet sich letztendlich die durch
die Bewertungsfunktion vorgegebene, Netzwerktopologie heraus, indem die Knoten lokal
sortiert werden.

Hierdurch ist nahezu jede Topologie, wie beispielsweise Linien, Ringe, Tori oder Baume,
erzeugbar. Jedoch bleibt es schwierig, korrekte und haltbare Aussagen tiber die Qualitat der
Topologie zu treffen, solange sich diese noch im Aufbau befindet.

Dieses Vorgehen eignet sich zwar prinzipiell fiir die Transformation, es muss aber zuséitz-
licher Aufwand betrieben werden, um das nicht weiter spezifizierte Verhalten wéahrend
der Transformation vorhersagbar zu gestalten. Wahrend dieser Zeit ist das Netzwerk also
im eigentlichen Sinne nicht stukturiert. Ebenso beinhaltet dies kein Verfahren mit dem
nach der Transformation endgiiltig auf eine einfache Implementierung des Zielprotokolls
umgeschaltet werden kann.

Der umgekehrte Ansatz wird von Tariq et al. verfolgt [TKKRog]. Es wird gezeigt, wie
Nachrichtenverteilsysteme auf Topologiednderungen in unterlagerten Schichten reagieren
konnen, um eine gleichbleibende Servicequalitdt zu gewdhrleisten. Hierzu wird in den
Abonierungsprozess eingegriffen, um Verteilbasume hoherer Kapazitit und geringerer Latenz
zu bilden.

Grenzt man das Vorgehen auf die Nutzung strukturierter Overlaynetzte und Modifikationen
an der Overlaystruktur ein, so muss eine bisher nicht betriebene Art der Tranformation
realisiert werden, um die gesteckten Ziele zu erreichen.
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Kapitel 4

Vorbedingungen fur die
Transformation

In diesem Kapitel werden weitere Grundlagen erarbeitet um die folgenden Transformatio-
nen zu ermoglichen. Diese umfassen auch die betrachtete Systemumgebung sowie deren
Einschrankungen.

Dafiir werden zunéchst die Unterschiede zwischen den Overlaystrukturen aufgezeigt. Im
Anschluss daran wird eine Architektur fiir den Umgang mit transformierbaren Netzwerken
vorgeschlagen. In diese werden die notigen Transformationskomponenten eingefiigt und
erldutert. Hierzu zdhlen Kriterien fiir die Transformation, die benétigte Adresstransforma-
tion. Die eigentlichen Transformationskomponenten und Vorgehen werden in Kapitel 5
behandelt.

4.1 Systemmodell

Fiir die Giiltigkeit dieser Arbeit werden einige Voraussetzungen angenommen, die die Giil-
tigkeit und den Bearbeitungsumfang einschranken sollen. Die erste und wichtigste Annahme
ist, dass alle Knoten in den betrachteten Overlaynetzwerken paarweise {iber ein bestehendes
Underlaynetzwerk kommunizieren. Dies gilt, solange keine Partitionierungen des Overlay-
netzwerkes betrachtet werden. In Folge dessen werden die vorgeschlagenen Protokolle nur
auf der Applikationsschicht betrachtet und somit auch nur auf dieser modelliert. Auflerdem
wird das Bootstrapping der Netzwerke nicht betrachtet. Es wird davon ausgegangen, dass die
verwendeten Netze bereits aufgebaut sind und mindestens ein aktiver Netzwerkteilnehmer,
beispielsweise durch Tracker oder andere out-of-band-Protokolle, bekannt ist. Fiir einige
der betrachteten Verfahren wird zusétzlich davon ausgegangen, dass die Knoten, anders als
in realen Netzwerken beziehungsweise dem Internet, tiber FIFO-Kommunikationskanile
kommunizieren.
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Zusatzlich wird festgelegt, dass im Rahmen dieser Arbeit nur Transformationen zwischen
Systemen durchgefiihrt werden, die auf Id-Rdumen mit gleicher Bitlinge ihrer Bezeichner
basieren. Die Zahl der verwalteten Ids muss also {ibereinstimmen.

Im Verlauf dieser Arbeit wird der Begriff der Verbindung relativ frei verwendet. Gemeint ist
hiermit, keine tatsdchlich bestehende Verbindung im Sinne einer TCP-Verbindung, sondern
lediglich die Bekanntheit der Adressdaten des Zielknotens der Verbindung. Fiir diese Art
von Verbindung ist es also hinreichend, wenn der Zielknoten bekannt ist und prinzipiell
kontaktiert werden kann. Das Bestehen einer solchen Verbindung muss daher sporadisch
durch Testnachrichten gepriift werden, falls sonst keine Kommunikation stattfindet.

4.2 Kriterium und Ablauf der Transformation

In diesem Abschnitt werden der generelle Ablauf der Transformation sowie die Detektion
des Transformationsbedarfs eingehender betrachtet.

4.2.1 Kriterium fiir die Transformation

Im Wesentlichen gibt es zwei Moglichkeiten fiir ein auslosendes Kriterium fiir die Transfor-
mation. Zum einen kann die Notwendigkeit der Transformation aufierhalb des Protokolls
festgestellt werden. Dies kann sowohl aus der unterliegenden Komponente auf dem Proto-
kollstack, also aus dem Bereich der Middleware, in der ggf. mehr Informationen tiber die
native Netzwerkstruktur vorliegen, kommen. Ebenso kann der Transformationsbedarf in
der iiberlagerten Applikation festgestellt werden, etwa um auf bevorstehende Anderungen
in der Netzwerknutzung oder -auslastung zu reagieren. Zum anderen kann das Protokoll,
sobald es im Transformationszustand betrieben wird, auf Basis der iiber seine direkten
Nachbarn vorliegenden Informationen sein Zielprotokoll anpassen, um die vorliegende
Netzwerksituation zu optimiren.

Im Folgenden wird davon ausgegangen, dass die Transformation der Netzwerktopologie
von aufsen ausgelost wird. Nach dem Start der Transformation auf einem beliebigen Knoten
wird die Transformationsnachricht im gesamten Netzwerk geflutet.

4.2.2 Ablauf der Transformation

Das generelle Vorgehen um eine fest definierte Overlaystruktur in eine andere, ebenfalls fest
definierte Overlaystruktur zu tiberfiihren umfasst die folgenden Schritte.

Als Grundlage der Transformation muss eine leistungsfahige Architektur zur Verfiigung
stehen, die den Austausch, beziehungsweise die Anderung, der sich auf dem Protokollstack
befindenden Protokolle ermoglicht. Des Weiteren muss dafiir Sorge getragen werden, dass
die Zustandigkeitsbereiche der einzelnen Knoten, iiber den Zeitraum der gesamten Trans-
formation, klar definiert sind. Damit dies gewé&hrleistet werden kann, ist eine eindeutige,
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4.3 Vergleich von Chord und CAN

bidirektionale Adresstransformation notig. Diese kann abhingig von der, fiir die Transforma-
tion verwendete Protokollpaarung, unterschiedlich ausfallen. Um Einfluss auf den Verlauf
der Transformation zu nehmen werden Mechanismen benétigt, um die Transformation
einzuleiten, auszubreiten, gegebenenfalls zu steuern und schliefllich zu beenden, falls diese
nicht selbstterminierend ausgefiihrt ist.

Hierauf aufbauend werden geeignete Transformationsmechanismen benétigt, die nach Mog-
lichkeit die in Abschnitt 3.2 gestellten Anforderungen erfiillen.

4.3 Vergleich von Chord und CAN

Da im Verlauf dieser Arbeit vor allem die Transformation der beiden, in dieser Arbeit
relevanten P2P-Systeme Chord und CAN, betrachtet wird, ist es zweckmafiig zuerst einen
Blick auf die relevanten Unterschiede und Gemeinsamkeiten der beiden Systeme zu werfen.

Generell ist hierbei anzumerken, dass es sich um zweli rivalisierende Ansidtze handelt, struk-
turierte P2P-Systeme aufzubauen. Beide Systeme erzeugen, streng strukturierte Overlaynetze
mit logarithmischem Netzwerkdurchmesser. Jedoch beruhen sie auf grundlegend verschiede-
nen Ansdtzen. Dadurch sind die Systeme auf verschiedenen Koordinaten- oder Id-Raumen
aufgebaut. Im Endeffekt bedeutet dies, dass eine Chord-Id lediglich tiber zwei benachbarte
Ids verfiigt, dies sind bei CAN, abhdngig von der Anzahl der Dimensionen, 2 * D Nachbar-
Ids. Betrachtet man jedoch den zum Netzwerkbetrieb benotigten lokalen Zustand, also
im Wesentlichen die Routingtabellen, so benotigt CAN nur etwa 2 x D Routingeintrage,
wihrend Chord iiblicherweise log N Eintrdge in der Routingtabelle hilt. Zum Ausgleich des
Dimensionsunterschieds der Id-Raume konnen raumfiillende Kurven verwendet werden.
Dieses Vorgehen wird in Abschnitt 4.5 behandelt.

Der signifikante Unterschied zwischen den beiden Systemen ist jedoch die Bestimmung
der Nachbarknoten. In Chord kann fiir jeden Nachbarknoten die einfache hinreichende
Bedingung angegeben werden, dass der Knoten fiir eine der Finger-Ids zustdndig sein muss.
Dies gilt fiir alle Nachbarknoten mit Ausnahme der Successor-Liste, die aber sehr einfach zu
ermitteln ist.

Wie schon erwidhnt verfiigt CAN im Gegensatz zu Chord iiblicherweise iiber weniger
Nachbarn. Diese Nachbarn sind jedoch in ihrer Gesamtheit wesentlich schwerer zu finden.
Zwar konnen alle Ids, die von den Nachbarn verwaltet werden miissen, berechnet werden,
dies ist aber eine sehr grofie Anzahl. Somit gilt zwar fiir die Nachbarn generell die gleiche
hinreichende Bedingung wie fiir die Chord-Nachbarn, allerdings sind dies bedingt durch
die Geometrie des Identifierraums extrem viele Ids, fiir die nur wenige Nachbarknoten
zustdndig sind. Bei einem reguldren Beitritt zu einem CAN-Netzwerk wird dieses Problem
umgangen, da dem Knoten, der einen Teil eines Bereichs abgibt, alle Nachbarn bekannt sind.
Einige Methoden zum Umgang mit diesem Problem finden sich in Abschnitt 5.2.3.

Wihrend die Eintrdge in der Routingtabelle von Chord jeweils als unidirektionale Verbindun-
gen anzusehen sind, entsprechen die Eintrage in den CAN-Routingtabellen bidirektionalen
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4 Vorbedingungen flr die Transformation

Verbindungen. Es muss also zu jedem Eintrag in der Routingtabelle eines Knotens ein
entsprechend komplementirer Eintrag in der Routingtabelle des Zielknotens existieren.

Im Hinblick auf eine Transformation wirft der Ubergang zu Chord wesentlich weniger
Probleme auf. Dies ist der Fall, da der hier genutzte direkt verkettete Ring eine sehr ein-
fache Invariante darstellt. CAN hingegen benoétigt Verbindungen zu allen seinen direkten
Nachbarn.

4.4 Architektur

Um die Topologie des Overlaynetzwerkes zu @ndern, muss entweder ein Protokoll verwendet
werden, das von sich aus eine variable Topologie unterstiitzt oder es muss ein zuséatzlicher
Indirektionsmechanismus verwendet werden, um das verwendete Protokoll wihrend des
Betriebs zu wechseln. Abbildung 4.1 zeigt den Aufbau der vorgeschlagenen modularen Archi-
tektur des Protokollstacks. Hierbei sind beide erwahnten Moglichkeiten vorgesehen, durch
die Einfluss auf die Topologie der durch die Protokolle gebildeten Netzwerke genommen
werden kann.

Service

ChordProtocol|| CanProtocol

Netzwerk

Abbildung 4.1: Protokollstack fiir die Transformation

Dieser Aufbau hat den Vorteil, dass nur minimale Modifikationen am Ausgangs- und Ziel-
protokoll vorgenommen werden miissen. Diese Anderungen beschranken sich auf einen
Mechanismus, um die jeweils genutzten Routingtabellen auszulesen und zu fiillen. Je nach-
dem, ob das Protokoll als Ausgangs- oder Zielprotokoll genutzt wird. Die Funktionsweise
der Protokolle wird nicht beeinflusst.

Die zentralen, neu eingefiihrten Elemente auf dem Protokollstack sind der HybridTransport
und das HybridProtocol. Der HybridTransport umschliefst die zu nutzenden Protokolle, wird
also jeweils zwischen tiiberlagertem Service und Protokoll sowie zwischen Protokoll und
unterliegenden Netzwerkschichten eingefiigt. Fiir nicht-transformierende Protokolle agiert
der HybridTransport transparent. Damit die Nachrichten in dem gekapselten Protokoll kor-
rekt behandelt werden muss unter Umstinden ein Adresstransformationen vorgenommen
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4.5 Adresstransformation

werden. Zu diesem Zweck enthdlt der HybridTransport ein spezielles Modul, dass ihm dies
ermdglicht. Dieses Modul ist als raumfiillende Kurve (SFC) in ihm eingebettet.

Aus Sicht eines normalen, nicht-transformierenden Protokolls miissen aus diesem Grund
keine besonderen Gegebenheiten beachtet werden. Um dies zu ermoglichen, stellt der
HybridTransport die entsprechenden APIs fiir die Protokolle zur Verfiigung.

Das HybridProtocol ist der entscheidende Baustein, durch den die Transformation durchge-
fihrt wird. Hierzu untersttitzt es eine variable Topologie und reorganisiert diese entspre-
chend der beabsichtigten Transformation. Der HybridProtocol-Block steht hierbei stellvertre-
tend fiir verschiedene unidirektional oder bidirektional ausgefiihrte Transformationsproto-
kolle. Typischerweise unterstiitzt ein HybridProtocol aber nur die Transformation zwischen
zwei nicht-transformierenden Protokollen.

Um optimale Ergebnisse zu erzielen, muss fiir jede Protokollpaarung, zwischen denen
die Topologien transformiert werden sollen, eine entsprechend angepasste Transformation
vorgenommen werden. Hierdurch sind gegebenenfalls auch spezifische auslosende Kriterien
fiir die Protokollpaarungen notig.

Durch die Transparenz und integrierte Adresstransformation gegeniiber nicht transformie-
renden Protokollen sind weitere Anwendungen der vorgestellten Architektur denkbar. So
konnten Netzwerkknoten, die mit dieser Architektur ausgestattet sind druchaus mit Knoten
einen Verbund bilden, die nur tiber den herkémmlichen Aufbau verfiigen. Jedoch miissen
hierbei gegebenenfalls weitere Randbedingungen beachtet werden. So muss der Aufbau der
ausgetauschten Nachrichten entsprechend abgestimmt sein, oder zumindest transformiert
werden kdnnen. Gegebenenfalls muss auf den Knoten, die die vorgeschlagene Architektur
verwenden, ein speziell angepasstes Routing verwendet werden, um Zyklen zu vermeiden.

Unter dieser Voraussetzung konnen heterogene Netzwerke gebildet werden. Eine weitere
wichtige Eigenschaft, die hierdurch erzeugt wird, ist die Eignung fiir ein inkrementelles
Ausbringen der vorgeschlagenen Architektur. Hierdurch kénnten Systeme im laufenden
Betrieb, Knoten fiir Knoten umgestellt werden.

4.5 Adresstransformation

Um vor, nach und wihrend der Transformation klare Zustidndigkeiten der einzelnen Knoten
fiir die einzelnen Ids zu erhalten und zu gewéhrleisten, ist eine jederzeit nachvollziehbare,
bidirektionale und eindeutige Abbildung der verschiedenen Id-Reprasentationen unterein-
ander notwendig. Besonderes Augenmerk erfordert hierbei die Mehrdimensionalitédt des
CAN-Protokolls. Hierfiir werden raumfiillende Kurven verwendet, welche in Abschnitt 4.5.1
genauer erldutert werden. Es ist wichtig, die bestehende Lokalitdt zu erhalten, um die Menge
der zu transferierenden Ids fiir jeden Knoten zu minimieren und bestehende Nachbarschafts-
beziehungen weiter verwenden zu konnen. Die Lokalitét ist ausschlaggebend da die in dieser
Arbeit relevanten Protokolle die Gemeinsamkeit aufweisen, dass jedem Knoten mehr Knoten
in seiner nahen Nachbarschaft bekannt sind, als weiter entfernte Knoten. Dies gilt auch fiir
das Chord- und CAN-Protokoll.
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4 Vorbedingungen flr die Transformation

4.5.1 Raumfiillende Kurven

Raumfiillende Kurven (space-filling-curves) werden benutzt, um eine Abbildung zwischen
multidimensionalen und eindimensionalen Rdumen zu schaffen. Hierbei wird, entsprechend
der jeweiligen Konstruktionsregel, eine kontinuierliche Kurve durch den multidimensiona-
len Raum gelegt. Die Position auf der Kurve entspricht somit der jeweiligen Position im
Raum. Die verschiedenen bekannten raumfiillenden Kurven unterscheiden sich, bedingt
durch ihren Verlauf, in ihrer Auswirkung auf die Lokalitdt der einzelnen Punkte auf der
Kurve beziehungsweise im Raum. Die Lokalitdt beschreibt die Ahnlichkeit zwischen der
Nachbarschaft der Punkte auf der Kurve und der Punkte im Raum. Liegen also Punkte im
Raum nahe beieinander, folgt daraus, dass sie auch auf der Raumkurve nahe beieinander
liegen. Detailliertere Betrachtungen einiger raumfiillender Kurven [MAKoz] und rekursi-
ver Eigenschaften von raumfiillender Kurven [ARR"97] konnen der Literatur entnommen
werden.

Viele der Kurven sind rekursiv aufgebaut, lassen sich also wie Fraktale stufenweise stets
weiter verfeinern. Einige Beispiele fiir diese Kurven sind die Hilbert-Kurve, Peano-Kurve,
Gray-Kurve, E-Kurve und die Z-Kurve. Diese sind in Abbildung 4.2 dargestellt.

Fiir eine bessere Unterstiitzung verschiedener Transformationen wird auch in der Simulation
und Evaluierung eine Austauschbarkeit der verwendeten Raumkurven vorgesehen.

A

Hilbert-Kurve Peano-Kurve Gray-Kurve E-Kurve Z-Kurve

Abbildung 4.2: Beispiele fiir verschiedene Raumkurven

4.5.2 Sequenzielle Raumkurve

Die sequenzielle Raumkurve ist die einfachste Moglichkeit, eine raumfiillende Kurve zu
erzeugen. Hierbei fiillt die Kurve sequenziell eine Dimension nach der anderen. Hierdurch
entsteht eine primitive Raumkurve, die zwar nicht frei von Spriingen, jedoch sehr einfach zu
implementieren ist. Um diese Kurve zu erzeugen, werden die Koordinaten der einzelnen
Dimensionen zusammengefiigt.

[112233445566778899]1p = [112233,445566,778899|3p
Abbildung 4.3 und Abbildung 4.4 zeigen die entstehende Kurve beispielhaft.

Es sind zwar auch sequenzielle Raumkurven ohne Spriinge konstruierbar, aber deren pro-
grammgestiitzte Konstruktion ist nicht derart eindeutig und einfach, darum wird hier diese
Raumkurve vorgestellt und verwendet.
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Abbildung 4.3: Sequenzielle Abbildung 4.4: Sequenzielle
2D-Raumkurve 3D-Raumkurve

4.5.3 Hilbert-Kurve

Die Hilbert-Kurve ist eine rekursiv konstruierte raumfiillende Kurve, die schon im Jahre
1891 von David Hilbert entdeckt wurde. Sie ldsst sich ebenfalls in die zeitgleich entdeckten
Peano-Kurven einordnen. Im Gegensatz zur bereits vorgestellten sequenziellen Raumkurve
ist die Hilbert-Kurve stetig, enthilt also, abgesehen von den Ubergingen an den Riandern
des Id-Raumes, keine Spriinge. Aufserdem zeichnet sie sich durch einen wesentlich besseren
Erhalt der Lokalitit, also der Nachbarschaft, der einzelnen Punkte im Raum bzw. auf der
Kurve aus, was die beabsichtigte Id-Transformation erleichtert. Punkte, die auf der Kurve
nahe beieinander liegen, liegen also auch im Raum nahe beieinander. Fiir ausfiihrlichere
Betrachtungen zu diesem Thema wird auf [MAKoz2] verwiesen.

Die Implementierung der Hilbert-Kurve ist allerdings um einiges aufwandiger. Einen Ansatz
hierzu liefert [SLPog] und [Buto6].

Abbildung 4.5 und Abbildung 4.6 zeigen die entstehende Kurve beispielhaft.

Im Allgemeinen stellt die Hilbert-Kurve eine wesentlich elegantere Losung der Adresstrans-
formation als die sequenzielle Raumkurve dar.

4.5.4 Optimale Raumkurven

Neben den generischen Raumkurven, die geordnet und nach mathematischen Vorgaben
den Raum, mehr oder weniger, gleichméfig fiillen, sind auch Raumkurven denkbar, die
weniger auf das gleichméfige Fiillen des Raums sondern an der Optimierung der Nachbar-
schaftsbeziehungen ausgerichtet sind. Obwohl fiir einzelne Netzwerkstrukturen optimale
Raumkurven existieren, die entsprechende Nachbarschaftsbeziehungen gewédhrleisten, dass
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Abbildung 4.5: 2D-Hilbert-Kurve Abbildung 4.6: 3D-Hilbert-Kurve

keine oder nur wenige, zusitzliche Verbindungen aufgebaut werden miissen, sind diese nur
fiir diese eine oder wenige Knotenverteilungen optimal.

Algorithmen zur Verwaltung und Steuerung der Netzwerke miissen mit verschiedenen
Verteilungen der teilnehmenden Knoten zurechtkommen. Eine optimierte Raumkurve kann
aber nicht fiir alle Knotenverteilungen optimal sein. Um fiir jede Transformation eine neue
optimale Raumkurve zu nutzen, miisste zumindest die aktuelle Knotenverteilung bekannt
sein, was wiederum eine meistens nicht gegebene globale Sicht voraussetzen wiirde. Solange
dies der Fall ist, ist die Nutzung einer optimierten Raumkurve wenig sinnvoll.

4.5.5 Eignung der Raumkurven fiur die Transformation

Durch die Betrachtung der verschiedenen raumfiillenden Kurven stellt sich die Frage, welche
Raumkurven sich besonders fiir die Ubersetzung der verwendeten Identifier und somit
fir die geplante Transformation der Overlaynetze eignen. Hierzu konnen vor allem drei
Kriterien betrachtet werden.

Die Kurve sollte einfach zu berechnen und zu handhaben sein. AufSerdem ist es vorteilhaft
fiir die Transformation, wenn Adressen, die auf der Kurve nahe beieinander liegen, auch im
Raum nahe beieinander liegen. Hierdurch wird die Lokalitdt beziehungsweise die Nachbar-
schaft der Knoten weniger Veranderungen unterworfen. Von grofier Bedeutung ist auflerdem
die Ubertragbarkeit des Konstruktionsprinzips der Raumkurven auf mehrere Dimensionen.
Ist dies nicht oder nur unter grofiem Aufwand der Fall, konnen Overlaynetze wie CAN,
in denen die Relationen zwischen den Dimensionen eine grofie Rolle spielen, nur schwer
unterstiitzt werden.

Die im weiteren Verlauf dieser Arbeit relevanten Raumkurven wurden bereits genauer
beschrieben. Diese speziellen Kurven wurden auf Grund ihrer einfachen Berechenbarkeit im
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Fall der sequenziellen Raumkurve, beziehungsweise ihrer guten Eignung fiir das Transfor-
mationsergebnis im Fall der Hilbert-Kurve ausgewéhlt. Aus den Ergebnissen von [MAKoz]
kann gefolgert werden, dass sich die Hilbert-Kurve im Hinblick auf Sprunghaftigkeit und
Kontinuitdt am besten fiir die in dieser Arbeit beabsichtigte Transformation eignet.
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Kapitel 5

Konzepte fur die Transformation

In diesem Kapitel werden Moglichkeiten behandelt, um verschiedene Overlaystrukturen
ineinander zu tiberfiihren. Diese werden in die bereits erlduterte Architektur eingefiigt. Um
einen Uberblick iiber die Moglichkeiten zu geben, werden zunichst einige naive Transfor-
mationsmethoden erldutert. In Abbildung 5.2 wird schliefilich ein Ansatz vertieft und im
Anschluss zu den naiven Transformationsmethoden in Relation gesetzt.

Dabei wird das allgemeine Vorgehen fiir die Transformation am Beispiel der Hin- und
Riicktransformation zwischen den Protokollen Chord und CAN beschrieben. Da die Uber-
legungen in dieser Arbeit auf einem modularen Aufbau der Transformation basieren sind
andere Transformationsprotokolle mit abweichenden Ansétzen denkbar. Dies ist besonders
dann der Fall, wenn dabei eine Transformation zwischen anderen Protokollen ermoglicht
werden soll.

5.1 Naive Transformationsmethoden

Fiir die konkrete Durchfiihrung der Transformation sind verschiedene Vorgehensweisen
moglich. Hier wird zunéchst ein generischer Ansatz beschrieben. Im Anschluss hieran wird
ein optimierter Ansatz durch die Nutzung eines Hybridnetzwerkes erldutert. Diese beiden
Ansitze werden anschlieflend in Abschnitt 6 bewertet und diskutiert.

Aus Griinden der Uberschaubarkeit und Wiederverwendbarkeit bietet sich eine Aufteilung
auf dedizierte und austauschbare Module fiir unidirektionale Transformationen an. Diese
sollten sowohl das Transformationskriterium als auch die eigentlichen Transformationsfunk-
tionalitdten enthalten.

Zundchst werden in diesem Abschnitt einige naive Ansétze fiir die Transformation erldutert.
Hierbei werden ebenso die grundlegenden Annahmen sowie auch die sich dabei ergebenden
Probleme weiter vertieft.
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5.1.1 Direktes Uberfiihren der Knoten

Der direkteste Losungsansatz ist es, jeden einzelnen Knoten sequenziell aus dem Ausgangs-
netzwerk in das Zielnetzwerk zu iiberfithren. Der Knoten, der die Transformation auslost,
initialisiert hierbei das Zielnetzwerk. Entsprechend der Gestalt des Ausgangs- und Ziel-
netzwerkes muss hierbei gegebenenfalls die Id mit der in Abschnitt 4.5 schon behandelten
Methode transformiert werden. Im weiteren Verlauf der Transformation verldsst jeder wei-
tere Knoten das Ausgangsnetzwerk und tritt dem Zielnetzwerk bei. Die von den Knoten
verwalteten Nutzdaten verbleiben zundchst auf den jeweiligen Knoten und werden erst nach
Abschluss der Transformation auf ihre neuen Knoten transferiert.

Hierdurch ist es allerdings nicht ohne Weiteres moglich, wihrend der Transformation
Anfragen an das Netzwerk zu stellen. Wird dies dennoch versucht miissen insgesamt vier
Lookups gestellt werden, jeweils zwei Anfragen an jedes der beiden Teilnetzwerke, von
denen jeweils eine die originale und eine die transformierte Id nutzt. Hierbei steigen sowohl
Netzwerklast durch die erhchte Zahl der Anfragen als auch der Berechnungsaufwand auf
den teilnehmenden Knoten, da es gegebenenfalls nicht ausreicht die Nutzdaten nur mit Hilfe
der Id abzugleichen.

Zusatzlich kann dieser Ansatz erweitert werden, um eine partielle Transformation des
Netzwerkes zu ermoglichen. In dieser konnten mehrere verschiedene Netzwerktopologien
kooperativ betrieben werden.

Hierzu miisste allerdings global bekannt sein wo die Grenze fiir die Transformation verlauft,
da ansonsten nicht sichergestellt werden kann dass der fiir die angefragte Id zustandi-
ge Knoten das ihm tibergebene Adressformat behandeln kann. Wird dies vorausgesetzt,
muss die Kommunikation dennoch iiber Gatewayknoten umgeleitet werden, denen die
Adressabbildung mdglich ist. Dies wiirde jedoch zu einer starken Mehrbelastung oder sogar
Uberlastung einzelner Netzwerkknoten fiihren. Diese beispielhafte Situation wihrend der
Transformation wird in Abbildung 5.1 gezeigt.
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Abbildung 5.1: Koexistenz von Chord- und CAN-Netzwerken



5.1 Naive Transformationsmethoden

Um diese Situation zu entschérfen, muss eine Hierarchie von Vertretern oder Gatewayknoten
aufgebaut werden. Diese {ibernehmen beziehungsweise steuern die Kommunikation und
Adressumwandlung zwischen den einzelnen Netzwerkteilen. So ldsst sich die Last auf die
individuellen Knoten reduzieren. In jedem Fall sind aber die an dieser Hierarchie beteiligten
Knoten einer Mehrbelastung unterworfen, was die Fairness stark beeintrachtigt.

5.1.2 Teile und Herrsche

Ausgehend von dem Ansatz, das Problem in mehrere kleinere, leichter zu l6sende Probleme
aufzuteilen und so leichter beherrschbar zu machen, kann das Netz getreu dem Motto , Teile
und Herrsche” transformiert werden. Folgende vier Schritte sind dafiir notig.

Im ersten Schritt wird das Netzwerk in X kleinere Bereiche aufgeteilt. Dies kann durch
begrenztes Fluten oder Coloring-Algorithmen erreicht werden. Alternativ kann auch der Initi-
alknoten die Teilung explizit vornehmen und diese mit Hilfe einer Transformationsnachricht
verbreiten.

Im Anschluss hieran muss in jedem Bereich die absolute Sicht hergestellt werden. Hierzu wiir-
den sich unter anderem Gossipingverfahren eignen, mit denen die benéttigten Informationen
in O(logn) Schritten verbreitet werden konnen.

Im néchsten Schritt kann aus jedem der X Bereiche eine kleine Instanz des Zielnetzwerkes
gebildet werden. Der Aufbau dieser Instanz kann sehr gut optimiert werden, da jeder Knoten
tber die absolute Sicht in seinem Bereich verfiigt. Im Falle eines CAN-Zielnetzwerkes
kann jeder Knoten seine position im CAN-Partitionierungsbaum errechnen. Durch die
Positionen in diesem kann jeder Knoten seine Ausdehnung und Posion bestimmen und seine
individuelle Routingtabelle auf dieser Grundlage fiillen. In Chord-Netzwerken reicht hierbei
eine blofSe Sortierung der Knoten aus um die hinreichende Invariante zu gewéahrleisten.

Im letzten Schritt werden die in den vorherigen Schritten erzeugten Bereiche wieder mitein-
ander verschmolzen. Das Vorgehen muss hierzu an den Typ des jeweiligen Zielnetzwerkes
angepasst werden. Das Verschmelzen der Bereiche kann optimiert werden, indem jeder
Bereich zundchst ein Netzwerk auf einer Teilmenge des gesamten Id-Raums aufbaut. Dem
entsprechend konnen optimierte Verfahren entwickelt werden um die Netzwerke effizien-
ter zu verschmelzen. Auf diesem Gebiet wurden bereits verschiedene Anstrengungen zu
verschiedenen Netzwerken unternommen, die als Ansatzpunkte hierfiir dienen kdnnen.
[Datoy, DA06, MJBos, SGHoy] Abbildung 5.2 zeigt die drei Zustdnde der optimierten Trans-
formation von einem CAN-Netzwerk in ein Chord-Netzwerk unter der Nutzung von fiinf
kleinen Chord-Netzwerken.

Die folgenden Probleme mit diesem Losungsansatz haben zu dessen Ausschluss gefiihrt:
Ein Problem an diesem Ansatz ist die Grofse und Anzahl der Bereiche optimal festzulegen.
Bei der Nutzung zu vieler Bereiche steigt der Aufwand zur Verschmelzung der einzelnen
Bereiche stark an. Werden zu wenige Bereiche genutzt, steigt der Aufwand zur Herstellung
der absoluten Sichten in den Bereichen ebenso stark an. Ein weiteres hiermit zusammenhén-
gendes Problem ist die Wahl der Grenzen zwischen den Bereichen. Fiir den Fall, dass diese
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Abbildung 5.2: Transformation durch Teilen und Zusammenfiihren

statisch vorgegeben sind, ist die ganze Transformation sehr unflexibel. Werden die Bereiche
dynamisch gehandhabt steigt der Koordinations- und damit Kommunikationsaufwand. Das
dritte Hauptproblem umfasst die Problemstellung des Verschmelzens verschiedener Bereiche
in bestimmten Netzwerken. Im konkreten Fall betrifft dies das Verschmelzen von mehreren
CAN-Netzwerken. Entsprechend treten Probleme auf, wenn CAN-Knoten fiir mehrere Berei-
che verantwortlich sind oder sich ein Bereich nicht auf einen eindimensionalen Bereich auf
dem Chord-Ring reduzieren lésst.

Weiterhin kann es bei dieser Losung zu Problemen fiihren, die globale Sicht in einem Bereich
herzustellen, wenn Knoten das Netzwerk verlassen oder betreten, sofern die Transformation
noch nicht abgeschlossen ist.

5.1.3 Nebenlaufige Neukonstruktion

Bei dieser Transformationsmethode wird das Zielnetzwerk nebenldufig zum Ausgangs-
netzwerk aufgebaut und betrieben. Wahrend dieser Zeit werden alle Anfragen weiter an
das Ausgangsnetzwerk gestellt. Das neue Netzwerk tibernimmt die Funktion erst, wenn
alle Informationen komplett transferiert wurden, d. h. wenn alle Schliissel / Wert-Paare im
Ausgangs- und im Zielnetzwerk vorhanden sind. Obwohl alle Anderungen an Inhalten sowie
beitretende und verlassende Knoten in beiden Netzwerken behandelt werden, miissen alle
Anfragen vom Ausgangsnetzwerk bearbeitet werden.

Im Einzelnen folgt dieser Vorgang den folgenden Schritten: Sobald ein Knoten die Transfor-
mation beginnt, initialisiert dieser eine Instanz des Zielnetzwerkes. In diesem Netzwerk ist
der Initialknoten fiir den gesamten Identifierraum zustandig. Daraufhin wird das Netzwerk
mit Transformationsnachrichten geflutet.

Zur Ausbreitung der Transformationswelle wird der Echo-Algorithmus [Teloo] verwendet.
Dieser erreicht mit einer Hinwelle alle Knoten und initialisiert hierbei die Transformation
auf allen Knoten. Jeder Knoten den die Transformationsnachricht erreicht tritt dem Ziel-
netzwerk bei. Als Kontaktknoten wird hierfiir der Vorganger aus der Transformationswelle
verwendet, auSerdem ist dieser durch die Nutzung des Echo Algorithmus den einzelnen
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Knoten schon bekannt. So wird verhindert, dass einzelne Knoten dadurch iiberlastet werden.
Zusétzlich wird eine Riickwelle ausgeldst die genau dann {iber die Knoten zuriick lauft,
wenn der Beitrittsvorgang im Zielnetzwerk abgeschlossen ist. Als Ergebnis hiervon kommt
die Riickwelle beim Initialknoten an, wenn alle Knoten dem Zielnetzwerk beigetreten sind.
Zu diesem Zeitpunkt existieren Ausgang- und Zielnetzwerk simultan auf allen Knoten
in ihrer finalen Topologie. Jedoch enthilt das Zielnetzwerk bisher keine Nutzdaten, also
Schliissel/Wert-Paare. Um diese zu iibertragen, wird eine weitere Transformationsnachricht
tiber den, mit dem Echo-Algorithmus implementierten, Weiterleitungsbaum gesendet. Jeder
Knoten, den diese Transformationsnachricht erreicht, fiigt alle seine Schliissel / Wert-Paare
dem Zielnetzwerk hinzu.

Bei diesem Vorgang werden fiir alle Interaktionen mit dem Zielnetzwerk und mit der in Ab-
schnitt 4.5 behandelten Adresstransformation neu erzeugte Ids verwendet. Die Zustdndigkeit
fiir einen Grofsteil der Inhalte wird so auf andere Knoten verschoben. Folglich miissen auch
die entsprechenden Schliissel/ Wert-Paare nicht nur lokal sondern tiber das Netzwerk auf
andere Knoten iibertragen werden. Der Abschluss der Nutzdateniibertragung l6st wiederum
eine Riickwelle aus, mit deren Eintreffen das Ausgangsnetzwerk verlassen werden kann.

Abschnitt 5.3 zeigt die beiden nebenldufig betriebenen Netzwerke und die Protokollinstanzen,
die auf den gleichen Knoten ausgefiihrt werden.

Chord CAN

Abbildung 5.3: Nebenldufig betriebene Chord- und CAN-Netzwerke

Obwohl dieser Ansatz bereits viele der gestellten Anforderungen erfiillt, kann er negati-
ve Auswirkungen auf die Leistung tiberlagerter Dienste haben. Wird beispielsweise ein
Publish /Subscribe-System betrieben das auf Verteilbdzumen basiert, miissen die Verteilbdume
vollkommen neu aufgebaut werden.
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Aufwandsabschéatzung Chord <> CAN

Da dieser Ansatz im Folgenden als Referenz dienen soll, wird der hierfiir benétigte Aufwand
in Hinsicht auf die Nachrichtenkomplexitdt nochmals genauer abgeschitzt. Der Aufwand fiir
diese Transformationsmethode setzt sich aus den folgenden Bestandteilen zusammen: Aus-
schlaggebend ist hierbei dass bis zum Abschluss des Informationstransfers beide Netzwerke
simultan betrieben werden miissen. Zusétzlich miissen fiir die Dauer der Transformation
beide Netzwerke aufrecht erhalten werden, hierdurch fillt der entsprechende Kommunikati-
onsaufwand fiir beide Netzwerke an.

Es sei n die Anzahl der Knoten und e die Anzahl der Kanten beziehungsweise Nachbar-
schaftsbeziehungen.

Um die Transformation einzuleiten wird die Hinwelle des Echo-Algorithmus genutzt. Zur
Durchfiihrung des Algorithmus senden alle Knoten eine Nachricht iiber ihre inzidenten
Kanten. Dies Entspricht 2e Nachrichten fiir die Hinwelle. Ausgenommen ist hiervon jeweils
die Aktivierungskante. Dadurch werden —n Nachrichten weniger versendet. Wiederum die
Ausnahme hiervon bildet der initiale Knoten, der Nachrichten tiber alle seiner inzidenten
Kanten sendet, also +1. Insgesamt entspricht dies 2¢ — n + 1 Nachrichten fiir die Anwendung
des Echo-Algorithmus, dies entspricht einer Hin- und einer Riickwelle. Hiervon werden im
Verlauf der Transformation zwei Wellen, also 4e — 2n + 2 Nachrichten benétigt.

n—1
Fiir den Beitritt in das neue Netzwerk werden im Mittel ) 2 + logi Nachrichten benotigt,
i=1
um den geeigneten Knoten fiir den Beitritt im neuen Netzwerk zu finden. Dies entspricht
einer Nachricht fiir den Beginn des Beitritts, einer fiir die Ubertragung der Beitrittsdaten

und der mittleren Routingdistanz tiber die bereits beigetretenen Knoten.

AnschliefSend werden abhédngig vom Protokoll des Zielnetzwerkes weitere Nachrichten fiir
den Aufbau und die Validierung der Routingtabelle des Zielnetzwerkes benétigt. Fiir Chord
als Zielprotokoll sind dies im Mittel log® n Nachrichten pro Knoten fiir den direkten Lookup
der Nachbarn. Fiir CAN als Zielprotokoll sind dies mindestens d/2 Nachrichten pro Knoten
fiir das Informieren der Nachbarn des neu beigetretenen Knotens. Hieraus ergeben sich
n * log® n beziehungsweise 1 * d /2 Nachrichten fiir die gesamte Transformation.

Um die Transformation zu komplettieren miissen noch die Schliissel / Wert-Paare auf die
im neuen Netzwerk zustdndigen Knoten tibertragen werden. Hierzu muss zunédchst der
Partnerknoten durch einen zusatzlichen Lookup ermittelt werden. Hierzu werden n * logn
Nachrichten benétigt. Und noch einmal 1 Nachrichten fiir die Ubertragung selbst.

Beim Vergleich der Hin- und Riicktransformation unterscheidet sich lediglich der Aufwand
fiir den Aufbau und die Validierung der Routingtabelle. Im Fall von CAN findet der Aufbau
der Routingtabelle auf dem beitretenden Knoten in einem Schritt statt. Zuséatzlich fallen
Nachrichten fiir das Informieren der Halfte der Nachbarknoten an. Die anderen Aufwénde
unterscheiden sich nicht signifikant.

Weitere Betrachtungen zur Komplexitét finden sich in Abschnitt 5.3.1.
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5.2 Transformation mit Hilfe eines Hybridnetzwerkes

Dieser optimierte Ansatz beruht auf dem Grundsatz moglichst viele Informationen aus
dem Ausgangsnetzwerk wiederzuverwenden und auch auf dem bereits verworfenen Ansatz
der direkten Uberfithrung der Knoten aus Abschnitt 5.1.1. Besonders die bereits bestehen-
den Routingtabellen sollen wiederverwendet werden, da hiervon viele Eintrdge auch im
Zielnetzwerk bendtigt werden.

5.2.1 Ansatz

Um den lokalen Zustand moglichst klein zu gestalten werden die Protokolle nicht nebenldufig
betrieben, sondern werden moglichst nahtlos ineinander tiberfithrt. Damit hierbei keine
Informationen verloren gehen werden diese in das jeweils folgende Protokoll {ibernommen.

Zundchst werden fiir jeden teilnehmenden Knoten drei Zustdnde eingefiihrt, in denen jeweils
nur ein Protokoll zurzeit auf dem jeweiligen Knoten betrieben wird. Diese beschreiben den
Betrieb des Ausgangsprotokolls vor der Transformation (pre), den Betrieb des Transformati-
onsprotokolls wahrend der Transformation (trans) und den Betrieb des Zielprotokolls nach
der Transformation (post).

Auch unter Nutzung dieses Ansatzes ist eine Id-Transformation mit Hilfe der Hilbert-
Kurve vorgesehen, jedoch ist diese nur notig, wenn sich der Kommunikationspartner in
einem anderen Transformationszustand befindet. Hierdurch und durch die Nutzung der in
Abschnitt 4.4 vorgestellten Architektur, wird der unabhéngige Betrieb der Protokolle in den
Zustanden pre und post ermdoglicht. Der Unterschied zu den anderen vorgestellten Verfahren
liegt darin, dass die Id-Transformation erst mit dem Wechsel des genutzten Protokolls
stattfindet.

Innerhalb des hybriden Transformationsprotokolls miissen die Zustiandigkeit und der
Id-Verlauf definiert werden. Hierzu werden einige Vorgaben aus den Chord- und CAN-
Protokollen verwendet. Die Zustdandigkeit fiir bestimmte Id-Bereiche wird von Chord ab-
geleitet, jedoch werden hieraus einzelne Bereiche gebildet, wie sie in CAN f{iblich sind.
Als Konsequenz hieraus entstehen auf jedem Knoten mehrere Bereiche die sich dadurch
auszeichnen, dass sie von einem Teil der verwendeten Raumkurve stetig durchlaufen werden.
Abbildung 5.4 zeigt einige Knoten auf einem, entsprechend der Hilbert-Kurve verlaufenden
Chord-Ring und deren Zustdndigkeit fiir die einzelnen Ids. Das Routing basiert entsprechend
der Bereichsdefinition ebenfalls auf dem CAN-Protokoll und wird in Abschnitt 5.2.4 weiter
erldutert. Abbildung 5.5 zeigt die potentiellen Verbindungen eines Bereichs im hybriden
Protokoll.

5.2.2 Ablauf der Tansformation

Um die optimierte Transformation durchzufiihren, miissen folgende Aktionen auf jedem
Knoten ausgefiihrt werden. Zuerst muss die Transformation initialisiert werden. Hierzu geht
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der Initialknoten in den trans Zustand iiber und sendet eine Transformationsnachricht an
seine Nachbarn.

Die Transformationsnachricht enthilt neben dem Vorganger im Transformationsbaum auch
das Zielprotokoll sowie das verwendete Transformationsprotokoll. Das Transformations-
protokoll wiederum ist abhingig vom Zielprotokoll und sammelt alle, fiir den Betrieb des
Zielprotokolls benétigten, Routingtabelleneintrige. Der Ubergang von pre zu trans findet,
wie auch bei der nebenldufigen Transformation, durch den Echo-Algorithmus[Teloo] statt.
Konkret breitet sich die Transformationswelle hierbei epidemisch aus. Zum Zustandsiiber-
gang zahlt ebenfalls die Initialisierung des Transformationsprotokolls auf dem jeweiligen
Knoten. Hierzu miissen sowohl die Id als auch der Zustandigkeitsbereich ermittelt werden.
Der Aufwand hierfiir ist vor allem von der fiir die Adresstransformation verwendeten Raum-
kurve abhédngig. Um den Zustandigkeitsbereich zu beschreiben werden mehrere virtuelle
Protokollknoten (VProtocol) innerhalb des Protokolls verwaltet. Diese beschreiben rechteckige
Bereiche und iiberspannen einen kontinuierlichen Bereich auf der Raumkurve. In Abbil-
dung 5.6 sind ein fehlerhafter und ein korrekt aufgebauter Bereich dargestellt. Zusatzlich
werden alle Routinginformationen, iiber die der Anfangsprotokollknoten verfiigt, in die
jeweiligen VProtocole tibernommen.

Im Fall der Transformation vom CAN- zum Chord-Protokoll ist zusdtzlich das Vorhalten
einer Chord-Routingtabelle vorgesehen. Dies ist nur dann notig wenn eine moglichst rei-
bungslose Transformation ins Chord-Netzwerk ermoglicht werden soll. Dies wird spéter
weiter erldutert.

Nach der Initialisierung des Transformationsprotokolls wird mit der Suche der im Zielpro-
tokoll benotigten Nachbarn begonnen. Die verschiedenen Vorgehensweisen hierzu werden
in Abschnitt 5.2.3 erldutert. Sobald alle bendtigten Nachbarn gefunden sind kann die Riick-
welle des Echo-Algorithmus gestartet beziehungsweise fortgesetzt werden. Die Bldtter des
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Abbildung 5.6: Fehlerhaft (links) und korrekt (rechts) konstruierte Bereiche im
Transformationsprotokoll

Transformationsbaums senden hierbei in regelméfsigen Abstinden den Fortschritt ihrer
Transformation und Optimierung tiber den Transformationsbaum zum Initialknoten.

In diesem Fall wird mit der Optimierung des lokalen Zustands fortgefahren. Der lokale Zu-
stand kann bei Verwendung von regelméafiigen Transformationsnachrichten schon optimiert
werden bevor alle Nachbarn bekannt sind. Falls es hierbei zur Migration von VProtocolen
kommt muss der neue Knoten die entsprechenden Nachbarn suchen. Die Optimierung des
lokalen Zustands wird in Abschnitt 5.2.5 eingehender beschrieben.

Der Fortschritt und die Terminierung der Transformation wird durch die regelméfligen Sta-
tusnachrichten vom Initialknoten erkannt. Hierbei ist kein spezielles Verfahren zur Wahrung
der Kausalitdt der Beobachtung (Doppelzahlverfahren) nétig, da das Terminierungsattribut
als stabil angenommen wird. Auch der Grad der Optimierung wird auf Grund des ange-
wandten Verfahrens als stabil angenommen. Der Grad der Optimierung, der hierbei durch
das Aggregat der Rankingwerte definiert ist, kann also nicht sinken. Der Initiator kann die
Transformation beenden, sobald alle Knoten tiber die hierfiir erforderlichen Nachbarschafts-
informationen verfiigen und lediglich noch Optimierungen vorgenommen werden.

Zu diesem Zeitpunkt oder nach Uberschreiten einer Optimierungs- oder Zeitschwelle kann
der Initialknoten das Ende des Vorgangs einleiten, indem er eine weitere Transformations-
nachricht mit Hilfe des Echo-Algorithmus aussendet. Durch die entsprechende Riickwelle
kann die Terminierung des gesamten Vorgangs festgestellt werden.

Dieser Vorgang ist am Beispiel einer Transformation von Chord nach CAN in Abbildung 5.7
dargestellt. Hierbei ist zu beachten, dass Knoten im CAN fiir mehrere Bereiche verantwortlich
sein konnen. Die Transformation findet von Chord (links) tiber verschiedene Transforma-
tionsstufen bis hin zum Endprodukt der Transformation (rechts) zu CAN statt. Dies wird
durch den Schritt der Optimierung, der in Abschnitt 5.2.5 beschrieben wird, verbessert.

Transformationsalgorithmus

Abbildung 5.1 und Abbildung 5.2 zeigen die allgemeine algorithmische Vorgehensweise
um die Transformation aus Sicht eines einzelnen Knotens durchzufiihren. Aus Griinden der
Verstdandlichkeit wurden hierbei einige Vereinfachungen vorgenommen.
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Abbildung 5.7: Transformation mit Hilfe eines Hybridnetzwerkes

Die dem Knoten neu zugestellten Nachrichten laufen hierbei in der Methode processEvent auf.
Hier wird eine erste Unterscheidung der vorzunehmenden Aufgaben getroffen. Wahrend in
processTransformation alle die Transformation betreffenden Aktionen durchgefiihrt werden,
finden die sonstigen, tiblicherweise bei Eintreffen einer Nachricht, ausgefiihrten Aktionen in
processEventLocal statt. Im Weiteren werden nur die Transformationsspezifischen Aktionen
weiter behandelt.

processEvent ( message )
// do transformation specific event processing
processTransformation( message )
// do node specific event processing
processEventLocal( message )

processTransformation( message )
// if message is a transformation message
if ( message IS TransformationMessage ) {
// prevent cycles - only start same transformation once
if ( message.transformationStatus IS NOT HybridTransport.transformationStatus ) {
if ( message.TransformationStatus IS tramns ) {
// initilize transformation
startTransformation( message )
} else if ( message.TransformationStatus IS post ) {
// stop transformation
finishTransformation( message )
}
}
}
// in every case check if any useable contained information and optimize local state
filterNeededIds( message )
optimizeLocalState( )

Listing 5.1: Algorithmus fiir Transformation mit Hilfe eines Hybridnetzwerkes

Fiir die Transformation ist generell jede empfangene Nachricht von Interesse, da jede Nach-
richt Informationen tiber bisher unbekannte Knoten enthalten kann. Nach dem Empfang
von Nachrichten wird auflerdem der lokale Zustand optimiert. Dies wird am Ende der
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processTransformation Methode fiir jede Nachricht gepriift. Abgesehen von dieser Ausnahme
sind fiuir die Transformation im Weiteren nur die Transformationsnachrichten von Inter-
esse. Wird eine Transformationsnachricht mit einem vom lokalen Zustand abweichenden
Transformationsstatus empfangen, wird die Transformation lokal gestartet beziehungsweise
beendet.

Im letzten Schritt, also nach dem Starten oder Stoppen der Transformation, werden neue
Transformationsnachrichten erstellt und an alle Nachbarn, ausgenommen des Senders
der auslosenden Nachricht, weitergeleitet. Hierdurch wird der Transformationsbaum,
entsprechend des Echo-Algorithmus aufgebaut.

startTransformation( message )
// set target protocol id
id = sfc.translate( preProtocol.id )
// copy neighbor information
getNeighborInformation( preProtocol )

// start transformation on transport layer
transport.startTransformation( message )

// forward transformation message
forwardMessage ( message )

// prepare id search
setUpNeededIds( )
filterNeededIds( neighbors )

// start timers - only once every CHALLANGE_TIME do
startActiveSearchTimer( O, CHALLANGE_TIME )
startMutualOptimisationTimer( O, CHALLANGE_TIME )

finishTransformation( message )
// stop timers
stopActiveSearchTimer ( )
stopMutualOptimisationTimer( )

// set target protocol id
toProtocol.id = id

// copy neighbor information
setNeighborInformation( pastProtocol )

// forward transformation message
forwardMessage ( message )

// stop transformation on transport layer
transport.finishTransformation( message )

forwardMessage ( message )
// forward to all neighbors except transformation parent and save parent
transformationParent = message.sender
foreach ( Node n IN neighbors ) {
if ( n IS NOT transformationParent ) {
TransformationMessage msg = new TransformationMessage( node, n.protocol.id )
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msg.tStatus = message.tStatus
transport.send( n, msg )
}
}

Listing 5.2: Algorithmen zum Start und Stop der Transformation

Zum Starten und Ausbreiten der Transformation wird die Methode startTransformation ge-
nutzt. Entsprechend des vorgestellten Vorgehens wird nun die Id des HybridProtokolls gesetzt.
Hierbei muss die bereits behandelte Id-Transformation angewendet werden. AufSerdem wer-
den die Routinginformationen sowie die verwalteten Inhalte aus dem Ausgangsprotokoll in
das Transformationsprotokoll iibertragen. Im Anschluss hieran kann das HybridProtokoll die
weitere Kommunikation {ibernehmen. Hierzu wird die Transformation im HybridTransport
(this.ht) gestartet, woraufhin alle zukiinftig eintreffenden Pakete an das HybridProtokoll wei-
tergeleitet werden. Zuvor wurden nur die Transformationsnachrichten an das HybridProtokoll
weitergeleitet.

Zusatzlich wird die aktive Suche nach bisher nicht bekannten, aber benétigten Knoten
initialisiert. Die Suche wird hierbei durch einen Timer gesteuert, der erst am Ende der
Transformation gestoppt wird und bis zu diesem Zeitpunkt alle CHALLANGE_TIME neu auf-
gerufen wird. Der erste Aufruf erfolgt allerdings sofort. Entsprechend wird die Nachbarsuche
und Optimierung zum Beenden der Transformation gestoppt. Mit welchen Mechanismen
die Nachbarn gefunden werden kénnen wird in Abschnitt 5.2.3 beschrieben. Ahnlich wie
die Suche nach Nachbarn wird hier auch die gegenseitige Optimierung des Zustands der
Knoten gestartet. Die zugehorigen Mechanismen werden in Abschnitt 5.2.5 beschrieben.

Analog hierzu ist der Ablauf in der Methode finishTransformation. In dieser wird das Ziel-
protokoll vorbereitet, in dem die Id und notwendigen Routingeintrdge und damit die
Nachbarschaftsbeziehungen transferiert werden. Zuvor wird jedoch die Nachbarsuche sowie
die gegenseitige Optimierung ausgehend von dem aktuellen Knoten gestoppt.

5.2.3 Nachbarsuche

Eines der zentralen Probleme dieses Ansatzes ist die Ermittlung der Nachbarn im Zielnetz-
werk. Bei anderen Ansitzen wird dieses Problem umgangen, indem der jeweilige Beitrittsme-
chanismus des Netzwerkes verwendet wird. In jedem Fall muss zunéchst festgestellt werden,
welche Ids von den Nachbarn verwaltet werden.

Dabei sind verschiedene Vorgehensweisen denkbar. Der direkteste Ansatz hierzu ist der
Lookup der in Frage kommenden Ids. Hierzu muss eine {iberschaubare Zahl von potentiellen
Nachbar-Ids vorliegen. Ist dies nicht der Fall konnen Gossiping-Algorithmen eingesetzt
werden, mit deren Hilfe die Knoten des Transformationsnetzwerks Informationen {tiber ihre
Nachbarknoten austauschen kénnen. Hierdurch kann das Problem der Nachbarsuche mit
logarithmischem Aufwand gelost werden. Alternativ zu den beiden erwdhnten Moglichkeiten
konnen spezifisch auf das Zielnetzwerk und deren Besonderheiten abgestimmte Verfahren
genutzt werden.
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Chord Nachbarsuche

Die Suche der Nachbarn in einem Chord-Netzwerk folgt strengen Regeln und kann genau
vorausbestimmt werden. Hierdurch kann die Niitzlichkeit von direkten Lookups bewertet
werden.

Abbildung 5.8 zeigt die Nachbarn eines Chord-Knotens. Diese konnen ausgehend von der Id
X des jeweiligen Knotens berechnet werden. Hierbei sind die Nachbarn in der Finger-Liste
als die Knoten definiert, die fiir die Ids x + 2’ miti = 0.. log N verantwortlich sind. Zusatzlich
werden die S = SuccessorListSize nachsten Knoten auf dem Ring benotigt.
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Abbildung 5.8: Nachbarn eines Chord- Abbildung 5.9: Nachbarn eines  CAN-
Knotens Bereichs

Hiermit ergeben sich log N + S Ids, fiir die Lookups durchgefiihrt werden miissen. Dies lasst
sich ein wenig durch die Nutzung der Uberschneidung zwischen Finger-Liste und Successor-
Liste reduzieren. Fiir Werte aus realen Netzwerken lassen sich folgende Werte annehmen. Fiir
die Grofle des Identifierraums N = 2!% und S = 8 fiir die Lange der Successor-Liste ergibt
sich die Zahl der Lookups zu log2!?® + 8 = 136. Fiir ein Netz mit 1.000 Knoten wiirden also
136.000 Lookups benétigt werden, damit alle Knoten ihre Routingtabellen fiillen kdnnen.

Jedoch benotigt das Chord-Protokoll zum Beginn des Betriebs nur die hinreichende Invarian-
te, welche besagt dass der ndchste Knoten auf dem Ring bekannt sein muss. Um dennoch
eine gewisse Ausfallsicherheit zu gewdhrleisten sollte zumindest die Successor-Liste gefiillt
werden. Hierdurch wiirden fiir ein Netz mit 1.000 Knoten 8.000 Lookups bendétigt werden.
Die weiteren Lookups dienen nurnoch der Optimierung des Routings nach der Transforma-
tion und miissen nicht der Berechnungsvorschrift entsprechen. Also kann die Finger-Liste
mit den sortierten Eintrdgen aus der Routingtabelle des Ausgangsprotokolls gefiillt werden.
Diese konnen dann im regulédren Betrieb des Chord-Protokolls aktualisiert und berechnet
werden.
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Sofern mehr Lookups als nétig im Laufe der Transformation durchgefiihrt werden sollen, um
die Qualitidt des Zielnetzwerkes zu verbessern, miissen sowohl eine Chord-Finger-Tabelle,
sowie eine Chord-Successor-Tabelle im Transformationsprotokoll vorgehalten werden. Ist
dies nicht der Fall ist eine Chord-Successor-Tabelle ausreichend. Die Successor-Tabelle kann
beim Zustandswechsel mit Hilfe der zur Verfiigung stehenden Daten befiillt werden.

CAN Nachbarsuche

Die Komplexitdt des CAN-Identifier-Raums verursacht bei der Nachbarsuche einige Schwie-
rigkeiten. Hierdurch ist es nicht praktikabel eine Liste von benétigten Ids zu erstellen und
diese den bereits bekannten Nachbarn zuzuordnen, wie es bei Chord ohne weiteres moglich
ist.

Abbildung 5.9 zeigt die potentiellen Nachbarn eines CAN-Bereiches in zwei und drei
Dimensionen. Um alle benétigten Ids zu errechnen miisste die vollstindige Hiille um
alle Id-Bereiche des Knotens berechnet und aufgelistet werden. Genauer berechnet sich
die Zahl der Ids aus dem Produkt der Ausdehnung des Id-Bereichs in jeder Dimension

D
plus zwei. Dies entspricht NumlId = 2 x[[(B; + 2) und steigt mit zunehmender Zahl der
d

verwendeten Dimensionen exponentiell an. Dies steht jedoch in einem sehr groflen Verhiltnis
zur tatsdchlichen Zahl der Nachbarn, die bei 2 x D liegt. Also ist es nicht erfolgsversprechend
fiir jede Kandidaten-Id einen Lookup durchzufiihren. Die entstehende Liste kann durch die
bereits bekannten Nachbarn zwar stark eingeschrankt werden, jedoch bleibt typischerweise
eine grofle Anzahl der Ids unbelegt.

Eine Option hiermit umzugehen wire sequenziell nur fiir wenige der Ids Lookups durchzu-
fithren, die Ergebnisse in die Nachbarliste einzuftigen und die benotigten Ids hiernach neu
zu berechnen. Beim sequenziellen Aufbau eines CAN-Netzwerkes tritt dies nicht auf, da die
Tatsache ausgenutzt wird, dass dem aufgeteilten Knoten alle benotigten Nachbarn bereits
bekannt sind. Es miissen also lediglich die Nachbarn des neuen Knotens benachrichtigt
werden, damit diese den neuen Knoten in ihre Routingtabelle aufnehmen.

Auch das zuvor bei der Untersuchung des Chord-Protokolls vorgeschlagene Verzichten
auf eine komplett gefiillte Routingtabelle und ist unter Nutzung des CAN-Protokolls nicht
moglich, da ein Fehlen von Nachbarn nicht ohne weiteres toleriert werden kann.

Eine speziell auf die vorliegende CAN-Topologie abgestimmte Methode, die Nachbarn eines
Bereiches zu finden, begriindet sich auf dem im CAN-Protokoll vorgesehenen Verfahren um
das Netzwerk nach Knotenausfillen wiederherzustellen. Hierfiir konnen die alternativen
Routingpfade traversiert werden, die normalerweise genutzt werden, um das Netzwerk von
ausgefallenen Knoten zu heilen.

In einem CAN-Netzwerk kann hierfiir der Partitionierungsbaum genutzt werden. Dieser steht
wahrend der Transformation nicht zur Verfiigung, kann jedoch zumindest ndherungsweise
aus der Grofie und Position des Id-Bereiches ermittelt werden. Im Rahmen dieser Arbeit
wird dieser nicht verwendet und nicht konstruiert.

50



5.2 Transformation mit Hilfe eines Hybridnetzwerkes

Ein anderer Weg alternative Routingpfade zu finden, um sie zu traversieren, besteht darin
umgedrehte Lookups durchzufiihren. Hierzu werden Nachrichten mit dem eigentlichen
Quellknoten als Ziel an einen bekannten, entfernten Knoten zum normalen Routing {iberge-
ben. Durch die Aufzeichnung und Auswertung des Routingpfades, auf dem die Nachricht
zuriick zum Quellknoten geroutet wird, konnen neue Knoten und somit neue Nachbarkan-
didaten ermittelt werden.

5.2.4 Routing

Die vorgeschlagene Vorgehensweise fiir die Transformation baut in jedem Fall auf der
Wiederverwendung und Weiternutzung der bisherigen Nachbarn auf. Da diese bereits am
Anfang der Transformation zur Verfiigung stehen und im Rahmen des Greedy-Routings
genutzt werden konnen, sollte sich eine Routingperformance im Bereich des Ausgansnetzes
ergeben. Diese liegt sowohl im Fall von Chord, wie auch im Fall von CAN bei logon.

Die Adresstransformation kann sich jedoch negativ auf das Routing auswirken. Denn durch
diese werden die Positionen aller Knoten im Id-Raum geéndert. Da geeignete Adresstrans-
formationen jedoch die Identifier und somit auch die entsprechenden Knoten einigermafien
gleichmaflig {iber den Id-Raum verteilen, sollte dies das Routing nicht zu sehr beeintréachti-
gen.

Durch Greedy-Forwarding der Nachrichten kann hierbei bereits ein einigermafsen stabiles
Routing erreicht werden, ohne zusédtzliche Mafinahmen zu ergreifen. Hierbei wird jede
Nachricht an den Nachbarn weitergeleitet, der dem Ziel der Nachricht geometrisch
am ndchsten liegt. Im Zustand frans muss jedoch zusdtzlich ein angepasstes Routing
verwendet werden, da durch einen stark unterschiedlichen Transformationszustand der
beteiligten Knoten, Zyklen in den Routingpfaden auftreten kénnen. Abbildung 5.10
zeigt eine beispielhafte Situation in der dies der Fall ist. Hierbei ist der Zielknoten Z
markiert. Dass sich alle Kommunikationspartner eines Knotens, der sich im Zustand
trans befindet, ebenfalls im Zustand trans befinden lasst sich einfach mit Hilfe der hier
vorausgesetzten FIFO-Kommunikationskandlen sicherstellen. Abbildung 5.3 zeigt den
angewandten Routingmechanismus.

route( message )
foreach( n IN neighbors )
if ( distance( n, message.target ) < distance( nextHop, message.target ) )
nextNode = n
forward( message, message.target, nextHop )

Listing 5.3: Routingalgorithmus

Wenn das Ziel der weiterzuleitenden Nachricht aus Sicht des Startknotens, der nur tiber
Chord-Verbindungen verfiigt, vor dem Startknoten auf dem virtuellen Chord Ring liegt, kann
dieser nicht direkt erreicht werden. Darum wird die Nachricht zunichst an den dem Ziel am
ndchsten liegenden Knoten weitergeleitet. Dies ist der in der Abbildung der untere rechte
Knoten, da dieser dem Ziel am nichsten liegt. Dieser leitet die Nachricht aber aufgrund seiner
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Nachbarschaftsbeziehungen wieder in Richtung des Startknotens. Sobald der Startknoten
erreicht ist, ist der Zyklus geschlossen. Von hier aus wiirde die Nachricht weiter im Kreis
geleitet werden, wenn keine weiteren Vorkehrungen getroffen werden.
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Abbildung 5.10: Zyklus im
Routingpfad des
Transformationsprotokolls

Abbildung 5.11: Verbessertes Routing im
Transformationsprotokoll

Verbesserter Routingalgorithmus

Um mit allen auftretenden Situationen umgehen zu kénnen wird der folgende Routingme-
chanismus vorgeschlagen.

Da erwartet wird, dass die meisten Nachrichten ihr Ziel nach wie vor auf kurzen Pfaden
erreichen, wird der genutzte Algorithmus im Allgemeinen beibehalten und nur um ein
Ausnahmebehandlung erginzt. Hierzu werden zwei Aspekte benotigt. Zum einen wird
ein Mechanismus zum Erkennen, der gegebenenfalls entstehenden Zyklen, benétigt. Zum
anderen muss ein weiterer Mechanismus vorgesehen werden, um nach Erkennung von
Zyklen, aus diesen auszubrechen.

Der einfachste Weg einen Zyklus im Routingpfad einer Nachricht zu erkennen, ist es den
Pfad der Nachricht aufzuzeichnen. Hierdurch wiirden jedoch alle, nicht nur die in Zyklen
geleiteten Nachrichten gesondert bearbeitet werden miissen. Einfacher ist es, wenn alle
Knoten die einmaligen Ids der in letzter Zeit weitergeleiteten Nachrichten speichert. In
diesem Fall kann ein Zyklus erkannt werden, in dem ein doppeltes Weiterleiten der gleichen
Nachricht detektiert und darauf reagiert wird.

Um das Ausbrechen aus dem Zyklus zu gewéahrleisten kommen verschiedene Moglichkeiten
in Betracht. Hierbei kann zwischen allgemein giiltigen und speziell auf die bestehende Topo-
logie angepassten Methoden unterschieden werden. Spezielle Methoden erreichen hier durch
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das Nutzen von Besonderheiten der jeweiligen Topologie oft bessere Ergebnisse, miissen
jedoch dementsprechend angepasst werden. Darum wird hier ein allgemeingiiltiger Ansatz
bevorzugt, da die tatsdchlichen topologischen Gegebenheiten sich wahrend der Transforma-
tion im Wandel befinden. Zusitzlich miissen so keine Anderungen am Routingmechanismus
vorgenommen werden, um weitere Protokolle in der Transformation zu unterstiitzen.

Sobald ein Zyklus auf dem Routingpfad erkannt wird, wird die weitere Weiterleitung ver-
hindert. Zunachst wird fiir alle weiteren Weiterleitungen dieser Nachricht die Aufzeichnung
der Route, also der passierten Knoten aktiviert. Ist dies vorgesehen, ist es ausreichend ein
entsprechendes Flag in der Nachricht zu setzen, wodurch im Folgenden der Routingpfad
aufgezeichnet wird und das angepasste Routing verwendet wird.

Der angepasste Routingmechanismus ist wie der urspriingliche Routingmechanismus einfach
gehalten. Hierzu wird ein Ausschluss der bereits beschrittenen Routingpfade vorgenommen,
indem ausgehend von allen dem jeweiligen Knoten bekannten Nachbarn, zunéchst alle
in dem bisherigen Routingpfad der Nachricht vorkommenden Knoten entfernt werden.
Im Anschluss wird mit Hilfe der verbleibenden Nachbarn wieder das bereits erldutere
Greedy Routing ausgefiihrt. Sind hierbei keine Nachbarn mehr {ibrig, wurde die Nachricht
also bereits von allen Nachbarn weitergeleitet, wird diese an den Vorgidnger auf dem
Routingpfad zuriickgegeben. Somit beschreibt dieser Algorithmus eine Tiefensuche auf dem
Overlaynetzwerk.

Abbildung 5.4 zeigt die Detektion von Zyklen, sowie den angewandten Routingalgorithmus
nach der Erkennung eines Zyklus auf dem Routingpfad.

duplicateMessageDetected( message )
if ( message.uid IN this.routedMessages )
message.alternativeRouting = true;

alternativeRoute( message )
notUsedNeighbors = ( neighbors - message.route )
foreach( n IN notUsedNeighbors )
if ( distance( n, message.target ) < distance( nextHop, message.target ) )
nextHop = n
if ( nextNode IS NOT DEFINED )
nextNode = message.route.last

message.route.add( this )
forward( message, message.target, nextHop )

Listing 5.4: Modifizierter Routingalgorithmus

Abbildung 5.11 zeigt die Anwendung des verbesserten Routingalgorithmus in der gleichen
Situation. Hierbei wird zuerst, der durch das normale Greedy-Forwarding entstehende
Routingpfad beschritten. Sobald der Zyklus erkannt wird, wird dieser durchbrochen und
das Routing auf dem alternativen Routingpfad zu Ende gefiihrt.

Durch den hier vorgestellten Algorithmus lassen sich die Routingprobleme relativ einfach fiir
eine weite Bandbreite von Anfangs- und Zielprotokollen 16sen. Hierbei steigt die Lange der
Routingpfade, im Vergleich zum nicht modifizierten Routingmechanismus, voraussichtlich
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leicht an. Jedoch werden hierbei keine der Knoten auflerordentlich mehr belastet. Das
heifit, die Belastung des Netzes durch die Nachrichtenweiterleitung steigt an, wird aber
gleichmaflig verteilt.

5.2.5 Optimierung des Zustandes in der Transformation

Der lokale Zustand des Transformationsprotokolls umfasst alle zum jeweiligen Knoten geho-
renden VProtocol sowie gegebenenfalls die zusatzlichen Routingtabellen fiir das Zielnetzwerk.
Die zusétzlichen Routingtabellen fiir das Zielnetzwerk eignen sich nicht fiir die Optimierung.
Somit bleiben zwei Moglichkeiten, den lokalen Zustand in der Transformation zu optimieren,
bestehen.

Zum einen kann versucht werden die Zahl der VProtocole zu verringern, indem auf dem
Knoten befindliche VProtocole miteinander vereint werden. Zum anderen konnen VProto-
cole auf andere oder von anderen Knoten migriert werden, sofern eine Verbesserung des
Gesamtzustandes erreicht wird.

Um dies zu erreichen wird zuerst eine Rankingfunktion fiir die VProtocole eingefiihrt, die
die Bewertung dieser erlaubt. Abbildung 5.5 zeigt die Rankingfunktion.

rankingValue( space )
value = 0
value += GO * space.content.length
value += G1 * space.length
value += G2 * space.length.bitCount
value += G3 * space.getProportionValue( space )
return Round( value )

getProportionValue( space )
long avg = 0
double value = 0.0
foreach ( d IN dimensions )
avg += space.length( d )
avg = avg / dimensions
foreach ( d IN dimensions )
value += Math.abs(space.length( d ) - avg);
value = value / avg
return value

Listing 5.5: Rankingfunktion fiir VProtocole

Die Rankingfunktion beinhaltet die Zahl der verwalteten Inhalte, von dem VProtocol gehalte-
nen Ids, sowie Grofsenordnung des Id-Bereiches (entspricht dem Logarithmus der Anzahl der
gehaltenen Ids). Zusitzlich wird ein Maf3 fiir die Geometrie des Id-Bereichs erhoben. Dieses
bevorzugt moglichst gleiche AusmafSe in jeder Dimension. Im Endeffekt wird ein moglichst
grofier und gleichméfiig geformter Id-Bereich den hochsten Rankingwert erhalten.

Die ermittelten Werte werden gewichtet und auf einen Ganzzahlwert gerundet, um die
Vergleichbarkeit zu vereinfachen.
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Mit Hilfe der Rankingfunktion kann der lokale Zustand mit quadratischem Vergleichsauf-
wand minimiert werden. Hierzu werden die Knoten im Folgenden paarweise betrachtet.
Optimiert werden soll der Zustand auf den Knoten A und B. Jeder Knoten verfiigt tiber
VProtocole Al, A2 beziehungsweise Bl. So werden die VProtocole zu Testzwecken paar-
weise verschmolzen, sofern dies moglich ist. Was nur der Fall ist, wenn die VProtocole
direkt aneinander grenzen. Im Folgenden sei es fiir A2 und B1 moglich. Wenn nun gilt
Ras + Rp1 <= Ry 1 so bleiben A2 und B1 verschmolzen und werden auf den Knoten B
migriert. Faktisch muss hierfiir nur A2 migriert werden.

Bei dieser Optimierung wird darauf geachtet, dass jeder Knoten nach der Optimierung iiber
einen moglichst dhnlichen Rankingwert, jedoch mindestens tiber einen Id-Bereich verfiigt.

Zusitzlich kann die Rankingfunktion um den Grad der Wiederverwendung der bekannten
Verbindungen erweitert werden. Hiermit wiirde sich der Rankingwert jedoch abhingig
vom Knoten, auf den das VProtocol migriert wird, berechnen. Dies erhoht den Berech-
nungsaufwand fiir die Optimierung um den Faktor zwei, begiinstigt aber auch eine bessere
Optimierung.

Neben der Anpassung und Erweiterung der Rankingfunktion kann die Optimierung um ein
mehrdimensionales Zusammenfiigen der einzelnen Bereiche erweitert werden. Dies betrifft
ein Auflosen des paarweisen Verschmelzens beziehungsweise Optimierens zu Gunsten
hoherwertiger Zusammenfiihrungen. Dies ist vor allem mit steigender Komplexitdt der
Id-Bereiche von Vorteil. Die Komplexitidt der Id-Bereiche ist wiederum von der Zahl, der fiir
den Id-Raum verwendeten Dimensionen, abhédngig.

Besonderheitden der CAN— Chord-Transformation

Bei der Transformation vom CAN- zum Chord-Protokoll féllt die Berechnung des Ranking-
wertes fiir die einzelnen VProtocole besonders einfach aus.

Hierbei muss lediglich die Grof3e der Id-Bereiche und gegebenenfalls die Anzahl der In-
halte beachtet werden. Somit spielen die Gewichtungsparameter GO und G1 hierbei die
iibergeordnete Rolle.

Besonderheitden der Chord— CAN-Transformation

Bei der Transformation von Chord zu CAN finden alle Parameter der Rankingfuntion
Anwendung.

5.2.6 Aufwandsabschatzung

Ahnlich der Aufwandsabschitzung fiir die Transformation durch nebenldufige Neukonstruk-
tion in Abschnitt 5.1.3 wird hier der Aufwand fiir die geplante Transformation in Hinsicht
auf die Nachrichtenkomplexitdt abgeschatzt.
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Auch hier sei n die Anzahl der Knoten und e die Anzahl der Kanten beziehungsweise
Nachbarschaftsbeziehungen.

Fiir die Einleitung der Transformation und den Aufbau des Transformationsbaums sind
unter Zuhilfenahme des Echo Algorithmus 2e — n + 1 Nachrichten nétig. Zusitzlich muss der
Aufwand fiir die Suche der benétigten Nachbarn ermittelt werden. Bei der Transformation
in ein Chord-Netzwerk sind dies s + log n Nachrichten pro Knoten, wobei s fiir die Lange
der Successor Liste steht. Hierbei ist eine Wiederverwendung der bestehenden Nachbarn
jedoch noch nicht berticksichtigt. Hierdurch ldsst sich die Zahl der tatsdchlich benétigten
Nachrichten weiter reduzieren. Im Folgenden wird davon ausgegangen, dass hierbei min-
destens 2 Nachbarn wiederverwendet werden konnen. Dies gilt falls die Hilbert-Kurve oder
eine andere sprungfreie raumfiillende Kurve, fiir die Transformation verwendet wird. Soll
durch die Transformation ein CAN-Netzwerk erzeugt werden, ist die Abschédtzung weitaus
schwieriger. Im Folgenden wird davon ausgegangen, dass die Nachbarsuche mit durch log n
Nachrichten pro Knoten abgeschlossen werden kann.

Diese sind abhéngig von der Zahl der Nachbarn, die wiahrend der Transformation kontaktiert
werden konnen. Je nach verwendeten Protokollen und dem Fortschritt der Transformation
bewegt sich die Zahl der Nachbarn zwischen d/2 und log n +d /2. Dies ergibt sich aus den zu
Beginn der Transformation zur Verfiigung stehenden, sowie den im Verlauf dazugewonnen
Nachbarn.

Um die Optimierung abzuschlieffen wird davon ausgegangen, dass alle Nachbarn kontaktiert
werden. Dies ist gegebenenfalls mehrfach noétig, jedoch wird davon ausgegangen, dass die
Optimierung nach log n Optimierungsrunden abgeschlossen ist. Da ein Knoten maximal
tiber log n + d/2 Nachbarn verfiigt, ergibt sich der Optimierungsaufwand zu log n * (logn +
d/2).

Fiir die Optimierung selbst werden pro Optimierungsschritt 2 Nachrichten benétigt um
die zur Optimierung benétigten Informationen auszutauschen, sowie k Nachrichten um
die Inhalte zu transferieren. Fiir das Gesamtnetz ergibt sich hieraus ein Aufwand von
n * (2 + k) * logn Nachrichten.

Fiir die Uberwachung der Transformation und somit fiir die Feststellung der Terminierung
fallt ein Mehrfaches der Grofle des Transformationsbaumes, also x * (n — 1) Nachrichten
an. Hierbei fallt jeweils nur der Aufwand fiir die Riickwelle des Echo Algorithmus an, da
ausgehend von den Bldttern des Transformationsbaum regelmaflige Fortschrittsnachrichten
gesendet werden. Zum Beenden der Transformation fallt nochmals der Aufwand fiir die
volle Ausfithrung des Echo Algorithmus an, also 2e — n + 1. Somit wird sichergestellt, dass
jeder Knoten die Transformation beendet hat.

Weitere Betrachtungen zur Komplexitét finden sich in Abschnitt 5.3.1.

5.2.7 Auswirkung auf Publish/Subscribe-Systeme

Die Transformation mit Hilfe eines Hybridnetzes wirkt sich wihrend der Transformation rela-
tiv wenig auf iiberlagerte Services aus. Dies ist darin begriindet, dass bis zum Abschluss des
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Transformationsvorgangs keine, bereits bestehenden Verbindungen verworfen werden. Dies
findet erst mit der finalen Umstellung, der gesamten Kommunikation auf das Zielprotokoll,
statt. Hierdurch konnen wahrend der Transformation fast alle bestehenden Verteilbaume
oder dhnliche von iiberlagerten Services aufgebaute Strukturen erhalten bleiben. Allerdings
nur, wenn die Adressen innerhalb der, an das P2P-System gestellten, Anfragen entspre-
chend transformiert wurden. Dies kann fiir die Services transparent im HybridTransport
geschehen.

Die Ausnahme von dieser Regel wird erst, durch die Optimierung der Netzwerkstruktur,
geschaffen. Hierbei werden erstmals Id-Bereiche zwischen den einzelnen Knoten migriert
und somit auch {iberlagerte Systeme beeinflusst. Durch diese Migrationen betroffene Ver-
teilstrukturen miissten in diesen Fillen neu aufgebaut werden. Bei Wahl einer geeigneten
Adressabbildung kann hierbei vermieden werden, dass alle Verteilstrukturen neu aufgebaut
werden miissen, wie dies zum Teil bei anderen Ansitzen der Fall ist.

Durch die angewandte Praktik, die Verbindungen wahrend der Transformation nur zu
vermehren, steigt gezwungenermafien das Clustering, also der Grad der Bekanntheit in
der Nachbarschaft im Netzwerk an. Jedoch kann dieses zuvor durch die Anwendung der
Adresstransformation und die damit einhergehende Anderung der Beschaffenheit des Id-
Raumes, vermindert werden.

5.2.8 Dauerhafter Betrieb im Transformationszustand

Neben dem Betrieb des Transformationsprotokolls fiir die Dauer der Transformation ist
auch ein dauerhaftes Verbleiben im Transformationsprotokoll denkbar. Die hierbei erreichte
Leistung hingt von der konkreten Auspriagung des Transformationsprotokolls ab. Also vom
verwendeten Anfangs- und Zielprotokoll.

Geht man nun noch von einer weiteren Variabilisierung des Transferprotokolls, sowie
einigen zusitzlichen Modifikationen aus, ldsst sich ein stabiles Netz erschaffen, das von
verschiedenen heterogenen Bereichen zusammengesetzt ist. Um dies umzusetzen werden
die Folgenden bisher nicht vorgesehenen Bestandteile benotigt.

Wichtigster Bestandteil ist ein Mechanismus, um die verschiedenen Bereiche voneinander
abzutrennen. Dafiir ist es ausreichend, die jeweiligen Id-Bereiche, in denen ein bestimmtes
Protokoll aufrechterhalten wird, absolut bekannt zu machen. Dies kann initial beim Wechsel
in den Transformationsmodus geschehen und spéter inkrementell angepasst werden.

Da das Transformationsprotokoll nicht nur fiir eine begrenzte Zeitspanne betrieben werden
soll, muss die Performance des Systems verbessert werden. Hierzu miissen vor allem
geeignete und optimierte Routingverfahren angewandt werden, um die Belastung des
Systems zu vermindern.
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5.3 Vergleich der vorgestellten Transformationen

In diesem Abschnitt werden die Transformation durch nebenldufige Neukonstruktion aus
Abschnitt 5.1.3 und die Transformation mit Hilfe eines Hybridnetzwerkes aus Abschnitt 5.2
miteinander verglichen.

Der relevanteste Unterschied zwischen den beiden Ansétzen, ist die Fahigkeit der Transfor-
mation mit Hilfe eines Hybridnetzes, die Lokalitdt einzelner Knoten zu erhalten. Hierdurch
werden Informationen, die im Ausgangsnetz vorhanden sind und im Zielnetz benotigt
werden nicht verworfen und neu ermittelt, sondern direkt weiterverwendet.

Ein weiterer Aspekt, ist der Grad der moglichen Variationsmoglichkeiten und des Modifi-
kationspotentials. Wahrend der nebenldufige Neuaufbau iiber den gesamten Ablauf, kaum
Einflussmoglichkeiten bietet, sind diese unter dem Einfluss eines Hybridnetzes zahlreich.
Hierbei konnen verschiedene Aspekte variiert werden. Hierzu zédhlen beispielsweise das
wéhrend der Transformation angewandte Routingprotokoll und die konkrete Auspragung
der verwendeten Optimierung der Id-Bereiche. Beide Ansétze lassen sich beeinflussen, in
dem die verwendete Adresstransformation variiert wird.

5.3.1 Vergleich der prognostizierten Aufwande

Abbildung 5.2 zeigt nochmals die erwarteten Aufwinde fiir die verschiedenen Transforma-
tionen.

Um die Aussage dieser Abschidtzung weiter zu konkretisieren, werden diese aggregiert.
Hierbei entspricht e dem mittleren Knotengrad, also e = log n bei der Transformation vom
Chord- ins CAN-Netzwerk. Und e = d/2 bei der Transformation vom CAN- ins Chord-
Netzwerk. Hierbei ergibt sich fiir jeden Knoten wihrend der nebenldufigen Neukonstruktion
ein Aufwand von etwa logn + e + d/2 + 3. Fiir die Transformation mit Hilfe eines Hybrid-
netzes werden logn + log® 1 + e + 3 Nachrichten benotigt. Bei diesen Betrachtungen sind
die Aufwinde fiir die Ubertragung der gespeicherten Inhalte nicht eingerechnet, da diese je
nach Nutzungsweise des Systems variieren.

Nebenldufige  Neukon- Transformation durch

struktion Hybridnetz
Chord—CAN 2logn+d/2+3 2logn 4 log”n + 3
CAN—Chord logn+d+3 logn +log”n+d/2+3

Tabelle 5.1: Gesamtaufwédnde der verschiedenen Transformationsmethoden (ohne Inhalt-
stransfer) pro Knoten

Auf Basis der Gesamtaufwédnde pro Knoten kann die Zahl der benétigten Nachrichten

berechnet werden. Die Berechnung der Gesmtaufwénde ist in Abbildung 5.1 nochmals
zusammengefasst. Fiir ein Chord-Netz mit 1.000 Knoten ergeben sich je nach gewdhlter
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Transformationsmethode etwa 13.000 beziehungsweise 18.000 Nachrichten bei der Nutzung
von 8 Dimensionen. Entsprechend wiirden fiir eine Riicktransformation 14.000 beziehungs-
weise 19.000 Nachrichten anfallen. Analog berechnen sich die Werte fiir grofie Netze, hier
mit 100.000 Teilnehmern zu 1.700.000, 3.800.000, 1.600.000 und 3.700.000 Nachrichten.

Nach den hier ermittelten Nachrichtenzahlen benétigt der blofSe Transformationsvorgang
durch nebenldufige Neukonstruktion etwa ein Viertel beziehungsweise in grofien Netzen
die Halfte der Nachrichten. Jedoch miissen nach der Konstruktion des Netzes die gesamten
Inhalte in das neue Netz migriert werden. Um zu entscheiden, welche Transformations-
methode vorzuziehen ist sind somit weitere Informationen notig. Generell ldsst sich aber
festhalten, dass grofiere Netze besser durch nebenldufige Neukonstuktion errichtet werden
konnen, wahrend starkt genutzte, also mit vielen Daten belegte Netze besser durch ein
Hybridnetz transformiert werden kénnen.

5.3.2 Eignung der verschiedenen Ansatze

Aus den bisherigen Betrachtungen lassen sich bestimmte Randbedingungen festlegen, wobei
die Starken und Schwichen der beiden behandelten Verfahren ausschlaggebend fiir deren
Eignung sind. Hierzu wird ein Szenario angenommen, in dem der Bedarf zur Transformation
von einem tiberlagerten Publish/Subscribe-System festgestellt wird.

Ausgehend von diesem Szenario, eignet sich die nebenldufige Neukonstruktion vor allem fiir
Fille, in denen die Zahl der unterschiedlichen Inhalte, also Themen und somit Verteilstruktu-
ren, relativ klein ist, wahrend die Zahl der Abonnenten jedes Themas relativ hoch ist. Wenn
das Publish/Subscribe-System also vor allem auf einigen grofien Verteilstrukturen entlang
des Overlaynetzes beruht. Dies ist der Fall, da in einer solchen Situation in beiden Syste-
men, mit einer sehr hohen Wahrscheinlichkeit, die entsprechenden Verteilbaume zumindest
teilweise neu aufgebaut werden miissen, da die zuvor im Overlay genutzten Verbindun-
gen im Zielnetz nicht vorhanden sind. Somit wird der Hauptnachteil der nebenldufigen
Neukonstruktion ausgeglichen.

Entsprechend eignet sich eine Belastung des Publish/Subscribe-Systems mit Themen, mit
niedriger Popularitdt, also kleinen Verteilbaumen, besonders fiir die Transformation mit
Hilfe eines Hybridnetzes. Hierbei kommt die Starke des Ansatzes am besten zum Tragen, da
der Anteil der nicht zu modifizierenden Verteilbdzume hierbei am hochsten ist.
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5 Konzepte fir die Transformation

Nebenlidufige Neukonstruktion

Transformation durch Hybridnetz

pro Knoten ) pro Knoten )
Hin- und Riickwelle e+1 2e—n+1 e+1 2e—n—+1
Nachbarsuche Chord—CAN - - logn nxlogn

CAN—Chord - - s +logn —2 nx*(s+logn —2)

Beitritt zum Netz 2+ logn :MH 2 +logi - -
Aufbau, Validierung Chord—CAN d/2 NHH: xd/2 - -
der Routingtabelle CAN—Chord _omm n n % womm n - -
Ubertragen der Schliissel/Wer- logn+k nx (logn + k) logn * (logn +d/2) nx (logn x (logn +

te Paare bzw. Optimierung

a/2))

notwendige Wellen

Tabelle 5.2: Aufwinde der verschiedenen Transformationsmethoden
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Kapitel 6

Bewertung

In diesem Kapitel wird die Leistungsfahigkeit des entwickelten Algorithmus durch die
Beschreibung einiger durchgefiihrter Experimente gezeigt.

6.1 PeerSim

Um die Experimente durchzufiihren, mit denen die Leistungsfihigkeit der entwickelten
Protokolle bewertet werden kann, wird der Simulator Peersim [JM]JV] verwendet. Peersim
wurde an der University of Bologna entwickelt und bietet sowohl einen zyklus- wie auch
einen eventgetriebenen Betriebsmodus.

Peersim besteht aus einem Verbund verschiedener Netzwerkkomponenten, die per Konfigu-
rationsdateien zu einer kompletten Simulation zusammengefiigt werden kénnen. Hierbei
stehen fiir die einzelnen Komponenten Java Interfaces zur Verfiigung. Somit konnen eigene
Protokolle relativ einfach implementiert und evaluiert werden.

Wichtige Komponenten werden hierbei durch die folgenden Interfaces realisiert.

Node

Die einzelnen Knoten des simulierten Netzwerkes. Die Knoten beinhalten jeweils den
gleichen Protokollstack, der in der Konfiguration festgelgegt wird.

Protocol
Die in den Knoten enthaltenen Protokolle kdnnen je nach Simulationstyp CDProtocol oder

EDProtocol sein. CDProtocol enthdlt Anweisungen, die in jedem Zyklus ausgefiihrt werden
sollen. EDProtocol enthdlt Anweisungen fiir die Reaktion auf Events.
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6 Bewertung

Linkable

Diese Komponente definiert ein Overlaynetz, in dem es Zugriff auf die Topologie gewahrt.
Hiermit ist es eines der wichtigen Interfaces, die zur Erstellung eines Protokolls implementiert
werden miissen.

Control

Um wiahrend der Simulation Beobachtungen anzustellen oder Einfluss auf das simulierte
Netz zu nehmen, werden die Control-Komponenten verwendet. Diese werden, unabhingig
vom Netz, zyklisch Ausgefiihrt, haben aber zugriff auf dieses. So ist es moglich aktuelle
Netzparameter und -werte zu erfassen, aggregieren und fiir die Auswertung abzuspeichern,
und so den aktuellen Simulationszustand zu erfassen. Andererseits ist es auch Moglich, in
den Betrieb des Netzes einzugreifen und beispielsweise Nachrichten an einzelne Netzkonten
zu senden. Diese Moglichkeit wird im Folgenden genutzt, um Netzwerklast zu erzeugen
und die Transformation zu steuern.

6.2 Aufbau der Simulation

Der Aufbau der Simulation orientiert sich an der in Abschnitt 4.4 vorgestellten Architek-
tur. Die Simulation ist ereignisgesteuert implementiert. Um dies innerhalb des Peersim-
Simulators zu ermoglichen, miissen die Protokolle das Interface peersim.edsim.EDProtocol
implementieren. Abschnitt 6.1 zeigt den in der Simulation verwendeten Protokollstack. Dieser
orientiert sich stark an der in Abschnitt 4.4 vorgeschlagenen Architektur (Abbildung 4.1).

ServiceControl

ChordProtocol| | CanProtocol

UnreliableTransport

UniformRandomTransport

Abbildung 6.1: Protokollstack in der Simulation
Der HybridTransport implementiert die Schnittstellen Protocol und Linkable. Das HybridProtocol

implementiert die Schnittstelle Protocol und ist somit im Grofifen und Ganzen wie die
Ausgangs- und Endprotokolle aufgebaut. Abweichend hiervon ist die Kommunikation mit
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6.2 Aufbau der Simulation

dem HybridTransport vorgesehen und fester Bestandteil des geplanten Ablaufs. Fiir nicht-
transformierende Protokolle ist der HybridTransport transparent und muss nicht weiter
beachtet werden.

6.2.1 Bestandteile der Simulation

Die Simulation ist aus den hier im Folgenden ndher beschriebenen Bausteinen aufgebaut:

HybridTransport

Der HybridTransport dient im Wesentlichen dem Zweck, die eingehenden und ausgehenden
Nachrichten der Knoten abhédnging vom Transformationsstatus des Knotens auf eines der
Protokolle umzuleiten. Hierfiir werden die entsprechenden Interfaces implementiert. Diese
sind peersim.transport. Transport fiir die Kommunikation mit tieferen Schichten sowie peer-
sim.core.Linkable und peersim.edsim.EDProtocol fiir die Kommunikation mit hoheren Schichten.
Hierzu wird der Transformationsstatus des Knotens gehalten und kann auch von anderen
Komponenten, die diesen benétigen, abgefragt werden.

Eine weitere Aufgabe dieses Protokolls ist es, die Zieladressen der Nachrichten, wie in
Abschnitt 4.5 beschrieben, mit Hilfe einer raumfiillenden Kurve in das benotigte Format
zu konvertieren. Dies ist notwendig, damit das auf dem Knoten aktuell aktive Protokoll
eingehende Nachrichten auch ohne Kenntnis der Transformation verarbeiten kann.

HybridProtocol

Das HybridProtocol ist der zentrale Baustein, durch den die Transformation ermoglicht
wird. Das Protokoll nutzt die Daten aus der Routingtabelle des Ausgangsprotokolls und
komplettiert diese, um am Ende der Transformation die Routingtabelle des Zielprotokolls zu
fillen.

Zusétzlich muss ein angepasstes Routing verwendet werden, um Zyklen in den Routingpfa-
den wihrend der Transformation zu vermeiden.

ChordProtocol und CanProtocol

Das ChordProtocol und das CanProtocol sind einfache Implementierungen des Chord- bezie-
hungsweise des CAN-Protokolls. Die beiden Protokolle wurden bereits in Abschnitt 2.2.1
und Abschnitt 2.2.2 vorgestellt und in Abschnitt 4.3 miteinander verglichen. Als Besonderheit
bieten beide Protokolle die Moglichkeit, die genutzte Id sowie die Nachbarn auszulesen,
beziehungsweise neu zu setzen. Beim ChordProtocol betrifft dies sowohl die Knoten in der
Successor-Liste sowie die in der Fingertabelle. Im Falle des CanProtocols muss beachtet
werden, dass ein Knoten bzw. eine Protokollinstanz fiir mehrere Id-Bereiche verantwortlich
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sein kann, wodurch auch zusitzliche Nachbarschaftsbeziehungen {ibernommen werden
miissen.

Hiermit sind die Anforderungen erfiillt, um das ChordProtocol sowohl als Anfangs- als auch
als Endprotokoll zu nutzen.

UnreliableTransport

Der UnreliableTransport implementiert die Schnittstelle peersim.transport. Transport und bietet
die Moglichkeit, eine Droprate fiir die ausgetauschten Nachrichten zu definieren. So kann der
in realen Netzwerken eintretende Nachrichtenverlust auf einfache Weise simuliert werden.

Nachrichtenverluste miissen in der Simulation beachtet werden, da diese durch die Ver-
wendung des Internetprotokolls (IP) iiblich sind. Hierbei werden im Rahmen der Random
Early Detection (RED) zufillig einzelne Pakete verworfen. Der Anteil der zu verwerfenden
Pakete ist abhdngig von der Auslastung des Knotens, der passiert werden soll. Hierdurch
wird bei Nutzung des Transmission Control Protocols (TCP) die Paketrate der einzelnen
Verbindungen reguliert.

Das Verhalten des UnreliableTransports stellt zwar keine absolut realistische Verhaltensweise
von echten Netzwerken dar, gentigt aber, um grundlegende Aussagen {iber die Storanfallig-
keit der untersuchten Verfahren und Protokolle zu treffen. Um eine vollstindigere Simulation
zu ermoglichen, miisste die Simulation die unterliegende Topologie sowie deren Auslastung
beinhalten, was aufserhalb des Betrachtungsrahmens dieser Arbeit liegt.

UniformRandomTransport

Der UniformRandomTransport bietet die Moglichkeit, zuféllige Verzogerungen auf einem
festgelegten Intervall fiir die Weiterleitung der Nachrichten zu simulieren. Hierdurch wer-
den einfache Betrachtungen des Zeitaufwands fiir die Transformationsvorgénge ermoglicht.
Ahnlich dem Verhalten bei der Simulation des Nachrichtenverlustes ist auch diese eine
starke Vereinfachung. Auch hier miisste fiir eine weiterreichende Simulation die unterlie-
gende Topologie in die Simulation aufgenommen werden, was ebenfalls aufierhalb des
Betrachtungsrahmens dieser Arbeit liegt.

6.2.2 Implementierung der Simulation

Fiir die Simulation miissen einige allgemeine Werte festgelegt werden. Die hier festgelegten
Werte gelten soweit als nicht anders beschrieben. Hierbei handelt es sich vor allem um die
Zahl, der in der Simulation verwendeten Knoten. Diese wird fiir die Simulation mit 200
Knoten pro Netzwerk festgelegt. Des Weiteren wird die Lange der verwendeten Identifier auf
16-Bit festgelegt. Dies entspricht zwar nicht den in der Realitdt genutzten Werten, schrankt
aber den Berechnungs- und Speicheraufwand stark ein, ohne hierbei zu viel Aussagekraft der
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ermittelten Ergebnisse zu verlieren. Dies ist notig, da sich die Optimierung der Id-Bereiche
vorlaufig nur durch eine sehr rechenlastige Implementierung losen liefs.

Zusétzlich sind einige protokollspezifische Werte notwendig. Beim CAN-Protokoll wird der
Identifier auf 4 Dimensionen aufgeteilt, die jeweils eine Identifierlinge von 4 Bit nutzen. Die
Chord-Successor-Liste, die die Redundanz des Protokolls beeinflusst, wird auf 8 festgelegt.

Einige Aspekte wurden zu Simulationszwecken vereinfacht oder auf die Simulationsum-
gebung angepasst. Einer dieser Aspekte ist der lokale Zustand. Hierbei wird, anders als
bisher vorgesehen, nicht nur ein Protokoll auf dem Protokollstack betrieben, sondern alle im
Verlauf der Simulation benétigten Protokolle werden wéahrend der ganzen Simulation im
Speicher gehalten. Hiervon ist aber zu jedem Zeitpunkt nur eines der betreffenden Protokolle
aktiv (gilt nur fiir die eigentlichen Protokolle, nicht die zusitzlichen Transportschichten und
Services). Dies wird durch den bereits erlauterten HybridTransport gesteuert.

Die Auslosung der Transformation erfolgt mit Hilfe eines speziellen Controls. Dieser Transfor-
mationStarter sendet zum konfigurierbaren Startzeitpunkt der Transformation eine einzelne
Transformationsnachricht an einen zuféllig ausgewéhlten Knoten des Netzwerkes. Von hier
an iibernehmen, die innerhalb der Protokolle fiir die Ausbreitung der Transformationsinfor-
mationen zustdndigen Mechanismen das weitere Vorgehen.

Um die Netzwerklast wahrend der Simulation zu erzeugen gibt es im Peersim-Simulator
generell zwei Moglichkeiten. Zum Einen kann ein Service auf dem Protokollstack ausgefiihrt
werden der seinerseits wiederum andere Protokolle als Underlay nutzt indem die APIs dieser
Protokolle genutzt werden. Um Aktionen des Services auszulésen wird ein Control verwendet.
Zum Anderen kann direkt ein Control verwendet werden, um Nachrichten ins Netzwerk
einzugeben, von wo aus diese an ihr Ziel weitergeleitet werden. Durch die Wahl zufélliger
Start- und Endpunkte der Nachrichten sowie eine ausreichende Anzahl von Nachrichten
wird eine gleichméaflige Nachrichtenbelastung im Netzwerk erzeugt.

Fiir die Ermittlung der im Folgenden vorgestellten Werte wird ebenfalls ein Control genutzt.
In diesem Fall werden allerdings keine Nachrichten an die Knoten versendet, sondern es
wird auf die Methoden der Protokolle zugegriffen, um die jeweiligen Werte zu ermitteln.

6.3 Ergebnisse der Simulation

In diesem Abschnitt werden die in der Simulation ermittelten Ergebnisse in Ausziigen darge-
stellt und erldutert. Um Aussagen tiber die Leistungsfahigkeit der entwickelten Verfahren zu
machen, wird im Folgenden die Transformation durch ein Hybridnetzwerk aus Abschnitt 5.2
evaluiert. Hierzu wird auch die erbrachte Leistung mit der nebenldufigen Neukonstruktion
aus Abschnitt 5.1.3 verglichen.

Des Weiteren wird diese Evaluation auf die interessantere der beiden moglichen Transforma-
tionsrichtungen eingeschrankt. Es wird also nur die Transformation von einem Chord- in ein
CAN-Netzwerk betrachtet.
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Da im Rahmen dieser Arbeit nicht alle Aspekte hinreichend simuliert werden konnten,
aber stark von den ermittelten Simulationsergebnissen abhingig sind, werden zusétzlich
weitergehende Schlussfolgerungen aus den Simulationsergebnissen gezogen.

6.3.1 Komplexitat

Das wesentliche Attribut der Transformation stellen die verschiedenen Arten der Kom-
plexitat dar. Hierbei ist es moglich, die Nachrichtenkomplexitit, also die Zahl der fiir die
Transformation benotigten Nachrichten zu betrachten. Dies geschieht in Abschnitt 6.3.1.

Alternativ kann fiir einige Anwendungen der Zeitaufwand der Transformation ermittelt
werden. Dies geschieht in Abschnitt 6.3.1.

Nachrichtenkomplexitat

Bei der Evaluation des Nachrichtenaufwands werden verschiedene Bereiche der Transfor-
mation betrachtet. Zum Einen kann die Zahl der fiir die Transformation selbst benotigten
Nachrichten, wie etwa die Transformations-, Beitritts- und Routingnachrichten gezahlt
werden. Zum Anderen kann die Zahl, der im Zuge der Transformation zu migrierenden
Schliissel/Wert-Paare, also die Zahl der Inhalte, die nicht weiter auf dem gleichen Knoten
gespeichert werden konnen, gezdhlt werden. Diese zweite Betrachtung findet im Rahmen
der Fairnessbetrachtungen in Abschnitt 6.3.3 statt.

8000
nodes in trans (hybrid) —
7000 - nodes in post (concurrent) .
# hybrid tmsg
6000 -~ # concurrent tmsg .

5000
4000
3000
2000

1000

0

Abbildung 6.2: Zahl der Transformationsnachrichten fiir die Transformation

Abbildung 6.2 zeigt die Zahl der wihrend der Transformation durch ein Hybridnetz ver-
sendeten Transformationsnachrichten, sowie die bei der nebenldufigen Neukonstruktion
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versendeten Transformationsnachrichten. Die Zeitachse ist hierbei auf ein gleichzeitiges Ende
der beiden Transformationsvordnge skaliert.

Hierbei sind die drei Phasen der Transformation mit Hilfe eines Hybridnetzes sehr gut zu
erkennen. In diesen Phasen wird die Transformation ausgebreitet, optimiert und schliefslich
beendet. Die Ubergénge zwischen den Phasen finden nach dem Versand von 3.300, 4.600
und 7.400 Transformationsnachrichten statt. Unterlegt ist dies mit der Transformationswelle
des nebenlédufigen Neuaufbaus. Diese ist zwar tiber den gesamten Bereich flacher, jedoch
enthélt diese nicht die Nachrichten fiir die Migration, beziehungsweise den Neuaufbau,
der im Netz gespeicherten Daten. Die hier simulierte Transformation konvergiert nach
dem versenden von 3.200 Transformationsnachrichten. Auf Grund der in weiten Teilen
unverdnderten Zustdndigkeitsbereichen, weist das durch die Transformation durch das
Hybridnetz entstandene Netz, deutlich weniger Migrationsbedarf auf.

Der Grund, dass die Transformation durch das Hybridnetz mehrere hundert Transformati-
onsnachrichten mehr benétigt, um alle Knoten in den Transformationszustand zu tiberfiihren,
findet sich in der zu diesem Zeitpunkt bereits begonnen gegenseitigen Optimierung. Dies ist
bereits moglich, da von FIFO-Kanélen ausgegangen wird, wodurch kein Knoten in direkten
Kontakt mit einem Knoten treten kann, der nicht sich nicht im Transformationszutand befin-
det. Um dies zu gewdhrleisten wird, nach dem Empfang einer Transformationsnachricht,
unverziiglich die Transformation lokal begonnen und weiter ausgebreitet.

Vergleich mit dem prognostizierten Aufwand

Abbildung 6.1 zeigt die anhand der in Abbildung 5.3.1 vorgestellten Abschdtzungen ermit-
telten Erwartungswerte fiir die simulierte Transformation.

Nebenldufige  Neukon- Transformation durch

struktion Hybridnetz
Chord—CAN 1.920 2.580
CAN—Chord 1.860 2.520

Tabelle 6.1: Prognostizierte Aufwéande fiir die Transformation von 200 Knoten

Den abgeschitzen Nachrichtenzahlen stehen etwa 3.200 beziehungsweise 77.400 Nachrichten
gegeniiber. Hiermit liegt der Aufwand fiir die nebenldufige Neukonstruktion durchaus in
der abgeschitzten Grofienordnung, wenn auch etwas zu niedrig angesetzt. Der Aufwand
fur die Transformation durch ein Hybridnetz benotigt in der Simulation jedoch etwa die
dreifache Zahl der prognostizierten Transformationsnachrichten.

Fiir dieses stark erhohte Nachrichtenauftkommen sind zwei Aspekte verantwortlich. Zum
einen findet hierbei bereits die gegenseitige Optimierung der Bereiche statt. Hierbei werden
Bereiche auf andere Knoten migriert, wofiir ebenfalls Transformationsnachrichten verwendet
werden. Dieser zusitzliche Aufwand wird mit der Formel n % (logn * (logn +d/2)) zu 1.980
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Nachrichten fiir 200 Teilnehmer abgeschatzt. Wird dies berticksichtigt, liegt auch dieser
Transformationsaufwand wesentlich ndher am prognostizierten Bereich. Dieses kann durch
den zweiten Aspekt erklart werden. Ausschlaggebend ist hierfiir der unzureichende Grad
der Optimierung. Hierdurch entstehen ungiinstig geformte Id-Bereiche, die mehr Nachbarn
als notig aufweisen. Somit steigt der Koordinierungs- und Kommunikationsaufwand.

Zeitaufwand

Die Betrachtung des Zeitaufwands ist abgesehen von einer grundsitzlichen Relevanz fiir die
Verwendbarkeit nur in recht wenigen Szenarien von Wichtigkeit. Dies ist vor allem immer
dann der Fall, wenn das verbindende Netzwerk nicht ausgelastet ist und die vermittelten
Nachrichtenpakete nicht bezahlt werden miissen. Dies entspricht im Allgemeinen dem
Betrieb innerhalb von Firmennetzwerken.

Darum wird hier nur eine begrenzte theoretische Betrachtung des Zeitaufwandes vorgenom-
men. Ausschlaggebend sind hierbei die Ergebnisse in Abschnitt 6.3.1 sowie der Grad der
Parallelisierung des Transformationsvorgangs. Zuséatzlich wird im Folgenden eine mittlere
Latenz der fiir die Nachrichtenweiterleitung von T angenommen.

Um die Parallelisierbarkeit zu ermitteln wird an die Ergebnisse der Aufwandsabschdtzung
angekniipft. Hierbei sind sowohl die Wellen des Transformationsstarts und -stopps wie auch
die fiir die Optimierung benétigten Durchgédnge ausschlaggebend. Fiir die Transformati-
onswellen wird eine Ausbreitungsdauer von jeweils T * log n angenommen. Dies folgt aus
dem mittleren Netzwerkdurchmesser, der sequenziell durchschritten werden muss um alle
Knoten zu erreichen. Mit der jeweiligen Antwortwelle wird also 2T * logn pro Ausfithrung
des Echo-Algorithmus benétigt.

Fiir die Optimierung wurden im Rahmen der Aufwandsabschédtzung log 7 Runden angenom-
men. Diese konnen in sich parallel ausgefiihrt werden. Die einzelnen Optimierungsrunden
wiederum miissen sequenziell durchgefiihrt werden. Fiir eine Optimierungsrunde werden
2T bendotigt.

Aus den angestellten Betrachtungen folgt ein Zeitaufwand fiir die gesamte Transformation
unter Nutzung eines Hybridnetzes von 6T * log n.

6.3.2 Routingperformance

In diesem Abschnitt werden die in der Simulation ermittelten Werte fiir die Routingperfor-
mance betrachtet. Hierbei wurde sowohl die Leistungsfdhigkeit ohne spezielle Vorkehrungen
sowie mit einem an die Probleme angepassten Routing ermittelt.

Abbildung 6.3 zeigt die erzielte Routingqualitdt unter Verwendung des Greedy-Forwardings.
Hierzu wurde das Netzwerk vom Chord-Protokoll in das Transformationsprotokoll tiberfiihrt
und ohne weitere Optimierung betrieben. Hierbei erreichen etwa 95% der Nachrichten ihren
Zielknoten innerhalb von 20 Hops. Diese TTL wurde eingefiihrt, um das Netz nicht unnotig
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Abbildung 6.3: Nicht zugestellte Nach-
richten der verwendeten
Algorithmen

Abbildung 6.4: Routingperformance der
verwendeten Algorithmen

duch nicht zustellbare Nachrichten zu belasten. Unter Verwendung des in Abschnitt 5.2.4
vorgestellten verbesserten Algorithmus treten keine Nachrichtenverluste mehr auf.

Abbildung 6.4 zeigt die hierbei erzielte Routingperformance in Form der benottigten Pfad-
langen. Erwartungsgemaf’ steigt hierbei die durchschnittliche und maximale Lange der
Routingpfade, unter Verwendung des verbesserten Routungalgorithmus, an.

6.3.3 Lastbalancierung

In Abschnitt 2.1.2 wurden bereits verschiedene Arten der Lastbalancierung erldutert. Diese
werden hier unter Zuhilfenahme der Ergebnisse der Simulation nochmals betrachtet.

Belastung durch Suche

Die Belastung durch die Suche &hnelt sehr der Betrachtung des Routings in Abschnitt 6.3.2.
Darum wurde hierfiir keine erneute Simulation durchgefiihrt.

Aus den Betrachtungen des Routings ladsst sich unter Zuhilfenahme der Annahme, dass die
Lookups gleichmifiig tiber den Id-Raum verteilt werden, die Belastung durch die Suche
schlussfolgern. Hierbei wird klar, dass bedingt durch den verwendeten Routingalgorithmus,
verldngerte Routingpfade entstehen. Hiermit steigt auch die Gesamtbelastung des Netzes
durch die Suche proportional zur Verldngerung der Routingpfade an.

Verteilung der Inhalte

Ausgehend von einer Gleichverteilung der Inhalte ergibt sich die Verteilung dieser direkt
aus der Grofie der von den einzelnen Knoten vor, wiahrend und nach der Transformation
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verwalteten Id-Bereiche. Aus den entsprechenden Differenzen ldsst sich der benétigte Migra-
tionsaufwand fiir die Schliissel/Wert-Paare herleiten. Zusitzlich kann die Effektivitat der
Optimierung sehr gut an diesen Werten abgelesen werden.

Abbildung 6.5 zeigt hierbei die Zahl der auf den Knoten gehaltenen Id-Bereiche sowie Ids
unter Variation der Optimierungsparameter. Die Erste Variante (1) gewichtet die Auspragung,
also die Geometrie, des jeweiligen Id-Bereiches besonders hoch, wéahrend in der zweiten
Variante (2) die Zahl der Ids hoher bewertet wird. Die oberen beiden Kurven zeigen die
mittlere Zahl der von den Knoten gehaltenen Ids, wahrend die unteren beiden Kurven die
durchschnittliche Zahl der gehaltenen Id-Bereiche zeigen.
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Abbildung 6.5: Variation der Optimierungsparameter

Durch die Variation der Optimierungsparameter ergeben sich einige Abweichungen im
Verlauf der Transformation. Diese betreffen jedoch nur den Bereich der Startphase der
Transformation, in der die einzelnen Konten in den Transformationszustand {tiberfiihrt
werden. Da die gegenseitige Optimierung zu diesem Zeitpunkt bereits aktiv ist, kann
ein Ansteigen und anschliefsendes leichtes Abfallen der durchschnittlichen Grofie der Id-
Bereiche beobachtet werden. Mit fortschreitendem Verlauf ndhern sich die betrachteten
Durchschnittswerte einander an. In beiden Féllen ist das Optimierungspotential jedoch sehr
schnell erschopft. Der Grund hierfiir wird in Abschnitt 6.3.5 eingehender behandelt.

Abbildung 6.6 zeigt den Einfluss der verwendeten CAN-Dimensionen auf die Transformation.
Auch hier zeigen die oberen beiden Kurven die mittlere Zahl der von den Knoten gehaltenen
Ids, wéahrend die unteren beiden Kurven die durchschnittliche Zahl der gehaltenen Id-
Bereiche zeigen.

Abweichend von dem zuvor beschriebenen Abldufen kann hier beobachtet werden, wie die
hohere Dimensionalitdt des Id-Raums, in den die Knoten eingebettet werden dazu genutzt
wird, um die Optimierung zu unterstiitzen. Dies begriindet sich in der grofieren Auswahl an
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Abbildung 6.6: Variation der CAN-Dimensionen

Nachbarn mit dhnlichen Id-Verantwortlichkeiten und somit mehr geeigneten Kandidaten fiir
die gegenseitige Optimierung.

6.3.4 Einfluss der raumfilillenden Kurve

Der Einfluss der fiir die Id-Transformation verwendeten raumfiillenden Kurven begriindet
sich durch die Verdnderungen in der Erhaltung der Lokalitét.

Untersucht wurde der Unterschied zwischen der Nutzung der sequenziellen Raumkurve
sowie der Hilbert-Kurve. Beide wurden in Abschnitt 4.5.1 eingehend erldutert.

Hierbei tiberrascht es nicht, dass unter Nutzung der Hilbert-Kurve bessere Ergebnisse in der
Optimierung erzielt werden, als unter Nutzung der sequenziellen Raumkurve. Auch hier ist
der Grund, dhnlich dem Sachverhalt der gesteigerten Dimensionalitdt auf die hohere Lokalitét
zuriickzufiihren. Ahnliche Ids, die auf der eindimensionalen Kurve nahe beieinander liegen,
liegen also auch im Raum nahe beieinander. Hieraus folgt der Aufbau, fiir die Optimierung,
erfolgversprechender Nachbarschaftsbeziehungen.

Abbildung 6.8 zeigt die entsprechenden Knotengrade und versendeten Transformations-
nachrichten. Die oberen Kurven zeigen den mittleren Knotengrad, wahrend die steigenden
Kurven die Zahl der versendeten Transformationsnachrichten beschreibt. Durch die Ver-
kniipfung der Informationen aus beiden Betrachtungen wird deutlich, dass die Nutzung
der Hilbert-Kurve sich auch auf den entstehenden Knotengrad auswirkt. Da dieser wihrend
der Transformation bedingt durch das verwendete Transformationskonzept nur, durch das
hinzufiigen von im Zielnetz benétigten Nachbarn, steigt und mehr neue Nachbarn benotigt
werden, erhoht sich, als Folge hieraus der durchschnittliche Knotengrad. Zusétzlich miissen
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6 Bewertung
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Abbildung 6.7: Zahl der Ids und Id-Bereiche wihrend der Transformation unter Nutzung
verschiedener Raumfiillender Kurven

mehr Transformationsnachrichten versendet werden, um die bendtigten Nachbarn zu finden.
Ebenso miissen wihrend der ganzen Transformation mehr Transformationsnachrichten
versendet werden, um diese zu steuern.

6.3.5 Problem der paarweisen Optimierung

Aus den angestellten Untersuchungen geht hervor, dass die Transformation mit Hilfe eines
Hybridnetzes funktionsfahig ist. Jedoch werden auch die noch vorhandenen Probleme in der
Umsetzung deutlich. Das hierbei massivste Problem ist die mangelnde Vereinigung der auf
den Knoten befindlichen Id-Bereiche. Diese sind zwar zusammenhédngend, jedoch gelingt
es durch den verwendeten Algorithmus nicht diese zusammenzufiigen. Der Hauptgrund
hierfiir ist das verwendete paarweise Verbinden der Bereiche. Dies ist bisher sowohl lokal,
als auch wihrend der gegenseitigen Optimierung, mit anderen Knoten, der Fall.

Durch diese Praxis bilden sich jedoch Mengen von Bereichen, auf den Knoten, die nicht weiter
paarweise verbunden werden konnen. Abbildung 6.9 zeigt einige Situation beispielhaft, in
denen drei Id-Bereiche abgebildet sind, die zwar zu oder zu viert, aber nicht paarweise
kombiniert werden kénnen.

Hierbei ist jeder der drei abgebildeten Komplexe offensichtlich kombinierbar. Ebenso of-
fensichtlich kann dies ein paarweise arbeitender Algorithmus, wie der in dieser Evaluation
verwendete, aber nicht leisten. Fiir zukiinftige Umsetzungen muss also besonders Augen-
merk auf die Verbesserung der Optimierungsmechanismen gelegt werden, um diesen auch
héherwertigere Kombinationen zu ermdoglichen.
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Abbildung 6.8: Knotengrade und Zahl der Transformationsnachrichten wiahrend der Trans-
formation unter Nutzung verschiedener Raumfiillender Kurven

Abbildung 6.9: Kombinationsproblem der Id-Bereiche
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Kapitel 7

Fazit

Overlaybasierte Publish/Subscribe-Systeme bauen die von ihnen genutzten Verteilstrukturen
entlang der Verbindungen im unterlagerten Overlay auf. Nach signifikanten Anderungen in
der Belastung dieser Systeme kann die Leistungsfdhigkeit dieser durch die Rekonfiguration
des Overlays erhoht werden.

Hierfiir wurden im Rahmen dieser Arbeit, ausgehend von dem Ansatzpunkt, die Topologie
strukturierter Overlaynetze zu rekonfigurieren um diese so besser an die Bediirfnisse der auf
ihnen aufgesetzen Services anzupassen, verschiedene Transformationsverfahren entwickelt.
Als Ausgangs- und Endpunkte der Transformation wurden die Protokolle Chord und
CAN gewdhlt, da diese sehr unterschiedliche Topologien aufweisen. Dieser strukturelle
Unterschied macht die Transformation besonders reizvoll.

Um diese auf die Overlaynetze anzuwenden wurde eine modularisierte Systemarchitektur
vorschlagen. Mit Hilfe dieser wurden die erforderlichen Module ermittelt, konzeptioniert
und umgesetzt.

Diese sind im Einzelnen: Ein Indirektionsmechanismus, der eine hohere Flexibilitit im
Umgang mit mehreren simultan oder abwechselnd verwendeten Protokollen erhoht. Eine
bidirektionale Adressabbildung, zur Kompensation verschiedenartiger Id-Rdume. In diesem
Zusammenhang wurden die Eignung und die Komplexitit verschiedener raumfiillender
Kurven, in Hinsicht auf ihre Nutzung und Auswirkungen in der Transformation, betrachtet.
Hierbei wurden eine sequenzielle Raumkurve, sowie die Hilbert-Kurve fiir die weitere Ver-
wendung ausgewdhlt. Im Kernteil wurden Transformationsprotokolle, die in Kombination
oder im Austausch mit den verwendeten Anfangs- und Zielprotokollen verwendet werden,
entwickelt. Hierzu wurden zunéchst verschiedene Ansédtze im Groben diskutiert. Zwei kon-
kurrierende Ansitze wurden weiter vertieft. Hierbei handelt es sich um die nebenldufige
Neukonstruktion eines Netzwerkes, sowie die Transformation mit Hilfe eines Hybridnet-
zes. Fiir diese wurden in diesem Rahmen ein eigener Optimierungs- und ein angepasster
Routingalgorithmus entwickelt.

Nach der Weiterentwicklung und Abschétzung, der fiir die Verfahren benétigten Aufwén-
de, wurde eine simulationsgestiitzte Evaluation durchgefiihrt. In dieser konnten viele der
prognostizierten Eigenschaften nachgewiesen werden. Jedoch wurden hierbei auch einige
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7 Fazit

Probleme des Optimierungsalgorithmus festgestellt und erldutert. Da dieser verschiedene
Id-Bereiche nur paarweise zusammenfiigen kann, konvergiert die Optimierung der Kno-
tenzustdnde wahrend der Transformation unerwartet friih. Trotz seiner eingeschrankten
Leistungsfahigkeit hat sich dieser auflerdem als ausgesprochen rechenlastig herausgestellt.

Hieraus muss geschlussfolgert werden, dass die vorgestellten und evaluierten Verfahren,
obwohl beide die Transformation in einer kontrollierten Umgebung leisten kénnen, noch
nicht praxistauglich sind.

Fiir die Eignung der jeweiligen Verfahren, fiir verschiedene Situationen, konnen einige
Grundaussagen festgehalten werden. Die Transformation durch eine nebenldufige Neukon-
struktion des Zielnetzwerkes eignet sich besonders fiir grofie Netze, mit vielen Teilnehmern.
Jedoch leidet dieser Ansatz sehr unter der im Netzwerk vorhandenen Datenlast. Sind also
viele Daten in dem betreffenden Netzwerk gespeichert oder sind viele Verteilbaume tiber
dem Netzwerk aufgespannt, lasst die Leistungsfahigkeit stark nach.

Die Transformation mit Hilfe eines Hybridnetzes leidet hingegen eher unter der Zahl der
Teilnehmer im Netzwerk. Dies ist dem Umstand geschuldet, dass hierbei keine optimierten
Beitrittsalgorithmen oder Ahnliches genutzt werden kénnen um die Komplexitit zu redu-
zieren. Jedoch ist die Zahl der zu migrierenden Inhalte wesentlich geringer, da dies nur im
Rahmen der gegenseitigen Optimierung stattfindet.

Ein weiteres Plus fiir die Transformation mit Hilfe eines Hybridnetzes sind die bisher nicht
ausgeschopften Optimierungspotentiale. Die Optimierungspotentiale betreffen sowohl den
Routingalgorithmus, besonders jedoch den gegenseitigen Optimierungsalgorithmus. Dieser
muss dringend in Hinsicht auf auf komplexere Kombinationsmdoglichkeiten verschiedener
Id-Bereiche erweitert werden. Zusatzlich muss der insgesamt benotigte Rechenaufwand
durch einen geschickteren Umgang mit den vorliegenden Daten verbessert werden.

Durch diese Verbesserungen kann, mit Hilfe der Transformation durch ein Hybridnetz, ein
Zielnetz erzeugt und genutzt werden, dass dem Ausgangsnetz relativ dhnlich ist, jedoch
andere Charakterisika aufweist, die sich wiederum auf die hierauf aufbauenden Services
auswirken.

In zukiinftigen overlaybasierten Systemen spielt die Topologie des Overlays und deren
Rekonfigurationsmoglichkeiten eine entscheidende Rolle fiir die Effizienz und die erbrachte
Leistung der Systeme. Mit entsprechenden Moglichkeiten ausgestattete Systeme konnen
wesentlich effizienter auf Verdnderungen reagieren, als Systeme, die keine Moglichkeit haben
ihr verwendetes Overlay anzupassen.

Um die in dieser Arbeit angestellten Betrachtungen und Annahmen weiter zu validieren, ist
es sinnvoll die bereits in der Evaluationsphase angestellten Bemiihungen fortzufiihren. Die
hierbei ermittelten Ergebnisse konnen in die Weiterentwicklung der bisherigen Vorgehens-
weisen einflieflen. Besonderes Augenmerk muss hierbei auf Aussagen iiber die Robustheit
der verwendeten Verfahren gelegt werden. Hierzu zdhlen das Verhalten unter Churn, geziel-
ten und ungezielten Angriffen und schliefSlich auch kompletten Partitionierungen des zu
transformierenden Netzwerkes. Zusatzlich konnen das verwendete Routingprotokoll und die
Optimierung der Zustandigkeit der Knoten weiteren Untersuchungen unterzogen werden.
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Auch die Erweiterung des Ansatzes um zusatzliche Overlaystrukturen und P2P-Systeme
kann ein Weiterentwicklungspunkt sein.

Ebenso interessant sind die tatsdchlichen Auswirkungen auf die, auf den betrachteten
Overlaynetzwerken aufgesetzten, Publish/Subscribe-Systeme. Hieriiber konnten bis zu
diesem Zeitpunkt keine Evaluierungen durchgefiihrt werden. Es kann untersucht werden,
ob sich die erwarteten Eigenschaften der erzeugten Netzwerke wie prognostiziert ausnutzen
lassen, um die Leistungsfahigkeit zu erhohen.

In dieser Arbeit wurden Grundlagen geschaffen, um ansonsten recht starre strukturierte
Overlays in ihrer Gestalt zu beeinflussen. Dies kann genutzt werden um die Bandbreite der
Reaktionsmechanismen zu erhéhen, die Services, die auf strukturierten Overlays basieren,
zur Verfiigung stehen. Aus diesen Reaktionsmechanismen konnen Strategien entwickelt
werden, mit deren Hilfe in Zukunft auf die Leistung ansonsten einschriankenden Belastungs-
dnderungen der Systeme zu reagieren.
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