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Web services privacy issues have been attracting more and more attention in the past
years. Since the number of Web services-based business applications is increasing, the
demands for privacy enhancing technologies for Web services will also be increasing
in the future. In this paper, we investigate an extension of business protocols, i.e. the
specification of which message exchange sequences are supported by the web service,
in order to accommodate privacy aspects and time-related properties. For this purpose
we introduce the notion of Timed Privacy-aware Business Protocols (TPBPs). We also
discuss TPBP properties can be checked and we describe their verification process.

Keywords: Privacy; web services; business protocols; timed automata.

1. Introduction

Over the past years, there has been a widespread increase in the use of web-based
services supporting different business applications. Such popularity is accompanied
by an exponential amount of data exchanged and collected by interacting enti-
ties, and a number of pressing issues that should be resolved, especially the issues
related to consumers’ Personal Identifiable Information (PII). In fact, most of the
time, web-based service providers require some personal information or financial
information from their consumers. Such information might be used for a number
of purposes, from access to their online services (authentication, authorization) to
billing (accounting), to service maintenance and so on. Hence, today, the individuals
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are becoming more and more concerned about the privacy of their personal data
(see Refs. 1 and 2). In general, privacy policies describe an organization’s data prac-
tices: What information they collect from individuals (e.g. consumers) and what
(e.g. purposes) they do with it. To enable privacy protection for Web service con-
sumers across multiple domains and services, the World Wide Web Consortium
(W3C) published a document called Web Services Architecture (WSA) Require-
ments that define some specific privacy requirements for Web services as a future
research topic. At this moment, there is still no standardized Web services privacy
technology. That is, no current Web service modeling technology offers a simple way
to state privacy requirements. Policies specified as rules under which conditions the
private data can be collected have been proposed as a solution to this problem. We
discuss such issues and present a formal model for privacy based on our previous
work (see Refs. 3 and 4).

Services descriptions include the interface definitions on transport level defined
in WSDL and the business protocol definitions. WS-BPEL® can be used to specify
such protocols. However, in order to facilitate service development and to allow
automated analysis of service descriptions a formal model is needed. In Refs. 6 and 7
for example, the authors developed an expressive business protocol model based on
state machines. The proposed approach provides contributions to protocol analysis
for functional aspects.

However, to the best of our knowledge no similar work has been done in the
context of privacy. Moreover, one of the essential ingredients in the completeness
of behavioral analysis is quantitative properties such as time. Little work has been
conducted in this direction (see Refs. 8 and 9). Time-related properties are relevant
in this setting particularly for privacy handling. Indeed, in many scenarios we expect
that Web services satisfy some timed constraints regarding the collected personal
data of a client. It is important to check whether the timed privacy properties are
satisfied specifically for distributed business protocols.

For instance, to serve a request of a client, a current business application requires
collecting an email address to send the invoice of a purchase order. It will also keep
the private data during two months for future promotions. The latter activity is
achieved by another business protocol called transversal business protocol. After-
wards, the collected data will be destroyed. The business protocols must comply
with these timed constraints.

In this paper, we investigate privacy issues in the context of business protocols.
Moreover, we emphasize the time related properties of privacy management. Indeed,
to fulfill these objectives and address the privacy shortcoming discussed so far, we
propose a formal framework for specifying and verifying time-related properties in
privacy-aware Web service protocols. Our contributions are:

(i) We formally provide a privacy model that is suitable to represent and integrate
the use of personal data in business protocols.

(i) We define a privacy-aware business protocol integrating privacy in the
conversation.
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(iii) We formally propose the notion of Timed Privacy-aware Business Protocols
(TPBP), an extension of privacy-aware business protocols that are suitable to
represent timed privacy constraints.

(iv) We develop a timed properties verification model for TPBPs.

The paper is organized as follows: Section 2 provides the formal model for pri-
vacy to be used to annotate the business protocol, and introduces an illustrative
example to highlight the different components. Section 3 discusses the integration
of privacy concerns in business protocols by introducing privacy-aware business
protocols. Section 4 presents TPBP, an extension of the privacy-aware business
protocols, handling the different ingredients and temporal properties. The verifica-
tion process of the proposed model is presented in Sec. 5. In Sec. 6, we survey works
similar to ours in the industry and research communities, concerning privacy in I'T
World in general or specifically in web services. In this section, we also discuss the
ongoing works concerning business protocols in the research community. Finally,
Sec. 7 concludes and discusses future research directions.

2. Privacy Model

Because of the increasing popularity of Web services a number of pressing issues
should be resolved, and especially the issues related to consumers’ PII. Most of the
time, Web-based service providers require some personal information or financial
information from their consumers. Such information may be used for a number of
purposes, from regular access to their online services (authentication, authorization)
to billing (accounting), to service maintenance and so on.

Nowadays, people are becoming more and more concerned about the privacy of
their personal data (see Refs. 1, 10-12). Privacy policies are used by Web services in
order to ease the privacy concerns of their clients and to adhere to legislative mea-
sures, stating what they can do or cannot do with the personal information of their
clients. The most significant effort currently underway to enable web site users to
gain control over their private information is the Platform for Privacy Preferences
Project (P3P),'3 developed by the W3C. P3P is designed to declare the web site
operators intentions for the use of the data they collect about the user. Moreover,
the Enterprise Privacy Language (EPAL) language'* is designed to specify enter-
prise privacy concerns, focusing on access authorization to personal data. EPAL
policies are expressed as rules which can be enforced through an implementation of
a rule engine.

Our work does not make any assumption about the choice of the language used
to specify the policies. They could be in one of the standard languages. What we
would like to focus on is the encoding of such policies into Web services modeling
business processes. Furthermore, privacy policies do not discuss the behavior of indi-
vidual business applications within the organization that actually collect/analyze
and distribute personal data. This makes the enforcement of the policies difficult.
We introduce our model of privacy rules as an extension of the categories of rules
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defined in the platform of privacy preferences P3P! for the purpose of capturing
privacy abstractions while describing the behavior of Web services.

Motivating example

We consider a hotel booking service. The requester specifies the desired town in
which she wants to make a reservation. Then, the service proposes to the client a
list of hotels. Once the client has done her choice, she is requested to provide banking
information (e.g. credit card number) to confirm the reservation. This data is very
sensitive and the client hopes that it will be used only for the purpose she has
specified. That means she wishes to be guaranteed privacy and secure use, despite
the fact that the service may employ a number of third-party supporting services
to actually realize her reservation banking services for example should retain her
credit card number only for credit checking purposes. In addition, let us assume
that the service offers also the choice of booking a car for the duration of the stay.
In this case, the data of the client should be provided to the car booking service if
and only if she wants to use this additional option.

Furthermore, suppose that due to a failure, one of these supporting services
cannot achieve its task. Ideally, the failed service could be replaced transparently
to the client. Since the client has provided her private data though the new service,
it must:

e have the same functionalities as the old one, and
e ensure the same privacy level of the collected data that was guaranteed by the
old one.

Existing approaches on replaceability'® consider only functional properties.
Nonfunctional aspects (e.g. privacy policies) which are equally important are not
usually taken into account. We therefore believe that it is necessary to provide a
formal model to represent privacy in business protocols. This will enable handling
service replaceability in a way transparent to the client.

2.1. Modeling privacy policies

Before establishing an interaction between a client and a provider, the client spec-
ifies by means of rules called privacy preferences, the way the private data can be
used by the provider. The provider specifies through rules called privacy policies,
how it will use those private data. To establish a conversation between the client
and the provider (in which the client provides its private data), the preferences of
the client must be consistent with the policies of the provider. Since the service
provider may also be consuming another Web service, (that is, acting in turn as
a client), it should also specify its preferences. Thus, each Web service owns both
preferences and policies. In the following, we present the ingredients that constitute
a policy or respectively a preference.
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Obligation Obligation

Fig. 1. A privacy policy model.

We define a privacy policy as a finite set of Terms of Data Use (TDU). A tdu
€ TDU consists of private data and a purpose for which the private data must be
collected (see Fig. 1). A purpose is an action representing the need of the client
executed by a given entity. Entities are services that can use the data to fulfill the
request (purpose) of the client in a given time frame. Furthermore, the provider
can require getting a choice to perform, or not, other actions called Rights. Since
the fulfillment of purposes and rights involves the use of the client private data,
the provider must guarantee their security. For this, it must specify actions called
obligations ensuring the security of the data.

A purpose involves two kinds of actions:

e Rights: a right is an action the provider is allowed to perform. For each right, we
specify the entities authorized to perform it, the delay in which the entities own
the right and the delay in which the right must be achieved once activated. Also
a right can launch a set of obligations.

e Obligations: an obligation is the action the provider must achieve after the col-
lection of the private data to ensure their security. An obligation is specified
like a right but it does not involve any subsequent actions (i.e. other rights or
obligations).

Definition 1. Let us define the following sets:

U: set of entities, D: set of data, A: set of actions, P: set of purposes, O: set of
obligations, R: set of rights, I: set of intervals.

U, D, A are represented as a hierarchy or an ontology used to compare the level of
the restriction of two policies.
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(i) A privacy policy is a set of terms of data use (tdu) where tdu is an element of
D x P.

(ii) A purpose p is defined by the tuple (a,u, i, S, S°) € A x U x I x 2 x 29,
where a is the action identifying the purpose, u is the entity performing the
purpose, p is an interval in which « must perform the action a, S is a set of
rights and S© is a set of obligations associated with the purpose.

(iii) A right r is defined by the tuple (a’, u’,v’, 1/, SO/) € AxUxIxIx2°, where
a’ is the action identifying the right, u/ is the entity authorized to perform the
action a/,v" is the delay in which the entity v’ is authorized to perform the
action @’ and ' is the delay in which the action ¢’ must be performed once
activated.

(iv) An obligation o is defined by the tuple (a”,u”,v", ") € A x U x I x I such
that a” is the action identifying the obligation, v is the entity performing the
obligation, v” is the delay in which the action a” is valid and, u” is the validity
time of the action a” must be performed once activated.

As the provider can disclose the data it collects to a third party, we distinguish
between two kinds of entities: (i) ours specifies the entities of the service collecting
the private data, and (ii) others specify a third party entity for which a service can
disclose the collected private data.

Example 1. Back to the motivating example, the client must provide her Credit
Card Number (CCN) to confirm the hotel reservation. The restrictions on CCN are
as follows:

The financial service collects the credit card number CCN to pay the corre-
sponding hotel reservation (p1) within 20 min after the collection of the CCN. The
Bank which is an external entity owns the right to verify the CCN validity (1)
within 15 min after its collection. If the right (1) is triggered, its related action must
be performed within 5 min. The financial service must destroy the CCN (o01) within
10min after the achievement of the purpose. Moreover, the Bank must encrypt
the CCN (o) within 60min following the CCN reception. The destruction (o;)
and the coding (02) must be performed immediately after their triggering, speci-
fied by an empty interval time [0,0]. The corresponding policy for CCN is given
in Fig. 2.

pley ={(CCN, p,)} where

p, = (PayReservation,Ours : FinancialService, 1£:[0,20mn],{r,},{o;})

r, = (ValidityVerification, Others : Bank,v :[0,15mn], t£:[0,5mn],{0,})

0, = (Destruction, Ours : FinancialService,v : [t(p,),t(p,) +10mn], 1 : [0,0mn])
such that #(p,) € [0,20mn] is the time when the purpose was fulfilled.

0, = (Encrypt,Others : Bank,v :[0,60mn], 1 : [0,0mn])

Fig. 2. CCN Policy.



Client

Local preferences

External preferences

Policies

} (1)

Provider Q

Timed Privacy-Aware Business Protocols

Local preferences

)

C

External preferences

} @3)

Policies

Third party

Local preferences

)

©

External preferences

Policics

} (5)

91

Fig. 3. Extraction of the external preferences from policies.

2.2. Preferences

A client service can send its own private data to a provider, so it should specify
through rules called local privacy preferences how it wishes the provider to use these
private data.

Since a service () can invoke other services, it can disclose the private data of
its client to a third party, as depicted in Fig. 3. Thus, it should specify through
rules, called external preferences, how the third party must use these private data.
The local and external preferences constitute the preferences of the client (see (1)
in Fig. 3).

The interaction between the service @ and a third party is based on the service
preferences of @ and the policies of the third party ((3) in Fig. 3). To inform
the third party of the client restrictions through the Web service @), we add these
restrictions in the external preferences of the service @ ((2) in Fig. 3) as depicted
in Fig. 3.

Thus, we propagate the set of tdu of the service @ policy to external preferences
((4) in Fig. 3). To this aim, we add each tdu of the policy to the set TDU of
preferences when the entity responsible to fulfill a purpose (right or obligation,
respectively) is an external entity (Others). The propagation keeps continuing for
each triggered preferences.

Moreover, in a privacy policy, a preference is defined by a finite set of terms of
data use. However, we do not distinguish between the internal (Ours) and external
(Others) entities. In fact, the client ignores whether the entities are considered as
a third party (Others) for the service collecting the private data or not (OQurs).

3. Privacy-Aware Business Protocols

Business protocols are becoming a necessary part of Web services description.
In fact, the service description not only includes the interface definition and the
transport-level properties which can be specified in WSDL. It may also include a
business protocol definition that specifies the possible message exchange sequences
(conversations) that are supported by a service (see Refs. 7 and 15), or a busi-
ness process, either from a local or global point of view, respectively referred to
as orchestration- and choreography business protocols.'® The interactions between
clients and services are often structured in terms of a set of operation invocations,
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whose order typically has to obey certain constraints for clients to be able to obtain
the service they need. Business protocols can be specified using notations such as
BPELIight,!” and more generally any formalism that describes the interactions
between and among participants made of message exchanges.

Furthermore, developers of client applications need to be aware not only of
functional aspects but also of nonfunctional aspects, including privacy. Indeed, the
major concerns of a client are the disclosure of its personal data conveyed (if so)
during the message exchange. In this section, we first recall the model of business
protocols we want to extend to accommodate privacy,” and then we describe the
integration framework.

3.1. Business protocols

A business protocol aims at specifying the external behavior (the sequences of
supported messages) of a Web service. In Ref. 7, the authors highlighted the fact
that in order to help service development and interoperability, there is a need
for formal methods and software tools allowing an automated analysis of service
description in order to:

e Identify which conversation can be carried out between two services (compatibil-
ity analysis).
e Manage service evolution (replaceability analysis).

The authors have developed a simple and expressive business protocol model based
on state machines, an algebra for business protocol analysis, and a set of operators to
compare and manipulate protocols. The authors have implemented the framework
within ServiceMosaic platform® a CASE tool environment that enables the model
design, development and management of Web services.

A business protocol in this context is defined in terms of sequences of states and
messages. It is specified as a finite state machine, which is built upon traditional
state-machine formalism. It is commonly used to model protocols and the external
behavior of systems. In the model, states represent the different phases that a ser-
vice may go through during its interaction with a requester. The states correspond
to different states of the service and the transitions correspond to exchanged mes-
sages (input and output messages). Each transition is labeled with a message name
followed by the message polarity indicating whether the message is incoming (plus
[+] sign) or outgoing (minus [—] sign) (see Refs. 8 and 18).

Transitions are triggered when the associated message is sent or received,
depending on the polarity. A message corresponds to an invocation of a service
operation or its reply. For instance, the protocol depicted in Fig. 4, specifies that
the hotel booking service is initially in the Start state, and the client starts to
use the service by sending a login message, upon which the service moves to the
Logged state transition (login(+)). The figure depicts the sequence of message

ahttp: //servicemosaic.fr.
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SearchHoteI ChooseHoteI( )

login(+) SearchHotel(+)

Logged
SendTicket(-) CarReservation(-)

Fig. 4. A hotel booking business protocol.

Login(+).SearchHotel(+).ChooseHotel(4).Pay(+) i.e. a conversation supported by
the protocol. As we can see the private data CCN is used in the conversation
messages.

3.2. Privacy-aware business protocols

As shown above, personal data can be handled while exchanging messages between
client and provider. In order to better accommodate this fact, we extended the
polarity function in a business protocol to consider different privacy aspects and
redefined the transitions and states according to this extension. We hence build
a new type of business protocol called privacy-aware business protocol. For this
purpose we annotate and verify the compliance of business protocols with respect
to the privacy policies and preferences.

In a privacy-aware business protocol, an interaction between a client and a
service provider is established as follows: The client specifies to the service provider
its preferences with respect to its private data and how these data can be used. This
specification represents the privacy preferences of the client. Using its set of privacy
policies, the service provider attempts to interact with the client while satisfying its
privacy preferences. A conversation between a client and a provider can be initiated
only if the client’s preferences are consistent with the provider’s privacy policies.
A preference is consistent with a policy if it is less restrictive than the policy. The
restriction level of two given policies is described in Ref. 3.

In what follows, we show how to extend business protocols to accommodate
privacy rules. More specifically, our first extension consists in extending the polar-
ity function to consider the different aspects of privacy. Moreover, we extend the
definition of transitions and states of business protocols.

Polarity. To specify that the input (respectively the output) message imports
(respectively exports) private data (for short, we say private message), we propose
to extend the polarity function by distinguishing between two variants according
to the types of messages:

e Polarity of incoming messages: This polarity indicates if the message imports
private data of the clients or not.
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e Polarity of outgoing messages: This polarity indicates if the message exports its
own private data or those of its clients or not.

Transitions. In business protocols, privacy policies must be associated with input
private messages. Therefore, we propose to annotate each transition enabling an
input private message by the corresponding policy.
States. In business protocols, a state can be a source for a set of transitions
enabling an output private message. Hence, the corresponding preferences are asso-
ciated with this state.

The following definition represents an extended definition of protocols integrat-
ing privacy aspects.

Definition 2. A privacy-aware business protocol @ is a tuple @ =
(S, s0, F, M, PREF,9, PLCY ,T) which consists of the following components:

e S is a finite set of states, where sy € S is the initial state.
F C S is a set of final states. If F'= @, then @ is said to be an empty protocol.

e M is a finite set of messages. For each message m € M, we define two variants
of the function Polarity(Q, m):

The polarity of input messages has the form IPolarity(Q, m) = (+, ClientPData),
such that:

_ 1, if the message m imports private data of clients
ClientPData =
0, otherwise.

The polarity of output messages has the form
OPolarity(Q, m) = (—, ClientPData, ServicePData),

such that:

Y, if the message m exports private data of the service

ServicePData =
N, otherwise.

and ClientPData as above.

o PREF is a finite set of preferences.
o 0:5 — 2PREF gssigns a set of preferences to states.
o PLCY is a finite set of policies.

T C S?x M x (PREF U PLCY) is a finite set of transitions. Each transition
(s, s’ m, pley) identifies a source state s, a target state s, a message m, the corre-
sponding policies plcy € PLCY (if m is an input private message) and the corre-
sponding preferences ¥(s) assigned to the state s (if m is an output private message).
In this case, we say that the message m is enabled from a state s:

e [f m is an input private message, then plcy # .
e If m is an output private message, then V(s) # @.
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SearchHotel(+,0)

N

Searching

SearchHotel(+,0)

Login(+,0)

ChooseHotel(+,0
ChooseHotel(+,0)

beforepay

Pay(+1)

Policy : plct

Preférence : pref 1

Cancel(+,0)

Payement
cancelled

Fig. 5. Privacy-aware business protocol.

Example 2. Figure 5 shows a graphical representation of a privacy-aware business
protocol @ of a Web service that allows the reservation of a hotel, presented in the
motivating example. The message Pay(+, 1) is an input message (+) which imports
a private data (the CCN — see (1) in Fig. 5). Hence, we annotate the corresponding
transition by the adequate policy. Moreover, the message CarReservation(—,1, N)
is an output message (—) which exports the private data of clients (1) and does not
export its own private data of the service (V). So, we annotate the source state
of this transition by the corresponding preferences as follows: pref = {(Name, p})}
such that:

py = (CarReservation,u : ReservationAgency, j1:[0,20 min], {0} })

/

1
o) = (Destruction,u : ReservationAgency,v: [t(p}),t(p}) + 10 min], xz: [0, 0 min])
such that ¢(p}) € [0,20 min] is the time when the purpose p; was fulfilled.

Consider that a private data d is handled by two input messages my and my of
a provider service. We associate to the message m the corresponding policy plcy;
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and to the message mo the corresponding policy plcys. Suppose that the preference
of the client (the one that invokes this provider service) is consistent with the policy
plcy1 and is inconsistent with the policy pleys. In our approach, this inconsistency
does not forbid the conversation between the client and the provider unless the
invoked message is mo. However, the traditional approaches consist in checking all
rules (a global policy) related to the data d which prevents the conversation between
the client and the provider even if the rule does not deal with the invoked message.

Simulation of privacy-aware protocols

Informally speaking, a privacy-aware business protocol @ is simulated (replaced)
by a protocol Q' if, starting from the initial state, each input (respectively, output)
message of Q can be matched with an input (respectively, output) message of Q’.°
Here, we introduce an extended definition of simulation we have proposed, to cater
with privacy policies.

Definition 3. Let Q = (5, so, F;, M, PREF 9, PLCY,T) and Q' = (5’, sy, F', M’,
PREF', ¢, PLCY’,T’) be two protocols. The protocol @’ simulates the protocol Q
denoted @ < Q' if there exists a relation I' C S x S’ such that the following holds:

o V(s1,s)) € T' and VT(s1,s2,m,plcy), sy such that T'(s, sh,m/,pley’),m C
m’, Polarity(Q, m) = Polarity(Q’,m’), (s2,s5) € T, pley < pley’.
o V(s,s') €T, if s € F then s’ € F'.

Remark 1. In order to replace a Web service @), the first step consists in discov-
ering a set of candidate Web services. Suppose that among all of the discovered
Web services, there is no service fully replacing @) according to its private policies.
It can thus be very interesting to choose from all of these services the one having
the best neighboring policies (that is, ensuring the highest level of restrictions with
respect to the policies of @)). As the neighboring replaceability can be partial, it will
not be automatic and will require the authorization of the client. The full study of
neighboring replaceability goes beyond the scope of this paper.

When we replace a Web service @@ by a new one Q’, Q" will use its own private
data, so we do not have to check the local preferences. But Q' may also use the
private data of the clients of ), so obviously we have to check the consistency
between the external preferences of ) and Q’. Since the external preferences are
extracted from policies already checked in the private replaceability of Q by @',
they are also implicitly checked.

Moreover, to better deal with the verification of the compliance of the privacy
policies and preferences in such protocols, the adopted model should enable the
expression of temporal constraints. Indeed, the management of temporal constraints
with respect to time intervals of purposes (respectively rights and obligations) is
an interesting opportunity to increase the efficiency of the model. Therefore, we
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propose to extend the previous model by considering time-related properties for
privacy policies in business protocols.

4. Timed Privacy-Aware Business Protocols

This section introduces the model of TPBP which extends privacy-aware busi-
ness protocols with time-related aspects. Since our privacy-aware business protocol
was built upon the traditional state-machine formalism, existing results in timed
automata theory can be reused and/or extended to deal with our specific problems.
This choice was also motivated by the use of this theory in business protocols.'®
Briefly, a timed automaton'® is a finite automaton augmented with a finite set of
real-valued clocks. Clock constraints can be associated with transitions and can also
be reset to zero simultaneously with any transition.

Clock constraints. We equip the TPBP with a set of n clock variables, where
n is the number of the transitions such as each transition has a clock. Each clock
is a variable taking its values from time domain T. The values of these variables
change simultaneously. The clock variables do not have the same values at a given
time.

For a set of clocks C, the set of clock constraints ®(C) is defined by:

@1, 92 1= h o< k|=p1|p1 A palor V 2| True

with h € C, k > 0 and x€ {<, <, >, >, =}. For instance, some clock constraints on
C ={c1,ca} are c1 =4, (c1 < 10) A(e2 =5).

Reset timers to zero Cy. Each transition in the TPBP has a clock. This clock
must be incremented while the transition is taking place for the first time. It is
reset to zero each time the transition is fired again.

CDCo={C;|¥1<i<n,ng, >1}, where C; is the clock variable associated
to the transition tr;, and ny-, is the number of triggering transition tr;.

Clock valuations. A clock valuation on C'is an application v: C — T. T¢ denotes
the set of all clock valuations. The valuations are defined as passing time and reset
to zero operations:

e Let t € T; we denote v + t the valuation such as
(v+t)(c) =v(c)+t, VeeCl.
e Let » C C; we denote v[r « 0] the valuation such as:
0, if ce Cy
v[r «— 0](c) = , VeeC.
v(c), else

The following definition extends the definition of privacy-aware business protocols
by incorporating time-related aspects.
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Definition 4. Timed Privacy-aware Business Protocol (TPBP)

A TPBP is a 10-tuplet (S, so, F, M, T,9,C,Cy, PLCY , PREF) which consists of

the following elements:

S is a finite set of states, where sy € S is the initial state.

F C S is a set of final states.

M is a finite set of messages. For each message m € M, we define two kinds of
polarity as defined previously.

T C Sxp(C)xM xS is a finite set of transitions; tr = (s(pref ), o, m, pley, s’) € T
represents a transition from s to s’, m € M is a message, ¢ is a clock constraint
associated with the transition ¢r, the policy plcy € PLCY and the preference
pref C PREF. This transition is represented by:

s(pref) UL

9:8 — 2PREF assions a set of preferences to states.
C' a finite set of clocks (with positive real values).
Cp C C is the subset of reset to zero timers.

PLCY is a finite set of policies.

PREF is a finite set of preferences.

Depending on the exchanged message m, we distinguish between several tran-

sition types:

If the message m is an incoming message, and its parameters contain private data
of the clients, then we have plcy # &, pref = @ and the transition is defined as:
g TOPIY,

If the message m is an incoming message and its parameters do not contain
private data of the clients, then we have plcy = @, pref = @ and the transition
is determined by: s ——% o'

If the message m is an outgoing message, and its parameters contain private data
of the clients and/or private data of the service, then we have pref # @, pley = @
and the transition is defined by: s(pref) % s'.

If the message m is an outgoing message, and its parameters do not contain
private data of the clients and/or the private data of the services, then we have

pref = &, plecy = @ and the transition is defined as: s A

TPBP semantics. A state or a configuration of a timed privacy-aware business
protocol is defined as (s,v) € S x Rf, where s and v represent the current state and
the valuation of the clocks respectively. Ry is a set of non-negative real numbers.

A pair (s,v) is considered as an initial state of the TPBP if s = sg and v(C') = 0

for each clock in C. The execution of a TPBP is a sequence of (message, time) pairs:

o= (SOaUO) ml_tl’ (51,U1) mz—t2> (32,U2) mB—tS> "'(Sn,Un)
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with ¢;,t;41 € Ry and ¢;41 > t; for each ¢ > 0. Time ¢; corresponds to the passing
time of m;, and v; > 0 represents the clock valuations such that:

e ug(c) =0,VceC.
o Vi>0,vi—1+ (ti — tit1) = @i

; - _Jo if c € Cy
eVi>0andVce C,v;, = {'Ui—l 4 (ti —tip1), otherwise

Given the above formal model of TPBP, in the next section we will discuss how to
check the compliance of policies while replacing service providers.

5. TPBP Verification

To ensure a better analysis of a TPBP and check the satisfaction of its time-
related properties, we provide in this section a categorization of the TPBP and an
identification of the properties to be checked.

5.1. Categorization of privacy-aware business protocols

We distinguish between two TPBP types: current TPBP and transversal TPBP.

Definition 5. Current TPBP
A current TPBP, denoted by TPBP ¢, collects the private data quoted in the policy
and used for the current operation in the state.

For instance, the current business protocol of Fig. 6 collects the email addresses
in order to send the ticket to the client.

Definition 6. Transversal TPBP
A transversal TPBP, denoted by TPBPr, uses the private data collected by the
TPBP¢.

For instance, the email addresses collected by the TPBP& can be used by
another business protocol to send information related to discounts. This latter pro-
tocol acts as a transversal protocol. Protocols TPBP, and TPBP3, depicted in
Fig. 6, represent two transversal protocols detailed in Fig. 7. They use two private
data collected by TPBP; (email and CCN, respectively).

The relationship between the classes of protocols is defined as follows:

Definition 7. Transition link
Let TPBP¢ be a current protocol and TPBPr its corresponding transversal pro-
tocol. The link between them is defined as follows:

TLij : TPBPC — TPBPT7
Si — er7

where s; is a state in TPBP¢ and ¢,; is a state for which the right r; holds in
TPBPrp. We denote by L; = {TL;;,¥V1 < j < j} the set of transition links between
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A client submits a e —— - _

private data: _ -
email,con, ... /\ _ -
-~
-
-

N
T3:searchHotel(+,0)
H2:=0 N \

T2:searchHotel(+,0)
2<10mn

Policy:plcy1

T4:chooseHotel(+,0)
H4<2mn

T6:pay(+,1)
H6<24h

T7:check_CCN(-,1,Y) T5:chooseHotel(+,0)

|
|
|
I
H7<15mn H5<2mn I
I

\ T8:CCN_accpted(+,1)
H11<24h

T10:CCN_rejected(+,1)

, Va N N , 7 N N
/ \ / \
/ \ /
I TPBP2:Transversal1 ' i TPBP3:Transversal2
1 . I .
' (Global View) ) ! (Global View)
\ / \
\ 4 \ 4

Fig. 6. Types of timed privacy-aware business protocol.



Timed Privacy-Aware Business Protocols 101

pley2 : (email,p3)

T>’5:m5(+,1)
pref2 : H5<lday
(email,p4) /
T7:m7(-,0,Y)

H7<1day

T°6:m6(-,0,N)
Ho6<l1day

TPBP2 : Transversal1 (detailed view)

preference : pref2

T2’ :CCN_rejected(-,1,0)

T3’ : CCN_Accepted(-,1,0)

TI:
check_CCN(+,1)

Hi<15mn @

policy : plc2

TPBP3 : Transversal2 (detailed view)

Fig. 7. Two transversal privacy-aware business protocols.

the state s; of TPBP ¢ collecting a private data d and the states g, j of TPBP
using d.

5.2. TPBP constraints

In what follows, we define two kinds of constraints to be verified: clock constraints
and privacy constraints.

Clock Constraint. The clock constraint can be interpreted naturally through the
valuation: If v is a valuation and (v(c)).cc satisfies the clock constraint ¢ we say
(TPBP, s,v) verifies ¢, and we write (TPBP, s,v) = ¢, such that:

(TPBP,s,v) Ecx K iff v(c) x K.

(TPBP,s,v) E —p iff (S,v)| # .

(TPBP,s,v) = @1 Ao iff (TPBP,s,v) = ¢1 and (s,v) = pa.
(TPBP,s,v) = 1V g iff (TPBP,s,v) = ¢1 where (TPBP, s,v) = ¢a.

Privacy constraints. Let T'(s,_1,m,s;),Vi > 0, be a transition in TPBP, where
m is an incoming message containing private data. Therefore, a policy plcy is asso-
ciated to the transition. We define ¢; as a clock associated with the policy, leading
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to state s; and initialized to zero. It can be reset to zero after firing the transition
T again. The valuation of the policy clock is defined by v(d;).

Purpose. Let {op1,...,0pr} be the set of operations related to the purpose of
current state s;. Let f:S5 — 2P¥P%¢ he a labeling function associating to each
state s;, f(s) the set of purpose operations satisfied in the state s;,Vs; € S. Then:

(TPBP,s;) = op1 Aopa A ---opi, iff opj € f(ss),

and Inf(bound) < v(d;) < Sup(bound), where Inf(bound) is the lower bound of
time interval of the operation validity, Sup(bound) is the upper bound of time
interval, and v(9;) is the valuation of policy clock at the execution time point of
operation op;.

Obligation. Let O; = {o1,...,0;} be the set of obligations associated to purpose
pi in state s;. OPo, = {op(01),...,0p(o;)} is the set of operations related to obli-
gation O;. Let n: S — 20blgation he 3 labeling function associated with each state
s;, where 7(s) is the set of operations related to obligations checked in s;. Then,
the following holds:

(TPBP,s;) = op(o1) Aop(o2) A ---op(or) iff op(o;) € n(s;),

and Inf(N\;) <wv(d;) < Sup(\;) where Inf();) and Sup()\;) are the lower and upper
bounds of \;, respectively; and v(J;) is the valuation of policy clock at the execution
time point of operation op;.

Right. Let OPg, = {op(r1),...,op(rx)} be the set of operations associated to
rights. Let g: S — 279" be a labeling function associating to each state s; € St,
g(s) an operation associated to the right and satisfied in s;. Then:

(TPBPc,s;) = op(r1) Nop(re) A ---op(ry) iff TPBP .y, q(r:) | op(r:),

with TPBPr,),q(ri) = op(r:) iff op(r;) € g(q(r;)) and Inf(X) < v(d;) < Sup(A),
where op(r;) is an operation associated to the right r;, Inf(\) and Sup(\) are lower
and upper bounds of A, respectively; and v(d;) is the valuation of the policy clock
at the execution time point of operation op(r;).

Lemma 1. Let s; be a state in TPBPc, q(r;) a state in TPBPr(, )y for which the
right v; is associated and op(r;) the operation associated with the right r; then:

(TPBPc,si) = op(r;) iff TPBPr(,),q(r;) = op(r;),
where q(r;) = TL;j(s;).

5.3. Verification steps
Before defining the verification steps, let us first introduce the TPBP path notion:

Definition 8. TPBP paths
A path p in TPBP is defined in terms of states and transitions as follows:

_ P1,Mm1 P2,M2 $3,Mm3
P =so S1 52 T Sn,
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where s¢ is the initial state, s, is the final state, and V0 < i < n, (8;—1, @i, My,
Si) e T.

Definition 9. An execution z in TPBP on the path p is defined as:

p1,ma,ty p2,m2,t2 p3,m3,t3
— A

x = (S0, v0) (s1,v1) (s2,v2) o (Sn,y ),

with V0 < i < n,v; € T and (¢;)i>0 a temporal sequence. We denote by z(sq) the
set of executions started from the initial state sq.

The constraint verification consists of the following phases:

Phase 1. This phase deals with the verification of the states along the execution
path. If m; is an incoming message to s; containing private data, the following
elements need to be checked:

(i

(v
(vi
(vii

the purpose associated to the state s;,

the obligations (01,09, ..., 0;) associated with p,

the rights (r1,79,...,7)) associated with p, and

the obligations (01, 052, .. .,0jq) associated with rights r;, V1 < j < k.

NI NG NN

The behavior of a state s; is satisfied iff
((TPBP¢,s;) = op(p) A (TPBP ¢, s;) = op(o1) A op(o2) A -+ -op(or))
ANNV1<j<k,(TPBP¢,s;) = op(rj) N(TPBPc,s;) = op(0;1)

Nop(0j2) A+ - 0p(0jq))-

Phase 2. This phase deals with the verification of the clock constraints associated
with the transitions along the execution paths. A clock constraint is satisfied iff
(TPBP ¢, s;:,v;) = @i, where ; is the clock constraint associated with the transition
and s; is the destination state of the transition.

Phase 3. This phase considers the conversation in the current business protocol.
More precisely, given the initial and final states s; and s,, in the execution path:

P1,ma,t1 p2,m2,t2

r=(s0,v0) LEI, (51, 0p) L2, (g, gy) L2,

o (8n,Un),
the conversation is satisfied iff sg is the initial state, s, € F and V1 < i < n,
(TPBP¢,s;,v;) E wi N (TPBP¢, s;) | op(r;).

To conclude, while web services are exchanging messages, some personal data
are likely involved in the conversation of different kinds of business protocols. Hence,
it was necessary to integrate a privacy model in business protocol, in order to check
the validity of personal data usage. Moreover, we emphasize that time is a crucial
abstraction that has not been studied up to date in the area of privacy. That is,
given the importance of considering time-related properties, we presented concepts
and techniques, for performing time-related analysis and verification of policies in
TPBP.
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6. Related Work and Discussion

In recent Web services research there is an increasing demand and discussion about
privacy technologies for supporting different business applications. For example,
WS-Policy describes the business policies to be enforced on intermediaries and
endpoints.'? The current WS-Policy specification does not discuss privacy rules
in details. Even though WS-Privacy is proposed as a model for defining subject
privacy preferences and organizational privacy practice statements, WS-Privacy
has not been fully developed yet.'> The EPAL technical specification is used to
formalize privacy authorization for actual enforcement within an intra or inter-
enterprise for business-to-business privacy control.'* However, it does not consider
privacy enforcement in the context of the WSA.

The P3P developed by the W3C enables Web sites to express their pri-
vacy practices in a standard format that can be retrieved automatically and inter-
preted easily by agents like Web browsers. APPEL (A P3P Preference Exchange
Language)!? provides a standard way of defining the user privacy preferences in a
set of preference rules, which can be used by the user agent to make automated
and semi-automated decisions regarding the acceptance of privacy policies from
P3P-enabled Web sites.

There are a few number of research works related to Web services privacy poli-
cies. In Ref. 20, the authors focus on Web service privacy issues; they do not dis-
cuss the related technical issues in the context of WSA. In Ref. 21, the authors
present a privacy framework for Web services which allow user agents to automat-
ically negotiate with Web services on the amount of personal information to be
disclosed on behalf of the user. Semantic issues for privacy management have also
been discussed in some works. Reference 22, points out that a standard method of
exchanging privacy policies, that is, a privacy ontology, is needed for the Semantic
Web. Reference 23 defines a vocabulary for composing policies to allow or deny
access to the personal information that a policy governs.

In Ref. 24, the authors address security of semantic Web services that are declar-
atively described in OWL-S. They propose ontologies to annotate OWL-S input and
output parameters with respect to their security features, including encryption and
digital signatures. Moreover, they propose to incorporate privacy and authentica-
tion policies into OWL-S descriptions and requester profiles. They designed and
implemented algorithms to check policy compliance and integrated them in the ser-
vice selection process of the OWL-S MatchMaker. This is done by extending the
OWLS VM with features for encrypting and signing messages exchanged between
service requester and provider. In Ref. 25, the authors present the KAoS toolset
for the specification, management, analysis, disclosure and enforcement of policies
represented in OWL. They discuss three current Semantic Web Service applications
as examples of the kinds of roles that a policy management framework can play:
as an authorization service in grid computing environments, as a distributed pol-
icy specification and enforcement capability for a semantic matchmaker, and as a
verification tool for service composition and contract management.
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In Ref. 26, the authors propose a Web service privacy framework based on
a policy approach enhanced with ontologies. It uses different Web standards for
supporting privacy protection, including P3P, the Web services policy framework
(WS-Policy) and the Web ontology language (OWL). In Ref. 27, the authors define
a meta-model for privacy policy creation and comparison for Web services based
on fair information practices introduced around the world to protect the privacy
of individuals. They developed criteria for the comparison of the elements that
compose the policies, creating hierarchical relationships between those elements
that could not otherwise be directly compared.

In Ref. 28, the authors propose a framework to support user control over the
data made available to service providers in the context of an OSGi (Open Services
Gateway initiative)-based Extensible Service Systems. A formal privacy model is
defined and service and policy descriptions are deduced. Technical system require-
ments to support those policies are identified. Since guaranteeing privacy inside the
system is of little help if any malicious entity can break in to it, security architec-
ture for OSGi-based Extensible Service Systems is also defined. The framework is
a compound of two elements: an architecture for secure interactions between the
users and the pervasive system, and a meta-data language that expresses privacy
properties of services and user-defined policies. All these works are concerned with
data semantics but do not deal with service behavior as we are doing in our work.

On the other hand, several ongoing efforts in the area of Web services recognize
the importance of high level modeling and analysis of service protocols. In Ref. 18,
the authors proposed to study the problem of automated analysis of Web services
protocol compatibility and replaceability in presence of timing abstractions based
on timed automata. The model supports rich timing constraints but only deals
with functional aspects of the service. Reference 9 has addressed the problem of
functional qualitative and quantitative analysis of timing aspects of Web service
compositions defined as a set of BPEL4WS. The authors introduced a formalism,
called Web Services Timed state Transition Systems (WSTTS), to capture the
timed behavior of composite Web services. The work presented in Ref. 29 is related
to the run-time monitoring of Web service compositions, where the authors define
a language for the specification of instance and class monitors. The language allows
the specification of boolean, statistic, and time-related properties. The reader may
refer to Ref. 18 for more information about business protocols.

In Ref. 30, the author presents an approach for measuring how well a Web
service protects personal privacy. To achieve this, the author defined a measure of
protection of user privacy as a numerical value that indicates the degree of the user’s
control (or some aspect of that control) over the service collection, retention and
distribution of information about the user. In Ref. 31, the authors propose a frame-
work that addresses consumer privacy concerns in the context of highly customiz-
able composite Web services. Their approach involves service producers exchanging
their “terms-of-use” with consumers in the form of “models”. The framework pro-
vides automated techniques for checking these models at the consumer side for
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compliance of consumer privacy policies. In the event of a policy violation, the
framework supports automatic generation of “obligations” that the consumer gener-
ates for the composite service. These obligations are automatically enforced through
a dynamic program analysis approach on the web service composition code.

Moreover, other areas have studied privacy; for instance, in the databases area
(see Refs. 32 and 33) discussed issues related to privacy preserving data publishing.
In the social networking area, Ref. 34 presented methods to anonymize a dynamic
network such that the privacy of users is preserved when new nodes and edges are
added to the published network.

In our work, we have considered the two previous aspects (time and privacy) in
the same model for business protocol, which allows benefiting from the important
results of the proposed approaches and therefore increases the efficiency of our
model.

7. Conclusion and Future Work

In the past few years, Web services privacy issues have been attracting more and
more attention from the industry and research community. Since the number of
Web services-based business applications is increasing, one can imagine that the
demands for privacy enhancing technologies for Web services will also be increasing
in the future. It is known that a service description should not only include the ser-
vice interfaces as in conventional middleware, but also the business protocol i.e. the
specification of which message exchange sequences are supported by the service. To
automate the analysis of service descriptions a simple and expressive business proto-
col model based on state machines is proposed in the literature, which supports rich
timing constraints handling the service functionalities. In this paper, we investigated
an extension of business protocols in order to accommodate privacy aspects and
time-related properties, leading to what we call TPBPs. The proposed model was
described as a state machine, emphasizing the privacy requirements and in particu-
lar the time-related properties. We also discussed the properties to be checked and
described the verification process. We currently are working on the following issues:

e Definition of fine-grained timed properties. For instance, we would like to investi-
gate the combination of time related properties of behaviors with those of privacy.

e What Web services need to know is not only user preferences but also the user
context, which includes any information that can be used to characterize the user
and her situation. Hence, user context should include user’s local data as well
as any data stored about the user such as those stored in customer relationship
management (CRM) systems to make effective use of Web services.
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