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Recently, indoor modeling has gained increased attention thanks to the immense need for realizing efficient
indoor location-based services. Indoor environments de facto differ from outdoor spaces in two aspects:
spaces are smaller and there are many structural objects such as walls, doors, and furniture. To model the
indoor environments in a proper manner, novel data acquisition concepts and data modeling algorithms have
been devised to meet the requirements of indoor spatial applications. In this realm, several research efforts
have been exerted. Nevertheless, these efforts mostly suffer either from adopting impractical data acquisition
methods or from being limited to 2D modeling.

To overcome these limitations, we introduce the MapSense approach that automatically derives indoor
models from 3D point clouds collected by individuals using mobile devices, such as Google Tango, Apple ARKit,
and Microsoft HoloLens. To this end, MapSense leverages several computer vision and machine learning
algorithms for precisely inferring the structural objects. In MapSense, we mainly focus on improving the
modeling accuracy through adopting formal grammars which encode design-time knowledge, i.e. structural
information about the building. In addition to modeling accuracy, MapSense considers the energy overhead
on the mobile devices via developing a probabilistic quality model through which the mobile devices solely
upload high-quality point clouds to the crowd-sensing servers. To demonstrate the performance of MapSense,
we implemented a crowdsensing Android App to collect 3D point clouds from two different buildings by six
volunteers. The results showed that MapSense can accurately infer the various structural objects together
with drastically reducing the energy overhead on the mobile devices.
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1 INTRODUCTION

Nowadays, there exists a growing demand for identifying indoor environments for location-
awareness in large public areas, e.g. airports, hospitals, campuses, warehouses, and manufacturing
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facilities. For instance in hospitals, it is necessary to localize the medical equipment, provide navi-
gation to the visitors and monitor the exercise and location of the patients. Similarly, it is crucial
for firefighter assistance applications to provide navigation services to firefighters through safe
zones or even localize people in danger indoors. In such areas, adopting location-based services
(LBSs) strongly requires the existence of localization technology and the generation of up-to-date
indoor maps [2]. By taking into consideration the advancement of indoor localization technolo-
gies, alternative methods of generating indoor maps have to be developed. In this realm, Google
launched its indoor mapping initiative through which voluntarily uploaded floor plans for solely
10,000 buildings are available on-line to its customers [19]. One major drawback of such floor plans
emerges from being manually generated. Specifically, the manual generation of indoor maps is a de
facto complex, time-consuming, and error-prone process involving on-site calibration, professional
devices, and multi-party coordination.

With the advent of powerful mobile devices, e.g. smartphones, smartwatches, and smart glasses,
the concept of crowdsensing to automatically generate indoor floor plans has been widely accepted.
Mobile crowdsensing is a promising paradigm for large-scale data collection harnessing the recent
advancements in ubiquitous mobile devices. Practically speaking, crowdsensing is typically per-
formed by a group of participants, carrying smart mobile devices, who react to sensing queries
from the crowdsensing server(s). In the realm of indoor modeling, several efforts have been exerted
to properly exploit the embedded sensors in commercially-available mobile devices for generat-
ing precise models [11, 18, 24]. Although these aforementioned efforts predominantly achieve a
reasonable modeling accuracy, they still suffer from three main shortcomings: (1) They mostly
require large datasets to construct precise indoor maps. For example, Jigsaw [11] demands collecting
between 100 and 150 images for each landmark to precisely model a certain area. (2) These efforts
broadly overlook important quality of service (QoS) metrics, such as the energy efficiency of the
participating mobile devices as well as the computational complexity. (3) The collected data types
are typically limited to the derivation of 2D indoor maps.

Accordingly, there is an immense need to utilize new data types for efficient indoor modeling. In
this context, 3D point clouds stand as an optimal candidate since they provide 3D representation
of the environment. In a 3D point cloud, the points usually represent the X, Y, and Z geometric
coordinates of an underlying sampled surface. Laser scanners have been traditionally employed
to collect high-quality point clouds. Nevertheless, adopting these scanners for indoor modeling is
not straightforward since they certainly increase the complexity, cost, and time of data acquisition.
Hence, a challenge of efficiently collecting and processing point clouds for constructing 3D indoor
models emerges.

To overcome this challenge, we introduce MapSense, a QoS-aware automatic 3D indoor modeling
method using a small number of crowd-sourced 3D point clouds. MapSense leverages recently-
developed mobile platforms, e.g. Google Tango, Microsoft HoloLens, and Apple ARKit, to coopera-
tively collect 3D point clouds (cf. Figure 1). The core idea of MapSense is to partition each point
cloud into a set horizontal and vertical planes, before inferring the various indoor objects, e.g. walls,
ceiling, floor, doors, and furniture. To this end, MapSense harnesses several computer vision and
machine learning techniques, such as ray tracing, randomized Hough transform, and random forest
classifier. However, the indoor models obtained by only considering the collected point clouds al-
ways suffer from inaccuracies. Therefore, MapSense utilizes various kinds of structural information,
encoded in a formal grammar, to support the mapping process and, in particular, compensate for
possible inaccuracies of the collected point clouds due to being captured by non-experts. Indoor
grammars are powerful tools which can be used to encode structural information for different kind
of architectural domains. In public buildings, a floor plan typically follows certain architectural
principles. For example, in an office building, an assistant’s office is very likely located next to an
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executive’s office and both rooms have specific dimensions. Through exploiting this knowledge,
we can simply correct and complete a floor plan derived from inaccurate or incomplete data. In
this article, we encode such structural information using a grammar that includes, for instance, the
dimensions of rooms, the number of rooms, the relative room ordering, geometric constraints, etc.

MapSense also considers the energy efficiency of the participating mobile devices. In this realm,
MapSense makes use of several energy-awareness techniques, including Octree compression,
voxel grid downsampling, and probabilistic quality model. The first two techniques tackle the
communication energy overhead through reducing the number of points to be reported to a
crowdsensing server. Whereas, the probabilistic quality model is mainly used to prevent reporting
low-quality point clouds, thus reducing the energy overhead of repeating the sensing queries. To
the best of our knowledge, MapSense is the first QoS-aware mapping method which employs formal
indoor grammars in combination with a probabilistic quality model to derive highly-accurate indoor
models from a small set of crowd-sensed point clouds in an energy-efficient manner.
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Fig. 1. Crowdsensing 3D point clouds using commercial mobile devices

In detail, we provide the following contributions: (1) We define an architectural framework
and multi-step process for the automatic inference of indoor objects, e.g. walls, ceilings, floors,
tables, chairs, and doors, supported by structural information. (2) We present a probabilistic quality
model for assessing the quality of each captured point cloud. In this manner, we prevent uploading
low-quality point clouds, thus eliminating the need for sending several identical sensing queries. To
this end, we first analyze the quality factors and metrics of point clouds, before providing a formal
definition of an acceptance probability through which a point clouds can be accepted/rejected.
(3) We introduce a processing pipeline that, as a first step, derives an initial indoor model from a
small set of inaccurate crowdsensed point clouds. In this initial step, we employ the randomized
3D Hough transform for extracting and labeling the walls, floor, and ceiling objects. Moreover, ray
tracing and random forest methods are used for detecting and classifying other objects, e.g. doors,
tables, and chairs. (4) We define a formal grammar through which, in a second step, the initial model
is refined by compensating for inaccuracies and missing data. (5) We present a proof-of-concept
implementation and evaluation in a real-world scenario. To this end, we collected more than 3
GBytes of point clouds using a set of Google Tango mobile devices. We deliberately integrated
the main three features of Tango technology, namely motion tracking, depth perception, and area
learning [5] to improve the localization accuracy while capturing the point clouds. The results show
that using our grammar-based approach, we obtain a significant improvement of the modeling
accuracy (at least by 76.3%) relative to the initial models. Moreover, MapSense reduces the energy
overhead on the mobile devices by at least 44% compared to a “no processing” method in which the
captured data is directly reported to the servers without any processing.

The rest of this article is structured as follows: Section 2 introduces the system model, the
architectural framework of MapSense, and our assumptions. The various preprocessing steps
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performed on the mobile devices, including the probabilistic quality model, are explained in Section 3.
Section 4 explains the processing steps filtering the point clouds and then for identifying the various
surface planes. Moreover, this section introduces the indoor formal grammars and how they can
be efficiently used to improve the modeling accuracy of the initial models. Section 5 describes the
detection of door objects using a combination of ray tracing and random forest techniques, before
Section 6 presents the extraction of the surface planes corresponding to furniture, e.g. tables and
chairs. In Section 7, we present our real-world evaluation and our prototype implementation that
we designed for the acquisition of point clouds using mobile devices, before discussing the obtained
results. Finally, Section 8 highlights the main differences between MapSense and related work,
before Section 9 draws a conclusion with an outlook on future work.

2 SYSTEM OVERVIEW

In this section, we explain the various components of MapSense together with our assumptions.
In general, the problem of constructing precise indoor models can be reduced to estimating three
primary components, including the geometric coordinates of objects in the indoor environment,
the topology relationship (i.e. connectivity) among indoor objects, and the structural objects which
classifies and interprets the space (e.g. as a room or a corridor). Figure 2 depicts our proposed
processing pipeline for estimating these components. The system comprises a set of mobile devices
M = my,- -+, mg, capable of collecting 3D point clouds. Each participating mobile device m;
typically responds to a sensing query through capturing a point cloud Pl(il) of the queried area. In
MapSense, a sensing query g comprises the coordinates of the area to be scanned and the minimum
quality requirements T, whose value lies in the range [0, 1]. To be eligible for transmission, the

point cloud PE;) has to pass a lightweight acceptance test, implemented by a probabilistic quality
mode. Through this test, we make sure that P:(:z) does not suffer from intolerable inaccuracies
or incompletenesses. In this manner, we eliminate the need for repeatedly receiving identical
sensing queries, thereby saving a considerable amount of energy in the mobile devices. Before
being reported to a corresponding crowdsensing server, Pl(;) is successively downsampled and
compressed to reduce its size from y;ip, to yinis-

Mobile Devices
S Crowdsensing
Point Server
Cloud l g

Grammar-Based Modeling

Sh,

Segments Filtering

— pul
x c
S
— E
x =

5 gramrr:ar le—— Indoor Model of

enerator Other Building
o o
Probabilistic Octree | I Data | Decompression Plane Detection e i
Quality Model Compression | Uploading Feature Extraction § Indoor Grammar
] S W) R pace — r; Space

(2) R¥™*: Space — r;---ri. Space
(3) Re: Space — ¢

Furniture
Classification

Voxel Grid Plane Labeling Plane Filtering
Downsampling l T
Point Cloud Acquisition 3 ® ,v,'é" ®
Geometric Data 2
Intersection Initial Model Extraction AN e
S, Furniture s ey
S

N N Initial Modeling Objects
[Opemng Extraction Image Generatlun} Detected Planes

(Hough Line) (Ray Tracing)

Door Objects Refined Rooms Dimension
upported

i Indoor Model
Feature Extraction Opgqnng§
Classification

Fig. 2. MapSense processing pipeline at both the mobile devices and the crowdsensing server(s)

Doors Detection

A crowdsensing back-end server is primarily responsible for sending sensing queries to the mobile
devices as well as for processing the received point clouds P = p@ pl+h) ... pk) to construct
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detailed indoor models. To this end, the back-end server implements four main components, namely
room surface extraction, grammar-based modeling, doors detection, and furniture detection. In the
room surface extraction component, an initial indoor model is generated, before being refined using
the structural knowledge encoded in an indoor grammar. As depicted in Figure 2, the point cloud
sz)it is decomposed into several vertical and horizontal planar surfaces using the randomized
Hough transform [34], before filtering out the noisy and redundant segments. Subsequently, the
plane labeling step is employed to infer the type of obtained segments, i.e. wall, ceiling, or floor.
To determine the relationship between these segments, the plane intersection step leverages the
Cramer’s rule [32] for estimating the intersection points between the walls, ceiling, and floor
segments. These processing steps are performed on all the collected point clouds, thus generating
an initial indoor model.

In fact, the initial models may suffer from inaccuracies due to relying on data collected by
relatively low-quality sensors embedded in mobile devices. In general, point clouds captured by
mobile devices are less accurate than those obtained by laser scanners [27]. Moreover, point clouds
are mostly collected by non-experts. Accordingly, the various segments maybe tilted and empty
spaces may exist in the point clouds. Therefore, the grammar-based modeling component is mainly
devised to improve the modeling accuracy of the initial indoor model through incorporating design-
time structural knowledge. A formal indoor grammar defines constraints, for instance, for the
size of rooms, and is tailored to individual building types. Based on the information contained in
the grammar, a hidden Markov model (HMM) is designed to predict the correct room type given
observations extracted from the initial indoor model.

Aside from detecting the skeleton of the indoor model, it is also necessary to infer the doors
and furniture objects. Both objects represent context information which is highly required in many
indoor LBSs. For instance in exhibition centers, the indoor areas are highly dynamic thanks to the
movable walls and furniture. In this case, modeling the available furniture is necessary to prevent
the users from traversing a blocked hallway. Similarly for indoor virtual reality applications, it
is crucial to identify all objects in the environment to achieve a proper integration between real
and virtual worlds. In MapSense, we exploit the vertical and horizontal segments—detected in
the previous component— to detect such context information. Specifically, the wall segments
are forwarded to the doors detection component which converts each segment into a 2D image.
Subsequently, the ray tracing algorithm [29] together with a random forest classifier [9] are utilized
to cooperatively detect the door objects in the wall images. Similarly, the horizontal planes are
utilized as an input to the furniture detection component. The main objective, in this step, is to
correctly annotate the horizontal segments with semantic identifiers, e.g. chairs, tables, or noise
objects.

In this article, we have some assumptions which are definitely valid in many public buildings, e.g.
offices, hospitals, and campuses. First, we assume that the scanned areas have always at least four
walls, a ceiling, and a floor. All surfaces are also assumed to be regular with flat shapes. In order to
further reduce the computation time, the dimensions of high-level objects, e.g doors and furniture,
are constrained by standard predefined values. In other words, several standard values for the
dimension of each object are considered during the inference process. Accordingly, we can avoid
redundant and unnecessary computations through reducing the search space. Finally, we assume
that the indoor grammar is provided by a grammar generator. Such a grammar generator creates
an indoor grammar by parsing a known indoor map of another floor of the same building or an
indoor map of another building that has a similar architectural style. The detailed implementation
of this grammar generator can be found in [6] and is beyond the scope of this work. Below, we
introduce the concepts behind each component in the pipeline in more detail.
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3 POINT CLOUD ACQUISITION

In this section, we introduce our approach for sampling point clouds from a set of depth sensors.
Subsequently, we discuss collecting point clouds from the crowd in an energy-efficient manner. To
this end, we introduce our probabilistic model for assessing the quality of the sampled point clouds
before compressing and uploading them to the crowd-sensing servers

3.1 Point Clouds Generation

After receiving a sensing query from a crowdsensing server, the mobile owner reacts by scanning
the requested area. The result of such a scan is a registered point cloud containing information about
the structural objects, such as the walls, ceiling, floor, doors, and furniture. To generate registered
point clouds, we harness the main features of Google Tango devices!, namely motion tracking, area
learning, and depth perception [26]. Motion tracking generally enables the mobile devices from
tracking their own position and orientation in space, i.e. their pose, through tracking features in a
set of image frames collected using a motion-tracking camera. Afterward, the position changes are
integrated with the rotation and acceleration changes coming from inertial motion sensors. In fact,
the motion traces, obtained by motion tracking, often suffer from accumulative drifts. To rectify
these drifts, we integrate motion tracking and area learning features of the Tango technology.
Specifically, area learning stores the key visual landmarks of a physical space in highly-compressed
files, namely area description files (ADFs) for later identification of that space [20]. Such visual
landmarks are exploited as reference frames to be matched with the frames collected while moving
around the same space. In other words, when a Tango device learns a certain area, it estimates the
instantaneous position of the device relative to a base frame, which is fetched from the ADF model.

The depth sensors generally generate several snapshots while scanning a certain space, e.g.
room or room unit. Each snapshot comprises the 3D coordinates for all points in the scene. These
coordinates use the coordinate frame of the depth-sensing camera as the origin. In MapSense, we
perform two steps to turn the captured 3D points into a registered point cloud, including point
cloud registration and snapshots alignment. In the former step, we integrate area learning and depth
perception so that all sampled point clouds are referenced to a unique coordinate system. In a
registered points cloud, each 3D point is identified with its location relative to a reference point
in the building. This implies that the captured 3D points are not anymore estimated relative to
the focal center of the depth camera, instead, they are computed relative to a stored ADF file. In
the snapshots alignment step, we correct the orientation and position of the sampled snapshots.
In general, the coordinate system of the range data from a tango device is relative to the depth
sensor itself. Accordingly, if we capture consecutive snapshots while moving, the snapshots will
not display correctly relative to each other. To properly align the snapshots, we leverage the motion
traces—recorded while scanning the snapshots—to rotate and translate the snapshots into the same
coordinate system.

3.2 Probabilistic Quality Model

After capturing a registered point cloud, MapSense adopts a quality checkpoint to prevent repeating
identical sensing query due to reporting low-quality point clouds. In fact, point clouds, collected by
non-experts using mobile devices, suffer from low quality, i.e. being incomplete, inaccurate, and/or
oblique. The crowdsensing servers may repeat the sensing query once they receive extremely
low-quality point clouds. In this manner, the energy overhead for scanning a certain area can
be significantly increased. To avoid these situations, MapSense leverages a probabilistic quality

IThroughout this article, we focus on Tango devices while developing the proposed concepts. However, it is important to
mention that these concepts are platform-agnostic, and can be easily applied to other platforms.
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model to reject/accept the captured point clouds before being preprocessed and reported to the
corresponding servers. In this regard, we define an acceptance probability P,. as a conditional
probability of the depth sensor to generate a high-quality point cloud given a set of quality metrics
X = {x1,x2,- - }. If the probability P, is found to be relatively low, then the crowdsensing App
asks the user to rescan the same area.

3.2.1 Quality Factors. Before delving into the probabilistic quality model, we first analyze the
factors which affect the quality of point clouds. First, the acquisition system and the measurement
principle, i.e. time-of-flight, stereo matching, or structured light, strongly affect the accuracy of
the depth data. In fact, point clouds generated from laser scanners are relatively more accurate
than those acquired by mobile devices [27]. Despite being relatively inaccurate, MapSense relies
on mobile devices to share the load of collecting point clouds among several users. Additionally,
MapSense compensates for these inaccuracies through imposing the mobile device-generated point
clouds to several filtering and refinement steps (cf. Section 4). Second, the environmental conditions
such as variations in ambient light, pressure, temperature or humidity may have a non-negligible
influence during the sampling process [31]. Since they rely on IR light, the mobile devices are not
mostly capable of collecting depth information in areas illuminated by light sources high in IR
such as sunlight or incandescent bulbs. Furthermore, lighting may negatively affect the localization
accuracy. According to [5], the sampled rooms may shift from their actual locations whenever
the lighting conditions are dissimilar to those conditions while recording the area learning model.
To avoid such drifts, MapSense utilizes several ADF models recorded at different times of the
day. While answering a sensing query, a participating mobile device selects an ADF model whose
recording time is relatively close to the moment of scanning the queried area.

Third, the characteristics of the observed scene can strongly affect light reflection on the object
surfaces. Examples of these characteristics are the object materials, surface reflectivity, and surface
roughness. In fact, the mobile devices can hardly collect depth information from objects that do not
reflect IR light, e.g. glass walls and windows [5]. Fourth, the scanning geometry broadly impacts the
density and accuracy of the collected points. In this context, the scanning geometry is defined as
the distance and orientation of scanned surfaces with respect to the involved depth sensor. Current
mobile devices typically have an operating range between half a meter to four meters. Scanning an
object at a distance outside this range leads either to collecting an insufficient number of points
or to crashing the Tango core. Similarly, swift movements of the mobile devices can negatively
contribute to the collected data quality.

3.2.2 Quality Metrics. Obviously, both of the characteristics of the observed scene and the scanning
geometry can severely affect the quality of the captured point clouds. To measure their effect,
MapSense considers two distinct quality metrics, namely incompleteness and skewness.

Incompleteness. As clarified in Section 3.1, each point cloud is composed of a set of snapshots
which are to be aligned together. Through our experiments, we found that the number of points in
each snapshot is highly sensitive to the scanning geometry and the type of the scanned surface.
Specifically, the number of captured 3D points is inversely proportional to the distance between
the mobile device and the targeted surface. Furthermore, the number of points per snapshot highly
reduces when scanning a window, or a glass wall. To collect as many points in these scenarios,
a user has to slowly scan these surfaces several times to cover as many details as possible. In
MapSense, we define a points threshold a;, to quantify the incompleteness metric. The snapshots
whose number of points n; is smaller than the threshold a, are annotated as incomplete snapshots
Sin. Throughout our experiments, we found that setting a;,, to five thousand 3D points enables
proper annotation of snapshots. Accordingly, we define the probability of a point cloud to be
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incomplete P;;, = lfg’i l ,¥ Sin = ng < @, where |S] is the total number of snapshots in the captured

point cloud and |S;,| is the number of incomplete snapshots.

Skewness. In the context of crowdsensing point clouds, skewness denotes the incorrect orientation
of the scanned objects as a result of tilting the mobile devices while scanning an area. Indeed, it
is hard to completely avoid skews emerged from improper scanning. Therefore, the probabilistic
quality model is highly beneficial for rejecting severe cases in which the tilting of the scanned
objects is broadly intolerable. To this end, the quality model leverages pose information, i.e. motion
traces, to estimate the Euler’s rotation angle, namely the roll angle i (cf. Equation 1). Specifically,
the mobile devices provide the orientation data as a quaternion of the target frame with reference

to the base frame [5]. These quaternions are typically defined in the form: a + b T e 7 +d _k)

where a, b, ¢, and d are real numbers while —i), 7, and_k) represent the standard orthogonal basis
of the 3D space [8]. To quantify the skewness of captured point clouds, we map the roll angle
onto a random variable X, which is normally distributed, i.e. Xy ~N (1, 0?). It is reasonable to
set the mean p to 90° which reflects the correct handling of the mobile devices while scanning
point clouds. A variance 6 = 30° has been found convenient for detecting intolerable skews.
Accordingly, skewness probability P can be estimated as expressed by Equation 2.

¥ = atan2(2(ab + cd), 1 — 2(b* + ¢%)) (1)

Py =1-P(Xy =) )

After defining the incompleteness probability P;, and skewness probability Py for the point

cloud Py, the acceptance probability P, is determined through fusing these probabilities. To this

end, we employ the inclusion—exclusion principle. Specifically, we introduce a random variable

X, € {0, 1}, which reflects the case that a captured point cloud P, can be further preprocessed and
uploaded (X, = 1), or not (X, = 0). Since our quality metrics are independent, we obtain

Psum :Pin(Pq)+Psk(Pq)_Pin(Pq)XPsk(Pq)- (3)

Accordingly, the acceptance probability P, is set to one, i.e. annotating P, as a high-quality
point cloud, if the quality requirement is achieved (cf. Equation 4). In this regard, we compare the
probability P, to the quality requirement T; encoded in the sensing query g.

4)

1 if Poum < T,
PoeXg=1]X) = 1
acXa &) {0 otherwise

3.3 Point Clouds Preprocessing

Once the captured point cloud Py, passes the quality checkpoint, it is subjected to downsampling and
compression for the sake of reducing the communication energy overhead. At the outset, the point
cloud P, is downsampled for reducing the number of points representing the various structural
objects. In general, a voxel grid is a set of tiny identical 3D boxes in space. The continuous geometric

representation of a point cloud is mapped onto a set of voxels, i.e. V = {vy, -+ ,v;,- -+ ,v,} where

r < m, that best approximates the continuous representation. To downsample the point cloud, the
P

points present in each 3D box v; are approximated with their centroid C := Lt here p is the

number of points in each voxel v;. Accordingly, the resultant point cloud P, has a resolution of r,
ie. Pyox € R".

Finally, the point cloud P,y is compressed to further reduce the communication energy overhead.
To this end, we employ a lightweight algorithm, referred to as the Octree compression. Initially, an
Octree is a tree-based data structure for processing 3D data where each internal node has exactly
eight children. In Octree compression, the point cloud P, is spatially decomposed into an Octree
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structure, before replacing the points present in each cell by the cell centers of the Octree’s leaves.
Subsequently, the resultant points are to be arithmetically encoded through considering only cells
whose children are nonempty. The output of such a step is a lightweight version of the captured
point cloud.

4 ROOM SURFACE EXTRACTION

The main goal of the room surface extraction component is to identify the various planar surfaces
in a received point cloud Pl nip» before using them for inferring the structural objects, i.e. walls,
ceiling, floor, furniture, and doors. To this end, we employ a two-phase process, including initial
model generation and grammar-based modeling. In the first phase, we seek to infer the structural
skeleton (i.e. walls, ceilings, and floors), before purifying the generated model from inaccuracies
and incompleteness in the second phase. Below, we discuss both phases in more detail.

4.1 Initial Model Generation

As demonstrated in Figure 2, the initial model generation comprises four processing steps, including
plane detection, plane filtering, plane labeling, and plane intersection. Figure 3 describes the various
steps performed while generating initial indoor models. The plane detection step leverages the
randomized Hough transform (RHT) algorithm to segment the point cloud P;;)i , € P into a set of
planar surfaces S = sy, s, - ,s;, where [ is unknown a priori and its value may vary depending
on the content of each point cloud (line 2). It is worth mentioning that the concepts discussed in this
section are inspired by the extraction algorithm proposed in [3]. In general, the Hough transform
is a computer vision technique which has traditionally been used for extracting parameterized
objects, e.g. lines and circles, from images. Its core idea is to convert a set of points py, pa, - -+ ,pr in
the Cartesian space into a set of lines in the Hough space.

Due to its intense computations, the standard Hough transform typically requires high computa-
tion time. To overcome this problem, several variants have been proposed. The RHT algorithm [34]
is one of these variants which reduces the computation time through randomly selecting points

from the point cloud. Hence, the RHT algorithm avoids mapping every point p; € P; n)l , onto a
3D plane in the Hough space. In fact, the intersection among solely three planes in the Hough
space is sufficient for checking whether their corresponding points belong to the same plane in the
Cartesian space. When several points vote for the same plane, i.e. the same cell, and the cell value
exceeds an accumulation threshold y,.;;, those points are considered to be lying in the same plane.
Subsequently, these points are removed from the point cloud to avoid reprocessing them. Since
RHT may randomly select extremely far points, we deliberately restrict the random selection of
points imposed by the RHT algorithm. To this end, the distance between the selected points has to
lie in the range [Smin» fmax)- Accordingly, the selected points will mostly belong to the same plane

while avoiding the generation of extremely small planes.

After identifying the various surface planes sy, s;,- -+ ,s; in the point cloud Pl(n)lt, the plane
filtering step removes noisy and redundant planes, referred to as the clutter. To this end, we divide
the obtained planes into two groups, namely vertical S, and horizontal S}, planes (cf. lines 6
and 7 in Figure 3). For each regular room, we expect to optimally obtain four vertical planes, i.e.
four walls, and two horizontal planes, i.e. ceiling and floor. In this step, we employ the principal
component analysis (PCA) method [14] to determine the normal n = (3, ) of each surface plane. The
eigenvector U serves as a direction, while the corresponding eigenvalue 1 denotes the variance in
that direction. The vertical planes typically have circa zero eigenvalue in the y direction. Accordingly,
we set a surface threshold ¢5,,, of the eigenvalues below which the plane is considered to be vertical.
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Require: point clouds P = Pl(:l)it, e ,Pfﬁzt, Esurs Ewall
1: for all point clouds Pgl)” € P do
2: Si= RHT(PEQH, ﬂmip, Pmax) > Plane detection
3 for all planes s; € S* do
4: 0j,n; < normal (s;)
5: end for
6: Sy — {sj € 8" nj,y < Esur}
7: Sp—{s; €S |1-1nj4/ ryjz.’x+ryjz.’y+ryjz.’z<£su,}
8: Sciutter — {5, € S'|sj ¢ S, Sh} > Plane filtering
9: for all segments s;,sj+; € Sy, do
10: wj j+1 <distance(s;, sj;1) > Wall labeling
11: end for
12: Swall < {sj U Sjt1 |wj,j+1 < twall & nj XMjs1 < Enorm}
13: for all segments s;, s;11 € S, do
14: po «— intersect (s, Sj+1, Sceil) > Plane intersection
15: if py == 0 then
16: repeat
17: extend (s, Sj+1, Sceling)
18: until Po > 0
19: end if
20: end for
return the structural parameters S, 411, Sceils Sfioors Po
21: end for

Fig. 3. Structural data extraction from the crowdsensed point clouds

Similarly, a plane is recognized as a horizontal one if it satisfies the following inequality [23]:
My

N TR

where 7y, 1y, 7, represents the eigenvalues in the x,y and z directions. In the next step, the
detected horizontal and vertical planes are labeled as either wall, floor, or ceiling (cf. line 12 in
Figure 3). To recognize the ceiling sc.;; and floor sf;o0, segments, we simply search for the horizontal
segments with the highest and lowest y values, respectively. Equations 6 and 7 formalize these
conditions where k; is a predicate whose value is set to one only when the examined segment is
horizontal.

1- < Esur 5)

Sceil = Si | yi = max (y; X kj) (6)
Jjeli]
Sfloor = Si | Yi = jrerﬁ.,r;] (yj X k]) (7)

Subsequently, the vertical planes are to be examined to correctly detect the wall segments. In fact,
wall detection is not a straightforward task owing to the noisy nature of the collected point clouds
and the existence of furniture objects close to the walls. Hence, there may exist several vertical
segments representing the same wall. In this case, we identify the wall segments through projecting
all vertical planes onto the x-z plane. Afterward, we adopt the 2D a-shapes method [4] to find the
concave hull of each projected segment. The concave hull represents an envelope surrounding
the outer points in each segment. Figure 4 depicts the top view of two vertical segments s; and
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projected points  ¢omhined segment, concave hull

normal (73, 7;) normal (v, 7;)

Fig. 4. Top view of two projected planes and their combined segment

sj, where both segments have been projected on the x-z plane. After detecting the concave hull
(i.e. red line in Figure 4) of each segment, we check for the relationship between the neighboring
hulls. Specifically, any two segments s;, s; are considered belonging to a single wall, if (1) the
distance between them is below a wall threshold ¢,,4;; and (2) the cross product of their normals
corresponds up to a certain value &,o,,. Once these conditions are satisfied, we can readily combine
both segments into a single wall segment (cf. blue dotted line in Figure 4). Finally, the points of the
combined hulls are averaged to inscribe a single line representing the wall surface. This process is
repeated until all projected segments are examined.

So far, the detected objects, i.e. walls, ceiling, and floor, are not related to each other. The final
step in the initial model generation phase is to find the intersection points between these objects
(cf. line 14 in Figure 3). To this end, we solve a set of linear formulas—representing the intersected
planes—using the Cramer’s rule [13]. Generally, the Cramer’s rule uses determinants to solve a
system of linear equations with as many equations as unknowns. The main beauty behind this
method is that it can selectively solve for solely the required parameters, i.e. not all unknown
parameters, thus avoiding unnecessary computations. As illustrated in Figure 5, the intersection
between two planes P; : a;x + b1y + c1z +d; = 0 and P, : azx + boy + c2z + dy = 0 can be defined as
a straight line L. The direction of intersection is along the vector # that is the cross product of a
vector normal nq to plane P; and a vector normal n; to plane P,. If the two planes are parallel, their
normal vectors will be also parallel which means that ## = n; X n, = 0. Alternatively, if the two
planes are not parallel, # is a direction vector for the intersection line L. In this case, the vector i is
perpendicular to both ny and n; and thus is parallel to both planes, as depicted in Figure 5.

Fig. 5. Intersection of wall, floor, and ceiling segments

After detecting the intersection line L, it is necessary to determine the corner points which lie
on the line L. To this end, we utilize a third plane P; : asx + b3y + c3z + ds = 0 perpendicular to the
line L and have a normal vector n3 = #. Cramer’s rule expresses the corner point p, in terms of
the normal vectors of the three intersected planes P;, P, and Ps (cf. Equation 8). Specifically, we
exploit the ceiling horizontal plane s.;; to obtain the upper corner and the floor plan ss;o0, to get
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the lower corner of the room. It is worth mentioning that the detected planes, i.e. walls, ceiling, or
floor may be incomplete, hence they do not intersect with each other. In this case, we deliberately
extend the planes in the four directions till an intersection line L is found and a nonzero value of
po—in case of corner detection—is obtained (cf. line 18 in Figure 3).

o= —di(ng X n3) — da(ns X ny) — ds(ny X ny)

(®)

The output of the initial model generation phase is a skeleton of the floor plan, i.e. a set of
intersected segments representing the walls, ceilings, and floors. As it will be clarified in Section 7,
the initial model suffers from inaccuracies due to collecting data using commercial mobile devices

ny - (ny X n3)

carried by non-experts. In the next section, we elaborate on the grammar-based refinement approach
to generate highly-accurate indoor models.

4.2 Grammar-Based Modeling

In this section, we introduce our formal grammar exploited for enhancing the modeling accuracy.
We start with defining formal indoor grammars which encode structural information. Subsequently,
we present a hidden Markov model through which a precise indoor model can be generated using
the indoor grammar.

4.2.1 Indoor Grammars. Generally, public buildings are composed of hallway spaces traversed by
individuals to reach various rooms. The size and relative ordering of such rooms typically follow
architectural principles and semantic relationships. In this context, formal grammars represent an
effective tool for embedding such a priori structural knowledge during the design time. Formally,
an indoor grammar is defined as a quadruple G = (v, v, s, r;), where v,, = Space is the set of non-
terminal symbols, v; = {€,r4,1p, 7, - - - } is the set of terminal symbols, 7; is the set of production
rules and s = Space is the axiom. The axiom represents an empty non-hallway space which is to be
further divided into rooms. The terminals v; describe solids that are not divisible any further.

Each terminal symbol r; € v; constitutes a class i of rooms. Both non-terminals and terminals
have attributes such as the space’s geometric extent and probability. The production rules r; are
defined as replacement rules that perform a split to divide a Space into two Space elements along a
partitioned plane. For instance, Figure 6a demonstrates the rule derivation process where a Space
element is to be iteratively split into a set of rooms, e.g. r;, or room units, e.g. rpr3r;. Obviously, the
iterations stop when there exist no further empty spaces. Such a case is expressed by the symbol
¢, as depicted in Figure 6a. To define an indoor grammar, we developed in [6] a tool—based on
iterative search—to instantiate grammar rules from a small set of motion traces.

Although the indoor grammar encodes knowledge about the geometrical semantics, it lacks
knowledge of the neighborhood of these semantics. Hence, we define two probability models for
the grammar: (1) the a priori probability P,(r;) principally stands for the relative frequency of
occurrence of a room or room unit and (2) the relationship probability P,(r; | r;) is a conditional
probability which models the relationship between rooms or room units. The room units are defined
in a similar manner as a sequence of rooms. Below, we explain our proposed method for enhancing
the initial indoor model using the described indoor grammar.

4.2.2  Indoor Model Generation. In this article, we employ the split grammar [33] to generate an
accurate representation of the room layout. In particular, the split grammar is used as a model
fitting tool. Specifically, the production rules have to be applied along a given line, referred to as
the reference line segment (RLS). These RLS lines £ = Ly, - - -, L, are used as a reference while
cascading the successive rooms ry, 1y, - - - (cf. Figure 7). To find the sequence of rooms for each RLS
line, we first extract the dimensions and positions of the structural objects from the initial model.
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(a) Grammar rules derivation (b) HMM trellis for room layout generation

Fig. 6. Grammar-based indoor modeling

Table 1. Two grammar rules representing a room and a room unit

RIoom R?mt
Rule Space — riSpace Space — rsrars3Space
Width 24m 19.2m
A-priori 0.06 0.04
Type small office two executives with assistant’s office

Subsequently, we utilize this structural data as an input to an Hidden Markov Model (HMM) to
properly estimate the room layout. In general, deriving indoor models using formal grammars can
be formulated as Markov chain Monte Carlo (MCMC) problem (cf. [30]). In particular, the MCMC
problem employs a set of probability distributions to generate several floor plans with random
room sequences. In this case, no real observations, e.g. motion traces or point clouds, are needed. To
reduce the modeling error, we proposed in [24] an indoor modeling approach which sequentially
generates several hypotheses of the floor plan using a constrained random walk on an MCMC
model. Afterward, a hypothesis—which minimizes the modeling error—is selected as the indoor
map where the error is estimated using a set of motion traces.

Alternatively, MapSense formulates the problem of finding the probable room sequence for
each RLS line as an HMM problem. The intuition behind using HMM models is enabling us from
directly deriving indoor maps rather than selecting one from a set of hypotheses. To this end, an
HMM model exploits the extracted geometrical information while deriving the indoor map to
adjust the probability distributions. As it can be seen in Figure 6b, each space f; represents an
HMM state which has several rule candidates r;, - - - , . The Viterbi algorithm determines the most
probable path between the various states which is corresponding to the rooms layout. As depicted
in Figure 6b, the green nodes denote the inferred sequence of grammar rules, i.e. the room layout
comprises room 7;, room ri, and then room ;.

Knowledge Extraction. To extract the structural knowledge from the initial model, we harness a
set of RLS lines, provided by the indoor grammar (cf. [6]). For each RLS line Ly € L, we iterate
over the set of line segments — existing in the initial indoor model — and then search for branches.
A branch represents a wall segment where the distance between two consecutive branches is used
as the room’s size. In order for a line segment to be recognized as a branch of the current RLS line,
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RLS Line
I, 12,f3 Grammar Rules
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Fig. 7. Example of assigning a room sequence along a RLS line

it has to satisfy two conditions: (1) being orthogonally oriented to the RLS line, and (2) intersecting
with the RLS line or having an endpoint located in the vicinity of the RLS line. The branches which
overshoot or intersect with an RLS line are recognized without problems. However, some potential
branches may not be connected to an RLS line due to incomplete sampling data. Hence, we employ
a distance threshold as a safety margin to avoid overlooking possible branches.

HMM-Based Model Derivation. MapSense formulates the problem of finding the probable room
sequence for each RLS line as a hidden Markov model (HMM) [25] where the best path between
the various states determines the room sequence. To this end, the HMM model uses as an input
the extracted geometrical information while deriving the indoor map to adjust the probability
distributions. An HMM model is generally a statistical model in which the system being modeled
is assumed to be a Markov process with unknown states, and the challenge is to determine the
hidden states 8 = f; | i = 1,2---,n from a set of observables O = 0; | j = 1,2---,n. Each
hidden state f; emits an observable, whose likelihood is given by a conditional emission probability
P.(O; | q; = p;) where q; denotes the current hidden state. An HMM model T := (8B, O, =, P;, P, )
also permits transitions among its hidden states, where 7 is the vector of initial state probabilities.
These transitions are governed by a different set of likelihoods called transition probabilities
Pi(q:+1 = Bjlq: = Bi). In our scenario, the rooms ry, 5, 73, - - - , r represent the hidden states, while
the extracted geometrical information from the initial model denotes the observables (cf. Figure 6b).
The number of hidden states n in each RLS line Ly depends on the number of extracted observations.
The initial probability vector x at ¢ = 0 is set to the a priori probabilities, 7(r;) = P,(r;). Whereas,
the transition probability from rule r; to rule r; is given by

Pa(rj) Pr(ri|r))
PO = B By Ty ©
The emission probability P, captures the likelihood of observing a certain room size given the
hidden states ¥. To estimate the emission probabilities, we map each rule r; onto a random variable
X, which is normally distributed, i.e. X;, ~ N(u;, 02). The mean y; is set to the width of the
grammar rule, i.e. y; = W;, where a variance o of one meter is found to be sufficient for properly
inferring the rules. Consequently, the emission function P.(O; | q; = r;) can be simply estimated
from the probability density function of the rule random variable X, as follows

PO g1 = 1) = msexply s (0 = WY (10)

Figure 8 depicts the HMM model-based rule sequence inference algorithm. The sequence of
observations is defined as the extracted room size from the initial indoor model. These semantics
have to be filtered out before being applied to the HMM model (line 2). In particular, there may
exist two neighboring line segments s;, s;11 representing the same wall, but they have been scanned
from different sides. Accordingly, the Euclidean distance (s;, s;+1) between these segments is
deliberately discarded given that the distance § is less than a threshold 7 (lines 3-9). After defining
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Require: grammar rules r; € T, line segments from the initial model S, RLS lines £, threshold 7
1: for all RLS line Ly € £ do
2 B « orthogonal lines s; € S with minimum distance to the RLS line L

3: for all line b; € B do
4: if 5(biabi+1) > 7 then
5: O; « 6(b;, bj+1), where O; € O
6: else
7: skip the line b; > lines filtering
8: end if
9: end for
10: compute the probabilities P.(O; | r;), r; €T
11: ' ¥ 0,nr,P;,P, > HMM modeling
12: for all , € ¥ do > modified Viterbi
13: for all r; € ; do
14: for all r; € ;_; do
15: if I/Vvit + M/jt_l < fk then
16: a{=77t_1(rj)-Pt(r,-Irj)-Pe(Otlr,-)
17: else
18: skip the pathr; — r;
19: end if
20: end for
21: n¢(r;) < max; (0{{)
22: W!— W+ W}H
23: end for
24: end for
25: estimate ¢ to get the optimal path > backtracking
26: update the probabilities 7 and P,
27: end for

Fig. 8. HMM-based rule sequence inference algorithm

the HMM model, we can now find the best path (i.e. a sequence of rules for each RLS line) which
has the maximum joint probability (plotted as a red dashed line in Figure 6b). To this end, we
employ the Viterbi algorithm [10] to compute the best path through the HMM trellis. The Viterbi
algorithm utilizes dynamic programming to quickly find the path through the trellis that maximizes
the product of the emission probabilities and transition probabilities. For each intermediate and
terminating state r; € ¥;, there exists a most probable path to that state, referred to as the partial
best path. Accordingly, the probability of the partial best path to a state r; is recursively obtained by

ne(ri) = max (me=1(rj) - Pe(ri | 1j) - Pe(O; | 1)) - (11)

To find the overall best path, the Viterbi algorithm utilizes a back pointer ¢ to the predecessor
that optimally provokes the current state, where ¢, (i) = arg max; (7e-1G) - Pe(ri | 7)) To simplify
the process of searching the best sequence, we filter out paths whose accumulative length is
greater than the length of the corresponding RLS line (lines 15-19). The output of the room surface
extraction component is an accurate representation of the floor plan. In the next section, we use
the wall segments to infer possible door objects.

, Vol. 1, No. 1, Article . Publication date: January 2019.



16 M. Abdelaal et al.

5 DOORS DETECTION

The doors detection component comprises several processing steps, including image generation,
possible opening extraction, and classification. At the outset, the Euclidean distance between each
point in the wall segment s,,4;; € S and the vertical x-y plane is individually estimated and then
stored in a depth map. In addition to these depth maps, each wall segment s,,,;; is harnessed to
generate a 2D label image whose pixels represent the occupied, empty, or occluded spaces in s,,4;
(cf. Figure 9). In this context, occlusion refers to the effect of one object, e.g. furniture, in a 3D
space blocking another object, e.g. wall, from view. The depth images are used as an input to a
hybrid edge detection mechanism, a combination of the Canny detector and the Sobel filter [21], to
determine the bounding box of the empty areas, i.e. door candidates. Once the door candidates are
defined, the random forest algorithm together with K-Means clustering are exploited to: (1) infer
whether these door candidates represent actual doors and (2) overcome the redundancy problem in
which several candidates exist for a single door object. To this end, several features, e.g. percentage
of occluded and empty areas, are to be extracted from the depth and label images.

== Occluded
= Occupied
= Empty

origin

Fig. 9. Ray tracing for a wall surface

In the image generation step, we employ the well-known ray tracing algorithm [7] to render
the label and depth maps of the wall segments (cf. Figure 9). The core idea behind ray tracing is to
search for intersections between a set of rays—fired from an origin point—and the points inside the
segment s,,4;;. When there is a hit with a distance threshold d, the discrete point p; is labeled as
“occupied”. If the hit occurs with a point that has a distance less than d from the origin, the point
is labeled as “occluded” and a corresponding pixel is generated in the depth image. The “empty”
label is assigned to a point p; when the ray is not interrupted throughout the trace, i.e. there is no
obstacle between the origin and destination points. For the empty label, the distance threshold is
modified to d + dy where d is a safety margin used to make sure that the discrete point is definitely
not occupied or occluded. After scanning all the points belonging to the wall surface, we obtain
label and depth images as depicted in Figure 9. The ray tracing is performed individually for each
wall surface, hence multiple label and depth images will be generated.

The second processing step of the doors detection algorithm is to detect the bounding box of
every empty area, i.e. door candidates. To this end, we first convert the depth images into edge
images, before detecting such edges using the probabilistic Hough line algorithm. For each depth
image, the Canny edge detection algorithm is employed to generate an edge image Icanny Which
includes all horizontal and vertical lines. In fact, the canny detection algorithm provides a poor
estimation of the various lines. To enhance the detection accuracy, we additionally use a second
edge detection algorithm, referred to as the Sobel filter. The Sobel filter is an approximated method
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for determining the derivative of an image in a certain direction. Accordingly, it generates two
edge images: I in the horizontal direction and I,, in the vertical direction. The fusion of Icanny, In,
and I, results in a more accurate edge image I.,n,. Finally, the image I ., is used as an input to the
Hough line algorithm to estimate the vertical and horizontal lines. For every two vertical and two
horizontal lines, all possible rectangular boxes will be constructed which are considered as door
candidates.

So far, we obtained a set of rectangular boxes which may represent either actual door objects or
improperly scanned areas. The next step of the doors detection component involves inferring the
type of such boxes. To this end, we examined two machine learning classifiers, namely support
vector machine (SVM) and random forest [9]. Due to performing poorly compared to the random
forest method, the SVM classifier is skipped from this discussion. It is worth mentioning that
relatively small boxes are excluded from the classification step to further improve the detection
accuracy. There exist two stages in the random forest algorithm, namely forest creation and
prediction. To create the random forest model, it is necessary to extract a set of features from the
obtained rectangular boxes and the label images. Figure 10 demonstrates a wall surface containing
a door candidate (shown in green). As it can be seen in the figure, eight features related to the
dimensions and position of the door candidate and the wall surface can be extracted. Furthermore,
we can extract the percentage of the occupied, occluded and empty areas from the label images.
These features are used by all the decision trees, however, each tree randomly receives different
training data set.
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Fig. 10. Doors classification features

In the prediction phase, the classifier is given the features of a set of door candidates as an
input. Each decision tree in the forest generates an outcome, before calculating the votes for each
predicted outcome. The highly-voted predicted outcome is considered as the final prediction. After
classification, there may exist several redundant potential doors, i.e. different classified doors may
represent the same door object (cf. evaluations in Section 7). To resolve this situation, we employ
the K-Means clustering method to divide the redundant door objects into k clusters where each
door object is denoted by its absolute area and its center. Specifically, the clusters are to defined
according to the empty, occupied, and occluded areas. For instance, the objects which have nearly
similar empty space are grouped together. In each cluster, we average the area values of the door
objects in that cluster to define a merged door object. Finally, we select the cluster which has the
largest empty area and smallest occupied and occluded area as the most accurate door object.

, Vol. 1, No. 1, Article . Publication date: January 2019.



18 M. Abdelaal et al.

Fig. 11. Area of a potential furniture object

6 FURNITURE DETECTION

In the furniture detection component, the horizontal segments S; C Sy, y(s;) € {Ymin> Ymax } are
taken as an input to a random forest classifier to infer a set of furniture objects, e.g. tables and
chairs. Before delving into the classification step, the horizontal segments are to be filtered to
remove the surfaces: (1) whose area is equal or larger than the ceiling and floor surfaces and (2)
whose distance to the floor plane is below a furniture threshold yf,. As an input to the random
forest classifier, we extract five features from the remaining horizontal segments, i.e. potential
furniture objects S, C S;. The extracted features comprise the absolute area Ay, the distance Dy,
between a potential furniture object s; and the floor segment s¢;o,,, and the width w, and height
hs, of the object s;. In fact, the horizontal segments—represented by the concave hulls—are typically
irregular. In this case, the absolute area Ay, of a potential furniture object s; can be determined
through decomposing it into a set of triangles Ay, --- , A,, , as depicted in Figure 11.

Consider a triangle A; (blue in Figure 11) whose vertices are v;, v;41, and py. The area A, of
such a triangle is given by %lviviﬂl |pobi| = %|v,~vi+1| |pb;| cos 9;, where p is an arbitrary point in
the space. Accordingly, the total area A, is directly computed by accumulating the areas of all

n
triangles, i.e. D, Aa,. Similarly, the distance between a potential furniture object s; and the floor
plane sfjq0r czlm1 be estimated as the distance between two parallel planes. Equation 12 expresses
the distance Dy, between the object s; and the floor plane using the Hesse Normal form, where
a, b, c and d are the furniture object’s coefficients while xy, y;, z1 represents a 3D point on the floor

plane sfioor.

lax1 + by + cz; — d|
Dy, =

Finally, the width wy, and height h,, of a potential furniture object s; are estimated through

turning the irregular plane s; into a regular one. To this end, we determine the extreme points, i.e.

Xi, Yi, 2; Vi € {min, max}, before inscribing a bounding box that encloses these points. After defining

the features, the random forest classifier is trained using an Online dataset of the dimensions of

various tables and chairs. The output of this component is a set of planes representing either tables

or chairs. After successfully inferring all structural objects, we combine them together to construct
a detailed and accurate 3D indoor model.

(12)

7 PERFORMANCE EVALUATION

In this section, we evaluate the effectiveness of our proposed pipeline in efficiently generating
precise indoor models. We first describe the setup of our evaluations. Afterward, we discuss the
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results of each processing step, before discussing the QoS metrics in terms of modeling accuracy,
execution time, and energy efficiency of the mobile devices.

7.1 Experimental Setup

To test our implementation, we collected more than 3 GBytes of data, i.e. 105 point clouds, using
Tango mobile devices which are equipped with a 120° front-facing camera, a 4 MP RGB-IR rear-
facing camera, and a 170° motion tracking camera [5]. We started with designing an Android App
for collecting, preprocessing, and reporting the point clouds to a back-end server. We performed
our experiments in two different buildings, including the second floor of the IPVS? institute and the
fourth floor of the ifp? institute, University of Stuttgart. Since the point clouds are to be collected
by individuals, we have to examine the performance of MapSense using data collected by different
volunteers. Therefore, each use case, i.e. the IPVS floor and the ifp floor, has been scanned by a
different group of volunteers. Each volunteer was asked to scan a number of rooms several times
while moving freely between the hallways and the different rooms. Nevertheless, each volunteer
had to follow two main constraints: (1) slowly scanning the rooms and (2) keeping a distance of
0.5m between the mobile device and the surroundings. If these conditions are violated, the Tango
core, which provides core functionality for Tango applications, swiftly crashes.

Figures 12a and 12b depict the combined point cloud representing the various rooms in the ifp
and the IPVS datasets (the 2D ground truth representation of both floors are given in Figures 12¢
and 12d), noting that the ceiling layer has been removed from the ifp dataset to show the content
of each room. To process the point clouds, we exploited already-existent functions from the point
cloud library (PCL) and the 3DTK library. PCL is a standalone open-source project of C++ functions
for processing point clouds [28]. We integrated some of these functions in our implementation,
such as the voxel grid and Octree compression. Similarly, we incorporated RHT functions in our
code from the 3DTK library. To implement the random forest classifier and ray tracing, we utilized
some functions from the OpenCV library. Figure 13 summarizes the parameters and their values
which have been used throughout the evaluations.

7.2 Model Generation

In this section, we examine the modeling accuracy of the initial and the grammar-supported
indoor models developed using our proposed pipeline. We start with showing the results of each
processing step, before comparing the accuracy of the initial and the grammar-based indoor models.
Figure 14a visualizes a raw point cloud of a certain room before being processed by our processing
pipeline. Figure 14b demonstrates the various planes detected in such a point cloud using the
RHT algorithm. In this figure, a unique color is given to each plane to clearly show the detected
planes. It is important to notice that the missing points, e.g. parts of the ceiling in Figure 14a, have
been compensated through continuously extending the detected planes till they are intersected (cf.
Section 4.1). Figure 14c depicts the same point cloud after filtering out the clutter and the noisy
segments. The figure shows only the segments which have been classified as either horizontal or
vertical planes. During the plane extraction step, we adapted the values of the RHT distance range
where for small rooms—whose width is below 10m—the range has been set to [0.2m, 0.5m] and
[0.5m, 5m] for larger rooms.

Figures 15a and 15c¢ depict the initial models of the ifp floor and the IPVS floor generated from
combining the walls detected in each room. In fact, the obtained model is relatively irregular
and the rooms width is mostly inaccurate. Hence, we harness such an initial model to derive

2IPVS stands for institute for parallel and distributed systems
3ifp stands for institute for photogrammetry
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(a) ifp dataset (b) IPVS dataset

[ [
[l .
(c) ifp ground truth L] ‘ ‘ ‘ ‘ ’»
(d) IPVS ground
truth

Fig. 12. Combined point clouds used in the evaluations

System Parameter Value H System Parameter Value
accumulation threshold y..;; 20 RHT range [Bmin, Pmax] [20 cm, 5 m]
surface threshold ¢, 0.1 m || wall threshold ¢,, 4, 0.2m
furniture threshold yr,,, 0.7 m || normals threshold &,0,n, 2exp—1

Fig. 13. parameters used in the evaluations

= Jeafled

a) Point cloud of a room (b) Planes detected using the ~ (c) Vertical and horizontal
RHT algorithm planes

Fig. 14. Results of plane surface detection

another processing step which employs the indoor grammar as a model refinement tool. To this
end, we project the initial model onto the x-z plane, before estimating the distance between the
walls perpendicular to the reference line segments (cf. Section 4.2). In Figure 15a, the RLS lines
are those lines surrounding the corridor area. After extracting the rooms width, they are used
as an input, i.e. observables, to the HMM model. Executing the Viterbi algorithm over the HMM
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model results in a set of grammar rules. Through assigning this set of rules along the RLS line, we
obtain a final room layout as shown in Figure 15b for the ifp floor and in Figure 15d for the IPVS
institute. Obviously, the final indoor models are highly accurate than the initial models where the
structural knowledge—encoded in the grammar—widely helps in improving the modeling accuracy
(cf. Section 7.3).

[ T T

(a) Initial indoor model

s 1]
7 r T I _‘r | 1 (c) IPVS:initial model (d) IPVS:grammar-supported

(b) Grammar-supported indoor model model

Fig. 15. Indoor models obtained by MapSense

For the doors detection, each depth image—generated using ray tracing—is used as an input to a
combination of edge detection algorithms. Figure 16a demonstrates a wall surface whose edges
have been detected using the Canny algorithm. As aforementioned, adopting solely the Canny
algorithm is not recommended owing to missing many edges. Therefore, we also adopted the Sobel
filter to detect the vertical and horizontal edges, as depicted in Figures 16b and 16c. To enhance the
detection accuracy, we combined the Canny and Sobel edges (cf. Figure 16d) so that the Hough
lines algorithm can properly detect the various lines in the depth images. Figure 16e demonstrates
the vertical and horizontal lines detected through converting each point from the Cartesian space
to the Hough space. Both of the vertical and horizontal lines are mostly concentrated in the area
which surrounds the actual door object. Nevertheless, there exist also other misleading lines (cf.
blue lines in the middle of Figure 16e) detected due to the noisy nature of the collected point clouds.
As a result, a myriad of bounding boxes will be constructed through connecting any two vertical
lines and any two horizontal lines.

Figure 16f depicts the set of bounding boxes which have been classified by the random forest
algorithm to be potential door objects. Obviously, there exist several bounding boxes representing
the same object (cf. the boxes at the top of Figure 16f). Figure 16g demonstrates the output of the
k-Means clustering algorithm which grouped similar objects according to their area and center
point. As can be seen in the figure, there exist only two clusters each comprises a single bounding
box. Finally, we combine both bounding boxes to inscribe a new box (cf. orange box in Figure 16h)
representing the actual door object. Such a doors detection process is repeated for each wall segment.
Figure 15b shows the grammar-supported model where each detected door object is delineated as
an opening in the wall surface.

For furniture detection, we leverage a random forest classifier to infer the furniture objects. In
these experiments, we confined ourselves to the inference of table and chair objects. To differentiate
between tables and chairs, we basically set a reasonable constraint that the Euclidean distance
between horizontal segments—representing the table objects—and the floor segment has to be
greater than 0.7m. Such a constraint is typically valid for tables and chairs existing in public
buildings. As an example, Figure 17a depicts the top view of a point cloud where the blue area
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(a) Detected (c) Horizontal Sobel
edges edges

= 1= u

(e) Detected Hough (f) Classified potential (g) Final clusters (h) Final door object
lines door objects edges

Fig. 16. Various steps of doors detection

represents a ceiling and four walls. In such a room, there are five chairs and two tables (cf. black
segments in the middle of Figure 17a). The random forest classifier—whose maximum number of
trees is set to eight—labels each segment as either table or chair object, i.e. the number of categories
equals two. Figure 17b depicts the reconstructed room after successfully recognizing the horizontal
segments which represent either chair or table objects (cf. green segments in Figure 17b).

@

(a) Original point cloud of a room (b) Detected furniture objects

Fig. 17. Furniture classification using random forest

7.3 QoS Metrics

In this section, we estimate the performance of our proposed pipeline in terms of various QoS
metrics. Specifically, we estimate the detection and modeling accuracy at the back-end server,
before evaluating the energy overhead on the mobile devices. Each run of these measurements was
repeated ten times and the resultant values are then averaged.
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Fig. 18. QoS results at the back-end server

7.3.1 Back-end Server. As a back-end server, we employed an Intel Core 2 machine running
at 2.4 GHz and equipped with 8GB of RAM. Figure 18a shows a comparison of the modeling
accuracy between the initial indoor model and the grammar-supported indoor model. Specifically,
we estimated the average area error, i.e. defined as the difference between the actual and detected
area of each room, for both generated models. As depicted in Figure 18a, MapSense (i.e. grammar-
supported model) has much higher accuracy than the initial grammar-free model (on average
less errors by 76% for the ifp dataset and by 74% for the IPVS dataset). The error distribution in
case of the grammar-free model has relatively high variability, depending on the users’ accuracy
while collecting the point clouds in both datasets. In case of the grammar-supported model, the
distribution is highly tight where the maximum error does not exceed circa 1.2 m? compared to
circa 4.5 m? for the grammar-free model.

Figure 18b depicts the accuracy of detecting the various structural objects, including walls, doors,
and furniture. To this end, we utilize the recall metric as a measure of the detection accuracy. The
recall is defined as the fraction of relevant instances that are retrieved, i.e. % where TP and
FN denote true positive and false negative, respectively. We ran the proposed pipeline over all the
collected point clouds to estimate the true positives and false negatives. As shown in Figure 18b, our
proposed pipeline achieves high detection accuracy, i.e. on average 97.6% for walls, 96% for doors,
and 74.6% for furniture objects. Obviously, both walls and doors have high recall compared to the
furniture objects. The reason is that some horizontal segments—representing furniture objects—are
found to be merged together, i.e. two close chairs may be recognized as a single object. For the
wall objects, the recall distribution is mostly concentrated in the range between 96% and 100%.
Obviously, doors detection has relatively high variability since the highly-occluded areas of a given
wall segment might be mistakenly annotated as “occupied”. Nevertheless, the figure shows that the
recall distribution of doors detection is also concentrated above 95%.

Figure 18c delineates the time elapsed while executing the various processing steps on a set of
point clouds of different sizes. Specifically, we compare the execution time of planes detection,
furniture detection, and doors detection. As shown in the figure, the elapsed time gradually increases
with the size of the collected point clouds. Moreover, doors detection requires much more time
than planes detection (at most by 94%) and than furniture detection (at most by 99%). The reason
is that ray tracing typically examines every point in each wall segment. Moreover, extracting the
various features—required for classification—consumes a considerable amount of time.

7.3.2  Mobile Devices. In this section, we evaluate the performance of MapSense in terms of the
power consumption of the mobile devices due to participating in the crowdsensing activities. We
measured the energy required for (1) capturing the point clouds, (2) preprocessing them, and (3)
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reporting them to the crowdsensing server. We mainly evaluate the effectiveness of the probabilistic
quality model, the voxel grid downsampling, and the Octree compression in reducing the energy
overhead on the mobile devices. For the power measurements, we found that our Monsoon power
monitor is unable to power the Tango devices. The latter requires a 7.5 Volts power supply whereas
the Monsoon power monitor can only supply a maximum of 4.5 Volts. To measure the energy
consumption of Tango devices, we recorded the battery’s current and voltage every 100 ms while
disabling WiFi, and no other background activity existed. The screen energy (at 50 % brightness
level) has been subtracted from the total energy consumption to solely consider the energy overhead
of running the algorithms. Each run of these measurements was repeated ten times and the resultant
values are then averaged.

Figure 19a depicts a comparison of the accumulated power consumption between MapSense and
a baseline method, referred to as GraMap [1]. Specifically, we measured the power consumption
due to responding to several sensing queries ranging from five to 40 queries. For each query, we
measured the power consumed for generating the point cloud, executing the processing pipeline on
the mobile device, and reporting the processed point cloud to the back-end server. The mobile-side
processing in GraMap is similar to that of MapSense except that downsampling is not involved
in GraMap. For the Octree compression, we selected the low-quality profile since it requires a
shorter time compared to the medium-quality and high-quality profiles. In addition to GraMap, we
compare MapSense to the case of “No Processing” where the captured point clouds are directly
reported to the crowdsensing server without any processing. As depicted in the figure, MapSense
outweighs both baseline methods consuming, on average, 24% less energy than GraMap and 46%
less energy than the “No Processing” method.
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(a) Comparing MapSense relative the baseline (b) Results of both datasets

methods (ifp dataset)

Fig. 19. Accumulated power consumption on the mobile devices

Figure 19b provides a comparison between the accumulated power consumed while collecting
several bundles of the mapping data in both use cases, i.e. the IPVS floor and the ifp floor. Nearly,
the adopted methods consume a comparable amount of energy in both buildings where MapSense
consumes less energy (at least by 57% for the IPVS floor and 55% for the ifp floor). To sum up,
the evaluation results confirmed that MapSense can derive highly-accurate indoor models while
reducing the energy costs of preprocessing and reporting the point clouds.
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7.4 Discussion

As the evaluation results depict, our MapSense approach managed to derive highly-accurate indoor
models thanks to exploiting our indoor grammar. However, our indoor grammar still suffers from
being limited to buildings with regular structures, which typically can be found in office buildings,
hospitals, the buildings on campus, etc. In other words, our indoor grammar is currently not able to
handle curved and overlapped structures. For instance, it is clear from comparing the initial indoor
model and the grammar-supported model of the IPVS dataset that the right bottom overlapped
rooms were modeled as a single room (cf. Figure 15). To sidestep this drawback, another layer of
split grammars have to be utilized in order to derive rules over overlapped objects. Aside from
being limited to regular structures, our current indoor grammar is still not able to model 3D objects,
such as opening and furniture objects. It is crucial to model such objects where they represent
context information in many indoor LBSs. Currently, we develop a 3D indoor grammar for modeling
workplaces with their various structural objects. Figure 20 demonstrates an example of the rules
derivation process for modeling a workplace consisting of six workplaces, where the green boxes
represent tables and the yellow boxes represent chairs. The iterative process starts from a free space,
called face, which can be split in each iteration. In this case, we start with choosing a reference
line by selecting the face’s largest edge (i.e. preferably edges containing windows). Afterward, the
split rules are applied according to their probabilities until no further rule can be placed on the
reference line. The figure on the right is evolving in each iteration till reaching the figure on the
left where no free spaces exist.

Face

Face Face

--------- edges with windows = door

Fig. 20. 3D indoor grammar for modeling workplaces

Since MapSense relies on the concept of participatory sensing in which the users voluntarily
participate in contributing information, our proposed system has to provide incentives for the
users who traverse the indoor areas to participate in data collection. One of the most important
incentives is reducing the energy overhead on their mobile devices while answering sensing queries.
Therefore, MapSense employed several techniques to reduce such an overhead, including voxel-grid
downsampling, Octree compression and the adoption of the probabilistic quality model. The latter
approach proved its ability in reducing the power consumption while collecting point clouds by
novice users. However, it is important to mention that the performance of such a quality model is
highly affected by the scanned environment. For instance, if the area—to be scanned—comprises
a large number of glass walls, our quality model becomes extremely effective where the sensing
modalities of modern mobile devices are not able to collect depth information while scanning glass
walls, thus leading to a large number of missing walls.
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8 RELATED WORK

In this section, we discuss related work in the realm of indoor mapping and structural objects
inference. In fact, the problem of automatically deriving indoor models has been tackled in several
research works [11, 18, 24]. For instance, MapGENIE [24] derives an initial floor plan from a
set of inaccurate crowdsensed motion traces. Afterward, the inaccurate traces are refined using
information about the building’s exterior. Along a similar line, iMap [18] detects the floor plan as
well as higher-level objects, e.g. stairs, escalators, elevators and doors. To this end, iMap relies on
collecting several types of data, including motion traces, atmospheric pressure, audio, and Wi-Fi
signal strength. Obviously, these methods require the users to respond to several sensing queries
to collect sufficient data generated by different sensors. Alternatively, MapSense requires solely
one sensing query per area for reconstructing such an area.

Similarly, there exist several other efforts which focused on modeling the indoor environment
using 3D point clouds [1-3, 15]. For example, we introduced GraMap [1] as a QoS-aware auto-
matic indoor modeling method using crowd-sourced 3D point clouds. GraMap leverages region
growing segmentation and indoor grammars to generate highly-accurate 2D indoor maps. Later,
we introduced GreenMap [15], as an extension of GraMap, to further reduce the energy overhead
through preprocessing the point clouds on the mobile devices for the sake of reporting much less
number of 3D points. Specifically, GreenMap leverages the concept of approximate computing to
enable energy-aware processing of the 3D point clouds on “resources-constrained” mobile devices.
To further reduce the energy overhead on the mobile devices, we introduced ComNSense [2]
as an energy-aware 3D data acquisition from mobile devices. ComNSense leverages the indoor
grammar the mobile devices to detect the walls location, before reporting these small data to the
crowdsensing servers for reconstructing the indoor maps. Nevertheless, these efforts are limited to
the generation of 2D indoor maps.

As aforementioned, MapSense takes as an input a set of registered point clouds from modern
mobile devices to recognize the various structural objects, including ceiling, floor, walls, and doors. It
is worth mentioning that these registered point clouds could also be obtained using handheld Kinect
or using mobile robots. In this realm, Labbé and Michaud [16] propose RTAB-Map, a graph-based
simultaneous localization and mapping (SLAM) approach with loop closure detection. RTAB-Map
can be used with a handheld Kinect, a stereo camera or a 3D lidar to generate 3D point clouds
of the environment and to create a 2D occupancy grid map for navigation. RTAB-Map mainly
relies on an efficient memory management mechanism to keep computation time for each new
observation under a fixed time limit, thus respecting the real-time limit for long-term operation. In
addition to these traditional methods, Gao et al. [11] propose Jigsaw, a technique for generating 3D
point clouds from a large set of 2D images of the environment. To this end, the authors exploit two
computer vision techniques, namely structure from motion and vanishing line detection.

To generated 3D models, Adan and Huber [3] utilized laser scanner data to model predominantly
planar surfaces, such as walls, floors, and ceilings. They leverage 3D Hough transform and support
vector machine (SVM) to detect the wall surfaces and the doors objects, respectively. As aforemen-
tioned, collecting point clouds using laser scanners is a time- and effort-consuming task. Moreover,
the SVM algorithm might lack the required precision while classifying the possible door objects.
Along a different line, MapSense exploits the concept of crowdsensing to collect the 3D data to
generate detailed indoor models. Furthermore, random forest—adopted in MapSense—has been
widely proven to be much more accurate than the SVM algorithm. One key distinction between
MapSense and the state-of-the-art methods is that our method provides a comprehensive processing
pipeline for the automatic indoor model generation while considering the various QoS metrics,
such as the execution time, the modeling accuracy, and the energy overhead on the mobile device.
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Aside from generating indoor maps, there exist other research activities which focused on infer-
ring the high-level structural objects, i.e. doors, chairs, and tables [12, 17, 22]. In [22], Nikoohemat
et al. presented a processing pipeline for the detection of openings, doors, and reflected surfaces.
They leverage a combination of voxels and trajectory to detect open and closed doors intersected
by the trajectory. However, their evaluations showed that precision of such an approach needs to
be highly improved. Lau et al. [17] introduced a framework for classifying a certain 3D object into a
specific object type, e.g. chair or table. To this end, they employed a formal grammar which encodes
the main features of such 3D objects. However, the main limitation of this work is that the grammar
and expert rules are defined manually. Alternatively, Gunther et al. [12] proposed approach for
recognizing furniture objects in point clouds based on structural descriptions from an OWL-DL on-
tology. Compared to these approaches, MapSense adopts a simpler machine learning-based method
for inferring tables and chairs. Such a lightweight algorithm—as clarified in Section 7.3—enables its
adoption in real-time applications, as clarified in Section 7.3.

9 CONCLUSION & FUTURE WORK

In this article, we tackled the problem of generating indoor models through inferring the structural
objects, i.e. walls, ceiling, floor, doors, and furniture. To this end, we introduced MapSense, as
an automatic indoor model generation approach using crowdsensed 3D point clouds. MapSense
represents a multi-step process comprising wall surface detection, grammar-based refinement,
doors detection, and furniture classification. The performance evaluation showed that indoor
grammars highly improve the modeling accuracy. Moreover, doors detection using a combination
of ray tracing and random forest has proven to be effective and accurate, despite requiring relatively
long execution time. MapSense also reduced the energy overhead on the mobile devices thanks
to the adopted preprocessing steps. A logical extension of this work involves developing a 3D
grammar which can be used to directly model the 3D objects. Moreover, we plan to further improve
the accuracy of our furniture detection method to avoid the problem of connected segments. We
also aim at reducing the execution time of our doors detection method through approximating the
ray tracing computations.
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