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Kurzfassung

Mit der zunehmenden Verbreitung mobiler Endgerate wachst auch der Bedarf in mo-
bilen Umgebungen auf entfernt gespeicherte Informationen zuzugreifen. Wie aktuel-
le Studien belegen, kommt dabei zukiinftig ortsbezogenen Diensten (Location-Based
Services, LBS) eine besondere Bedeutung zu. Diese Dienste ermdglichen es dem Be-
nutzer, abhdngig von seinem gegenwartigen Aufenthaltsort, auf lokale Informationen,
beispielsweise Informationen zu Restaurants, Kinoprogramme oder Staumeldungen,

zuzugreifen.

Mobile Informationszugriffe erfolgen meist iiber drahtlose Netzwerke, in denen hédu-
fig Probleme wie geringe Bandbreite, grofie Verzogerungen oder Verbindungsausfalle
auftreten. In dieser Arbeit wird ein Verfahren vorgeschlagen, das diese Probleme weit-
gehend 16st, indem es vorhersagt, welche Informationen ein Benutzer voraussichtlich
bendtigten wird und sie im Voraus auf sein mobiles Endgerit tibertragt. Greift der
Benutzer dann tatsachlich auf die vorab iibertragenen Informationsobjekte zu, sind sie
bereits lokal auf dem mobilen Endgerat vorhanden und stehen somit unmittelbar zur

Verfiigung.

Fiir eine moglichst prazise Vorhersage der benodtigten Informationen nutzt das be-
schriebene Verfahren Beziehungen zwischen Informationen und Orten, wie sie in mo-
bilen Informationssystemen, insbesondere in ortsbezogenen Systemen, hdufig zu fin-
den sind, aus. Sie erlauben es, aus Kenntnissen iiber den aktuellen und zukiinftigen
Aufenthaltsort eines Benutzers Riickschliisse auf die bendtigten Informationen zu zie-
hen. Die Kenntnisse iiber den Aufenthaltsort erhilt das Verfahren durch eigene Beob-
achtung oder wahlweise aus externen Informationsquellen. Ferner werden die Bezie-
hungen zwischen Informationen und Orten selbstdndig erkannt. Das Verfahren rea-

giert sogar dynamisch auf Verdnderungen in diesen Beziehungen.

Neben der ausfiihrlichen Erlduterung des Verfahrens wird in dieser Arbeit auch seine
Implementierung beschrieben. Fiir die Evaluierung des Verfahrens wurde ein Simu-
lationsmodell fiir mobile, ortsabhidngige Informationszugriffe erstellt und ein entspre-
chendes Simulationswerkzeug entwickelt. Das Modell sowie das Werkzeug werden

ebenfalls vorgestellt.

Die Evaluierung des Verfahrens zeigt schliefdlich, dass es sich sehr gut fiir die Unter-
stlitzung mobiler, ortsabhdngiger Systeme eignet. Des Weiteren wird nachgewiesen,
dass die Moglichkeit, externe Informationsquellen zu nutzen, sehr vorteilhaft ist.
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Hoarding of Location-Dependent
Information to Support Mobile Systems

English Abstract of the Dissertation

Recent market projections indicate that the need for mobile information access, espe-
cially in location-based services, will be the driving force for the future development
of the mobile communication market as well as the market for mobile devices, such
as Notebooks, Personal Digital Assistants (PDAs), Smart Phones, or Web-Pads [Price-
waterhouse-Coopers 2001, Heise-Newsticker 2001, Leite & Pereira 2001].

All major mobile network carriers in Germany have recognized the significance of
location-based services and offer such services through their WAP[| portals. In the
research area of mobile computing, location-based systems also play an important role
and thus many location-dependent information systems have been developed recently.
The mobile information access always turned out to be one of the basic research chal-
lenges in such systems, since the deployed wireless communication technologies often
led to problems like high delays, low bandwidths, or frequent disconnections.

In this thesis, a mechanism is proposed that overcomes these problems as far as possi-
ble. It allows a mobile information access independent of the availability of a mobile
communication network. The users can even access information when no network is
available at all (disconnected operation). The mechanism was especially designed for
location-dependent information systems. In such systems, the probability a certain in-
formation object is accessed with depends on the user’s location. This is, for example,
the case in location-based services. In contrast to existing WAP-Services, the mech-
anism developed in this thesis supports access to much more extensive information

objects like multimedia documents.

The basic idea of this mechanism is to predict the information objects that a user will
probably need and to transfer these objects to his mobile device before they are actually
accessed. This anticipatory information transfer is called information hoarding. If the
user accesses one of the prefetched objects, it is already stored locally on his device and

is available immediately.

'Wireless Application Protocol



The problem with hoarding is to predict what information a user will need (“hoard-
ing problem”). However, a good prediction is important to avoid that information is
transferred to the user’s device that he will never request. Otherwise, scarce resources,
such as the time required for the transmission or the memory on the user’s device, are
wasted. The mechanism proposed in this work uses relationships between informa-
tion objects and locations to solve the hoarding problem. It uses these relationships to
derive the information objects the user will probably need from knowledge about his
current and future location [Kubach & Rothermel 2001b].

In contrast to existing approaches, these relationships neither have to be fixed nor do
they have to be well known, but the proposed mechanism recognizes them on its
own and can even adapt dynamically to changes in these relationships. The knowl-
edge about a user’s future location is either gained autonomously by the mechanism
through observation of the user or it is specified by external information sources like
the application or the user himself. This makes the proposed mechanism much more
flexible than other approaches, which usually use either an internal prediction mecha-
nism or external knowledge, but not both.

This thesis consists of eight chapters. In Chapter [I, a motivation for this work is given
and its structure is explained. Chapter [ consists of a discussion of other mobile data
management mechanisms and the related work. Afterwards, some basics, necessary
to understand the subsequent chapters, are described in Chapter B. In Chapter [, the
mechanism is described in detail. An overview of the implementation is given in Chap-
ter f. Before evaluating the mechanism in Chapter [, a description of the simulation
tool used for the evaluation is provided in Chapter . Finally, the thesis is concluded
in Chapter B. In the following sections of this abstract, a summary of the Chapters P-/]

is given.

Mobile Data Management

In the first part of this chapter, an overview of mobile data management mechanisms is
given. Basically, each of these mechanisms can be used to support mobile information

accesses, however they differ in their suitability for location-dependent systems.

Replication systems aim to increase the availability of data and to reduce a system’s

response time by maintaining several copies of each data item. The main questions are
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where to store the copies and how to keep them consistent. In contrast to the replication
of data, consistency is usually not considered in hoarding mechanisms. Sometimes
hoarding systems are built on top of a replication system to ensure consistency. A
turther difference is that in a hoarding system the transfer of data is triggered by the
client and the data is selected according to the individual needs of the user, whereas
in replication systems the transfer of data is triggered by the system and the decision

about replicating data is based on global criteria.

Caching is a very common method to speed up information accesses in both wired
and wireless networks. The idea is to store information, once it is transferred from
the server, locally on the user’s device. Thus, the information is already available
on the device, in case it is accessed again. If no more memory is available to locally
store further information items, a caching strategy has to decide which information
items should be removed from the cache. Most of these caching strategies are based on
the assumption that there is a temporal locality in a user’s request pattern. However,
this might not be true in mobile environments, especially when location-dependent
information is accessed. For example, when a user moves from one location to an-
other, he will probably not be interested in information concerning the previous loca-
tion anymore. Therefore, new caching strategies have been developed, which rely on
a geographical locality. However, independent of the replacement strategy, caching
never speeds up the first access to an information item. Thus the hit ratios achieved in
location-dependent information systems are low, if the users do not frequently return

to previously visited locations.

A further mobile data management mechanism is known as asynchronous informa-
tion access. Asynchronous means that an information request that occurs while no or
only a low bandwidth connection is available is delayed until a high bandwidth net-
work connection becomes available. The main problem with this approach is that the
users might then not be interested in the requested information anymore, since, in the

meantime, they have moved on to another location.

Finally, broadcast data dissemination mechanisms are introduced. Their primary focus
is to reduce the response time and to increase the scalability of the system. If they are
location-aware, they are designed to support the users with the information items they
need at their current location, e.g. within the coverage area of one cell of the dissemi-

nation system. Therefore, location-aware, broadcast-based dissemination mechanisms
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do not make any predictions on the information items the users will need after leaving

for another location.

The main result of the consideration of mobile data management mechanisms is that
hoarding is better suited for location-dependent systems than the other mechanisms
mentioned above.

In the second part of the chapter, the related work, i.e. mechanisms that transfer in-
formation in advance, is discussed. First of all, a taxonomy is proposed to categorize
these mechanisms. It distinguishes between prefetching mechanisms, where a contin-
uous network connection is assumed, and hoarding mechanisms, which are primarily
designed to support disconnected operations. Further dimensions of the taxonomy are
the type of the supported system, whether the decision about the objects to transfer is

made by the system or interactively, and the criteria used for this decision.

Afterwards the most important prefetching and hoarding systems are described in de-
tail, before they are eventually compared to the mechanism proposed in this thesis.

Basics

In this chapter, the basics necessary to understand the subsequent elaborations are
explained. In the first section, measures to describe concentrations and disparities are
introduced, namely the concentration rate, the Herfindahl coefficient, and the Gini
coefficient. They are used to define various metrics for the evaluation of the mechanism
in Chapter [/.

Afterwards, an overview of current and future wireless communication technologies
is given. It turns out that there are basically two types of such technologies: the tech-
nologies used in mobile telecommunication systems (GSM, HSCSD, EDGE, UMTS),
which have a large coverage area, but support only low data rates, and the wireless
local area technologies (WLANs, HiperLAN/2, DECT, IrDA), which usually support
higher data rates, but have only a small range. The qualitative differences between
these two classes will remain in the future, since wireless local area technology will
always be faster than wireless wide area technology.

Then the system model on which this thesis is based is described. The description

starts with the assumptions made for the supported information systems. The most
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important assumed characteristic of the information systems is their location depen-

dency.

Next the assumed communication infrastructure, a so-called infostation infrastructure,
is introduced. This infrastructure combines the advantages of wireless local area tech-
nologies (high data rates) with those of wireless wide area networks (large coverage
area). Infostations are islands of wireless LANs, which are embedded in an area that
is otherwise not covered by a wireless network at all or only by a wireless wide area
network.

The section concludes with a description of the requirements for the mobile devices
and some required external services, namely a location service, an event service, and a

directory service.

Hoarding of Location-Dependent Information

This chapter constitutes the main part of the thesis. Here, the proposed hoarding mech-
anism is described in detail. Actually, two different variants of the mechanism, a basic

variant and an enhanced one are described.

In the first section of the chapter, the hoarding problem is explained extensively. Fur-
thermore, the hit ratio is introduced as a measure to rate the performance of a hoarding

mechanism.

Thereafter, an overview of the basic functionality of the hoarding mechanism is given.
A proxy server that coordinates the hoarding processes is associated with each info-
station. In this thesis, the term infostation is used for the entirety of the wireless LAN
and the associated proxy. The infostations serve geographically limited areas, their so-
called hoarding areas. To each infostation belongs exactly one hoarding area and each
hoarding area is assigned to exactly one infostation. In reasonable configurations, the
hoarding area of an infostation should be bigger than the area covered by the wireless
LAN.

The infostations maintain knowledge about what the information objects are that the
users preferably access while moving through their hoarding area. When a user arrives
at an infostation, this knowledge is used to predict the information objects that he will
most probably request during his subsequent trip through the hoarding area of the
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infostation. Based on this prediction the infostations determine the information objects
to be hoarded on the user’s device. The hoarding areas of adjacent infostations should
overlap each other, so that, at each infostation, the users can be supplied with all the
information that they will probably need until they reach the next infostation.

The hoarding process for each user is performed in a cyclic manner. The cycle consists

of the following three phases:

1. Download: During the download period the user is located at an infostation, i.e.
his mobile device is connected to a proxy server through a wireless LAN. Based
on its knowledge about what the preferred information objects are in its hoarding
area, the proxy determines the information objects that the user will most proba-
bly access before he reaches the next infostation and transfers them to the user’s
device. The amount of data that is transferred to the device is either limited by
the time the user is staying within the area covered by the wireless LAN or by

the memory available on the device.

2. Disconnected Operation: The second phase of the cycle begins after the user has left
the infostation. It lasts until he reaches the next infostation. During this period
of disconnected operation, the user’s information requests are answered with the
information that has been hoarded at the previous infostation. If the user requests
an information object that has not been hoarded, a hoard miss occurs. Then the
request has to be handled over the wireless WAN, if available and if the user
accepts to pay for the WAN connection. Otherwise, it cannot be answered. Inde-
pendent of whether or not a request succeeded, it is logged to a file together with
the geographic position where the request occurred. The geographic position is

determined by the external location service.

3. Upload: Finally, the third phase starts as the user reaches the next infostation.
Then the information about the user’s requests that has been logged on his device
is uploaded to the proxy, which distributes this information to the other proxies.
This distribution is done by sending the log file to each infostation, including the
distributing infostation itself in whose hoarding area at least one of the logged
information requests occurred. The information in the log file is used by the
proxies to update their knowledge about the preferred information objects within
their hoarding areas. Finally, the log file on the mobile device is deleted and the
cycle starts again with the subsequent download process.



In the basic variant of the mechanism, the knowledge that each infostation uses for
the hoarding decision simply consists of a table that contains the access probabilities
of those information objects, which are the most popular ones within the infostation’s
hoarding area. This table is called the access probability table (APT) of an infostation.
It is updated periodically with the information gained from the log files recorded on
the users” devices.

With the APT the hoarding problem can easily be solved. If a maximum of m informa-
tion objects can be transferred to the device, always those m objects will be transferred
that have the highest access probabilities according to the APT.

The disadvantage of the basic variant is that the location dependency is only consid-
ered at the granularity of hoarding areas. Thus, knowledge about the user’s future
location, which often is easily available, can not be used for the hoarding decision. For
example, a navigation system usually knows the exact path on which its user travels.
If the navigation system could communicate this knowledge to the infostation and the
infostation would know which information objects are preferred in the crossed subar-
eas of the hoarding area, the hoarding decision could be much more precise.

The goal of the enhanced variant of the proposed mechanism, is to use such hints about
the user’s future location, in order to improve the prediction about the information
objects he will probably need. Since this kind of information is not gained by the
hoarding mechanism itself, it is called external knowledge. External knowledge might
be offered by the applications or by the users themselves.

The basic idea of the enhanced variant is to divide each hoarding area into separate
zones, which do not overlap, and to observe separately for each of these zones, which
are the preferred information objects within the zone. Thus, for each of these zones,
a separate APT is maintained. The geometry of the zones might be quite simple, e.g.
equally sized squares, or it might reflect the geometry of buildings, streets, or other
real world objects. In addition to the APTs, information about the visit probabilities of

the zones is also maintained and stored in so-called visit probability maps.

External knowledge is specified in external visit probability maps. For example, the
navigation application mentioned above can describe a user’s future path by specify-
ing a visit probability of one for the zones crossed by the path and a probability of

zero for the remaining zones. In addition, it is also possible to specify relative external
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visit probability maps, for example, to specify that certain zones are more likely to be
visited than others.

The mechanism finally integrates all available external maps and the infostation’s self-
maintained map into one final visit probability map. Thereby, a configurable param-
eter determines how far the mechanism should trust the external sources. If it is set
to one, the mechanism completely relies on the external maps, if it is set to zero the

external knowledge is not considered at all.

From the final visit probability map and the APTs of all zones, each infostation can
calculate the probability with which a certain user will request each information object
within its hoarding area. In contrast to the basic variant, these probabilities now reflect

all the available external knowledge about the user’s future movement.

The external visit probability maps are only a low level interface to the proposed mech-
anism. Application dependent higher level interfaces can easily be implemented. Such
an interface could, for example, allow a navigation application to specify a user’s path
through the coordinates of the visited locations. From these coordinates the external
map could be calculated automatically, so that the user or application does not have to
know anything about zones.

A discussion of common characteristics of both variants, like adaptivity, scalability,
and privacy issues, follows the description of the mechanism. Furthermore, the role of
important parameters, i.e. the size of hoarding areas and zones, as well as communi-

cation costs, storage costs, and computational costs for both variants are analyzed.

Finally, two further enhancements to the mechanism are described. The first one is a
channel concept, that allows to consider a user’s profile when selecting the information
objects to hoard. The second enhancement is a filter mechanism, that allows a more

user-specific hoarding decision.

Implementation

The implementation of both variants of the mechanism is subject of Chapter f of this
thesis. An important objective of the implementation was that it can be easily inte-
grated into the neXus infrastructure [Hohl et al. 1999]. NeXus is an infrastructure for
location-aware applications, which is currently developed at the Institute of Parallel
and Distributed High-Performance Systems (IPVR).
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The implemented hoarding system consists of infostation servers and hoarding clients.
To operate an infostation, exactly one infostation server is necessary. The hoarding
client must be installed on each mobile device that should be able to download infor-

mation at an infostation.

In addition to these two components, basic versions of the required external services
have also been implemented. By using the adapter design pattern, it was possible
to ensure that these external services can be replaced without changing the hoarding

system. Thus, integration into another infrastructure, like neXus, is very easy.

Finally, some application examples for the hoarding system are given in the last section
of this chapter.

Simulation Environment

Although a number of mobility models and information access models do exist, it was
necessary to design a new simulation model for the evaluation of the hoarding mech-
anism. In Chapter f of the thesis, this model and the simulation tool that was imple-

mented to realize the model, are described.

A review of existing models showed that the problem with them is, that they only
model either the mobility or the information accesses of users, but not both. So they can
not be used to model relationships between the mobility and the information accesses
and thus questions like “where is a certain information object preferably accessed?”
or “what information objects are accessed at a certain location?” can not be answered

with these models.

The model designed in this thesis overcomes these disadvantages by integrating exist-
ing mobility models and information access models into one global model. In addition,
it makes it possible to model the relationships between information objects and loca-
tions explicitly. The model is based on a graph representation of the real world, which
is called the infrastructure graph, and consists of three submodels: the visit model, the
information model, and the access model.

The visit model states the probability with which each location in the infrastructure
graph is visited. The information model reflects the relationships between the infor-
mation objects and the locations and the access model describes the users” access be-

havior.
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Finally, the simulation algorithm and the implementation of the simulation tool are
also described in detail.

Evaluation

In the first section of this chapter the characteristics of an information system that in-
fluence the efficiency of the hoarding mechanism and the advantage of the enhanced
variant over the basic variant are identified. To quantify these characteristics new met-
rics are introduced using the concentration measures described in Chapter .

After a brief discussion of the expected influence of these characteristics on the hoard-

ing mechanism, a mathematical analysis of the expected hit ratios is carried out.

At the end of the chapter, the extensive simulations which have been conducted with
the simulation tool introduced in the previous chapter are described. The results show
that the use of information about a user’s current and future location makes the pro-
posed mechanism well suited for location-dependent mobile information systems. An-
other important result is that the exploitation of external knowledge is highly beneficial

in most cases.

The default values for the simulation parameters were chosen on the basis of an analy-
sis of an existing mobile tourist guide. For this analysis log files recorded in field trials
of the GUIDE project [Cheverst, Davies, Mitchell & Friday 2000] have been examined.
A description of this analysis is also part of this chapter.
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Kapitel 1

Einleitung

1.1 Motivation

Aktuelle Studien belegen, dass sich der Wunsch vieler Menschen nach einem mobilen
Informationszugriff, insbesondere in Form so genannter ortsbezogener Dienste (Loca-
tion-Based Services, LBS), als Motor fiir die weitere Entwicklung des Mobilfunkmark-
tes sowie des Marktes fiir mobile Endgerite, wie zum Beispiel Notebooks, internetfahi-
ge Mobiltelefone (Smart-Phones), Web-Pads und Personliche Digitale Assistenten (Per-
sonal Digital Assistant, PDA), erweisen wird [Pricewaterhouse-Coopers 2001, Heise-
Newsticker 2001, Leite & Pereira 2001].

Ortsbezogene Dienste ermoglichen es dem Benutzer, abhidngig von seinem gegenwar-
tigen Aufenthaltsort, auf lokale Informationen, beispielsweise Informationen zu Re-
staurants, Kinoprogramme oder Staumeldungen, zuzugreifen. Solche ortsbezogenen
Dienste werden als Schliisseltechnologie fiir die weitere Verbreitung mobiler Endgera-
te und mobiler Datenkommunikationsdienste angesehen, weil sie die Alleinstellungs-
merkmale mobiler Endgeréte in idealer Weise ausnutzen [Pricewaterhouse-Coopers
2001].

Einer EMNID-Studie [Heise-Newsticker 2001] zufolge, die im Auftrag von America
Online (AOL) durchgefiihrt wurde, geben 88% der Besitzer eines internetfahigen, mo-
bilen Endgerits den mobilen Informationszugriff als Vorteil ihres Geréits an. Nach die-
ser Studie besitzen bereits zwolf Millionen Deutsche ein solches Gerat. Neun Millionen
planen eine entsprechende Anschaffung innerhalb der ndchsten zwei Jahre.
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Auch die Funknetzbetreiber haben die Bedeutung ortsbezogener Dienste erkannt, so
dass alle deutschen Netzanbieter inzwischen ortsbezogene Dienste iiber ihre WAP[}-
Portale anbieten. Die bislang mangelnde Akzeptanz dieser WAP-Dienste ist nach [Pri-
cewaterhouse-Coopers 2001] auf die Leistungsbeschrankung der Funknetze beim mo-
bilen Informationszugriff zurtickzufithren. Im Zuge der Erforschung mobiler Rech-
nerumgebungen (Mobile Computing) wurden ebenfalls schon zahlreiche ortsbezoge-
ne Systeme entwickelt [Abowd et al. 1997, Pascoe 1997, Cheverst, Davies, Mitchell &
Friday 2000]. Als eine der zentralen Herausforderungen hat sich auch dabei immer
wieder der mobile Informationszugriff erwiesen, da die verwendeten Funknetztech-
nologien haufig zu Problemen, wie hohen Verzogerungen, geringen Bandbreiten oder

vollstandigen Verbindungsausfallen, fithren.

Aus dieser Motivation heraus ist die vorliegende Arbeit entstanden. Ihr Ziel ist es,
diese Probleme soweit wie moglich zu tiberwinden und {iberall einen mobilen Infor-
mationszugriff zu ermoglichen, unabhidngig von der Verfiigbarkeit eines Mobilfunk-
netzes am aktuellen Aufenthaltsort des Benutzers. Selbst wenn gar keine Kommuni-
kationsmoglichkeit vorhanden ist, soll in diesem so genannten entkoppelten Betrieb,
ein moglichst uneingeschrankter Zugriff moglich sein. Der Schwerpunkt dieser Ar-
beit liegt dabei auf ortsbezogenen Informationssystemen. Als Standardbeispiel fiir ein
solches System taucht in dieser Arbeit immer wieder ein elektronischer, mobiler Tou-
ristenfithrer auf. Im Gegensatz zu den existierenden WAP-Diensten ermoglicht das
vorgestellte Verfahren einen Zugriff auf sehr viel umfangreichere, auch multimediale

Informationsobjekte.

Die Grundidee dieses Verfahrens ist es, vorherzusagen auf welche Informationsobjek-
te ein Benutzer voraussichtlich zugreifen wird, und diese Objekte im Voraus auf sein
mobiles Endgerdt zu tibertragen. Diese Vorabiibertragung von Informationen wird
in der Literatur als Hoarding bezeichnet. Greift der Benutzer nun tatsidchlich auf die
vorab {iibertragenen Informationsobjekte zu, sind sie bereits lokal auf dem mobilen
Endgerat vorhanden und stehen somit unmittelbar zur Verfiigung. Um zu vermeiden,
dass knappe Ressourcen, wie zum Beispiel der auf dem mobilen Endgerit verfiigbare
Speicherplatz oder die Zeit fiir die Ubertragung der Informationen, vergeudet werden,
sollten moglichst nur solche Informationsobjekte vorab iibertragen werden, auf die der
Benutzer auch tatsdchlich zugreifen wird. Daher ist eine moglichst prazise Vorhersage

der vom Benutzer zukiinftig bendtigten Informationen notwendig. Das entwickelte

'Wireless Application Protocol



1.2 Aufbau der Arbeit

Verfahren nutzt fiir diese Vorhersage Beziehungen zwischen Informationen und Or-
ten, die in ortsbezogenen Systemen vorhanden sind, um aus Kenntnissen iiber den
aktuellen und die zukiinftigen Aufenthaltsorte eines Benutzers Riickschliisse auf die

benoétigten Informationen zu ziehen.

Im Gegensatz zu existierenden Ansdtzen werden jedoch keine festen, bekannten Be-
ziehungen zwischen Orten und Informationen vorausgesetzt, sondern das Verfahren
erkennt diese selbstindig und kann sogar dynamisch auf Verdnderungen in diesen
Beziehungen reagieren. Die Kenntnisse iiber die zukiinftigen Aufenthaltsorte eines
Benutzers kann das Verfahren aus selbstiandig durchgefiihrten Beobachtungen oder
durch verschiedene externe Informationsquellen gewinnen. Damit ist es sehr viel fle-
xibler als vergleichbare Ansdtze [Kubach & Rothermel 2001c, Kubach & Rothermel
2001b, Kubach & Rothermel 2001a].

Eine wichtige Randbedingung bei der Entwicklung des Verfahrens war, dass es in die
neXus-Plattform integrierbar sein sollte. Diese Plattform, die im Rahmen einer For-
schergruppe der Deutschen Forschungsgemeinschaft (DFG) unter Federfithrung der
Abteilung Verteilte Systeme des Instituts fiir Parallele und Verteilte Hochstleistungs-
rechner (IPVR) entwickelt wird, wird eine neuartige Infrastruktur fiir ortsbezogene
Systeme bereitstellen [Hohl et al. 1999].

1.2 Aufbau der Arbeit

Im anschlieflenden Kapitel P} wird die Idee der Vorabiibertragung von Informationen
anderen mobilen Datenverwaltungsmechanismen gegeniibergestellt und dabei ver-
deutlicht, dass die Vorabiibertragung speziell in mobilen, ortsbezogenen Informations-
systemen besonders vorteilhaft ist. Ferner wird die Arbeit dadurch in den Forschungs-
kontext eingeordnet. Die Diskussion existierender Ansétze zur Vorabiibertragung von
Informationen ist ebenfalls Gegenstand dieses Kapitels.

In Kapitel [ schliefst sich die Besprechung einiger Grundlagen an. Zunichst werden
verschiedene stochastische Konzentrationsmafie vorgestellt, die spéter fiir die Evalu-
ierung der Arbeit benotigt werden. Aus einer Diskussion der verfiigbaren Mobilfunk-
technologien wird danach die Motivation fiir die verwendete Infostationsinfrastruktur
abgeleitet. Diese Infrastruktur ist neben dem Informationssystem und den verwende-

ten externen Diensten, wie Ortsinformationsdienst und Ereignisdienst, ein wichtiger
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Bestandteil des ebenfalls in Kapitel [ vollstindig beschriebenen Systemmodells, das
dieser Arbeit zugrunde liegt.

Das zentrale Kapitel dieser Arbeit ist Kapitel @l. Hier wird das Vorabiibertragungsver-
fahren im Detail beschrieben. Eigentlich werden zwei Verfahren beschrieben, ein Basis-
verfahren und ein erweitertes Verfahren. Wiahrend das Basisverfahren keine externen
Informationen tiber die zukiinftigen Aufenthaltsorte nutzen kann, ist dies im erwei-
terten Verfahren mit einer beliebig feinen Granularitat moglich. Dadurch kann das er-
weiterte Verfahren zum Beispiel Pfadinformationen aus einer Navigationsanwendung
beziehen oder auch Richtungsangaben von einer Komponente, die die Bewegungshis-
torie eines Benutzers beobachtet. Als Mittel zur Spezifikation von solchem externen
Wissen werden so genannte Besuchswahrscheinlichkeitskarten eingefiihrt. Schliefslich
werden noch zwei weitere Konzepte vorgestellt, mit denen die Prédzision der Vorhersa-
ge der benétigten Informationsobjekte weiter gesteigert werden kann. Das erste Kon-
zept sind die Informationskanéle, die es ermoglichen das Profil eines Benutzers bei
der Entscheidung, welche Objekte iibertragen werden sollen, zu berticksichtigen. Die-
se Entscheidung wird nachfolgend als Hoarding-Entscheidung bezeichnet. Das zweite
Konzept sind Filter. Sie erlauben es bei der Hoarding-Entscheidung starker auf die in-

dividuellen Bediirfnisse eines einzelnen Benutzers einzugehen.

Die vollstindige Implementierung beider Verfahren wird in Kapitel f vorgestellt. Ne-
ben einer Beschreibung der Architektur sowie ihrer Umsetzung werden Beispiele fiir

den Einsatz des entstandenen Systems gegeben.

Fiir die Evaluierung der Vorabiibertragungsverfahren musste ein spezielles Simulati-
onsmodell entworfen werden, das die besonderen Charakteristika eines mobilen, orts-
abhéngigen Informationszugriffs widerspiegelt. Dieses Simulationsmodell wird in Ka-
pitel § vorgestellt. Ferner wird die Simulationsumgebung, die auf Basis dieses Modells

entwickelt wurde und fiir die Evaluierung eingesetzt wurde, beschrieben.

In Kapitel [] werden die damit durchgefiihrten Simulationen erldutert und dadurch
die Effizienz der Verfahren nachgewiesen. Zu Beginn des Kapitels werden einige theo-
retische Betrachtungen angefiihrt, sowie eine existierende ortsbezogene Anwendung

analysiert, um daraus die Simulationsparameter abzuleiten.

Kapitel § beschliefit diese Abhandlung schliefllich mit einer Zusammenfassung der
wichtigsten Ergebnisse und einem Ausblick auf mogliche zukiinftige Forschungsbe-
reiche.



Kapitel 2

Mobile Datenverwaltung

Zunichst erfolgt in diesem Kapitel eine Einordnung der vorliegenden Arbeit in das
Forschungsumfeld der mobilen Datenverwaltung. Ferner werden existierende Ver-
fahren zur Vorabiibertragung von Informationen vorgestellt und klassifiziert, um sie

gegeniiber dem in dieser Arbeit vorgestellten Verfahren abzugrenzen.

2.1 Einordnung der Arbeit

Um den Nachteilen der drahtlosen Netzwerke beim mobilen Informationszugriff ent-
gegen zu wirken, wurde bereits eine Reihe von Methoden entwickelt. Diese Methoden
werden in der Literatur hdufig unter dem Oberbegriff mobile Datenverwaltung (mobi-
le data management) zusammengefasst. In diesem Abschnitt wird verdeutlicht, worin
sich die Vorabiibertragung von Informationen von den tibrigen Verfahren zur mobi-
len Datenverwaltung unterscheidet. Ferner wird die Eignung dieser Verfahren fiir den

ortsabhdngigen Informationszugriff diskutiert.

2.1.1 Replikation

Ziel der Replikation ist es, durch das Vorhalten von Datenkopien die Verfiigbarkeit

von Daten zu erh6hen und die Antwortzeiten von Software-Systemen zu reduzieren.
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Wesentliche Fragen dabei sind, wo die Kopien vorgehalten werden sollen und wie ihre
Konsistenz gewéhrleistet werden kann.

In mobilen Umgebungen werden die Datenkopien entweder an den Ubergangspunk-
ten vom Festnetz zum drahtlosen Netzwerk (Access Points) oder auf den mobilen
Endgeréaten selbst vorgehalten. Bei den Verfahren zur Gewéhrleistung der Konsistenz
unterscheidet man die pessimistischen und die optimistischen Verfahren [Davidson
et al. 1985]. Die pessimistischen Verfahren verbieten durch entsprechende Sperrpro-
tokolle, dass gleichzeitig auf verschiedenen Kopien geschrieben wird. Nach einem
Schreibzugriff werden Anderungen automatisch an alle Kopien propagiert. Pessimi-
stische Verfahren konnen nicht eingesetzt werden, wenn in einem entkoppelten Betrieb
ein Schreibzugriff auf den lokalen Kopien eines mobilen Endgerats moglich sein soll,
weil die fiir die Sperrprotokolle notwendige Kommunikation nicht durchgefiihrt wer-
den kann. Daher kénnen dann nur optimistische Verfahren eingesetzt werden. Sie
erlauben grundsétzlich das Schreiben auf den Datenkopien. Sollten dabei Inkonsisten-
zen durch unterschiedliche Anderungen an den gleichen Daten auftreten, miissen die-
se zu einem spéteren Zeitpunkt, eventuell unter Einbeziehung der Benutzer, aufgelost
werden [Satyanarayanan et al. 1990, Heidemann et al. 1992, Demers et al. 1994].

Im Gegensatz zur Replikation werden bei Vorabiibertragungsverfahren, wie dem in
dieser Arbeit beschriebenen Verfahren, in der Regel Konsistenzbedingungen nicht be-
trachtet. Teilweise setzen die Vorabiibertragungsverfahren auf Replikationssysteme
auf, um dennoch eine konsistente Datenhaltung zu garantieren. Ein weiterer Unter-
schied ist, dass die Vorabiibertragung von Informationen vom Klienten initiiert wird,
wihrend sie in den meisten Replikationssystemen vom System beziehungsweise den
Replikations-Servern getrieben wird. Bei der Vorabiibertragung von Informationen
spielt auch die Vorhersage der Bediirfnisse eines einzelnen Klienten eine wichtige Rol-
le fiir die Entscheidung, welche Daten auf ein Endgerit kopiert werden. Bei den Re-
plikationsverfahren hingegen basiert diese Entscheidung in der Regel auf globaleren

Kriterien.

2.1.2 Caching

Eine weit verbreitete Methode zur Beschleunigung von Informationszugriffen, die so-
wohl in Festnetzen als auch in drahtlosen Netzwerken Verwendung findet, ist das Ca-

ching von Informationen. Die Grundidee beim Caching ist es, Informationen, die vom
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Server zum Klienten iibertragen wurden, fiir eine spéatere Verwendung aufzubewah-
ren. Wird dann auf die gleiche Information erneut zugegriffen, ist diese bereits auf

dem Klienten vorhanden und muss nicht erneut vom Server geholt werden.

Im Gegensatz zur Replikation wird das Caching vom Klienten getrieben, das heifst
Kopien von Daten werden ausschliefslich dann angelegt, wenn eine Applikation auf
dem Klienten eine Information anfordert. Ferner wird beim Caching grundsatzlich
nicht von schreibenden Zugriffen auf den lokalen Kopien ausgegangen. Einige Ar-
beiten, insbesondere im Bereich mobiler Umgebungen, beschiftigen sich damit, wie
die Klienten davon in Kenntnis gesetzt werden konnen, dass ihre lokalen Kopien ver-
altet sind, damit sie gegebenenfalls das Original neu anfordern konnen [Barbara &
Imielinski 1994, Chan et al. 1998].

Greift ein Benutzer auf viele verschiedene Informationen zu, wird irgendwann der
Speicherplatz, der fiir die Aufbewahrung der Informationen zur Verfiigung steht, auf-
gebraucht sein. Dann muss eine so genannte Ersetzungsstrategie entscheiden, welche
Informationen geldscht werden sollen, um wieder freien Speicherplatz zu schaffen.
Die meisten Ersetzungsstrategien beruhen auf dem Prinzip der temporalen Lokali-
tat. Dieses Prinzip besagt, dass auf eine Information, auf die zu einem bestimmten
Zeitpunkt zugegriffen wird, mit hoher Wahrscheinlichkeit in naher Zukunft erneut
zugegriffen werden wird. Entsprechend 18scht beispielsweise die hdufig eingesetzte
Strategie Least Recently Used (LRU) immer die Information, auf die am langsten nicht
mehr zugegriffen wurde. Neben der LRU-Strategie gibt es noch eine Reihe dhnlicher
Strategien, die jedoch seltener eingesetzt werden [Effelsberg & Harder 1984].

Beim ortsabhédngigen Informationszugriff verandert sich durch einen Ortswechsel der
Kontext eines Benutzers jedoch meist so stark, dass dadurch die temporale Lokalitdt in
den Informationszugriffen verloren geht. Sobald ein Benutzer seinen Aufenthaltsort
wechselt, ist es unwahrscheinlich, dass er weiterhin auf die kurz zuvor referenzierten
Informationen zugreifen wird, da diese primédr an seinem vorherigen Aufenthaltsort

von Interesse waren oder sogar nur von diesem aus abrufbar waren.

Daher wurden speziell fiir mobile Umgebungen semantische Ersetzungsstrategien ent-
wickelt, die Beziehungen zwischen dem Kontext des Benutzers und den referenzierten
Informationen ausnutzen. Sehr hdufig wird dabei anstatt von einer temporalen Lokali-
tat von einer geographischen Lokalitdt ausgegangen, das heifst es wird angenommen,

dass die Informationen mit dem Ort, an dem auf sie zugegriffen wird, in Beziehung
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stehen. Ren & Dunham (2000) beschreiben den Kontext eines Benutzers ausschliefs-
lich durch seinen Aufenthaltsort. Wie in dem in dieser Arbeit beschriebenen Verfahren
wird versucht, Beziehungen zwischen den Aufenthaltsorten des Benutzers und den
dort abgerufenen Informationsobjekten zu erkennen, das heifit es wird versucht, die
Informationsobjekte geographischen Orten zuzuordnen. Auf Basis dieser Zuordnung
konnen dann gegebenenfalls die Informationsobjekte aus dem Speicher des mobilen
Endgerits geloscht werden, die den am weitesten vom aktuellen Aufenthaltsort des

Benutzers entfernten Orten zugeordnet sind (Furthest Away Replacement Strategie).

Chim et al. (1998) beschreiben eine Ersetzungsstrategie, die speziell fiir die Verwal-
tung eines Caches zur Unterstiitzung eines Spaziergangs durch eine virtuelle Welt ent-
wickelt wurde. Die Autoren nennen ihre Strategie Most Required Movement und be-
riicksichtigen neben den Orten der virtuellen Objekte zusatzlich die Blickrichtung des
Benutzers. Gwertzman & Seltzer (1995) gehen in ihrem Web-Caching Ansatz fiir Fest-

netze ebenfalls von einer geographischen Lokalitét in den Informationsanfragen aus.

In Mobilfunksystemen werden ebenfalls semantische Ersetzungsstrategien eingesetzt,
zum Beispiel zur Verwaltung von Caches, die Informationen iiber den Aufenthaltsort
der Benutzer enthalten. Dabei stellt die geringe Giiltigkeitsdauer der Informationen
eine besondere Herausforderung dar. Haufig entscheidet die Mobilitdt eines Benut-
zers dartiber, ob es sich tiberhaupt lohnt, Informationen iiber seinen Aufenthaltsort in

einem Cache zu speichern [Jain et al. 1994].

Unabhidngig von der verwendeten Ersetzungsstrategie bleibt beim Caching jedoch der
Nachteil, dass es den jeweils ersten Zugriff auf eine bestimmte Information nicht be-
schleunigt. Entsprechend muss der Benutzer bei einem solchen ersten Zugriff, im
Gegensatz dazu wie es durch die Vorabiibertragung von Informationen moglich ist,
grundsitzlich eine Netzwerkverbindung zum Server haben und darauf warten bis
die Information vom Server zum Klienten {ibertragen wurde. Beim ortsabhidngigen
Informationszugriff wirkt sich dieser Nachteil besonders stark aus, da sehr haufig
tiberhaupt nur einmal auf die jeweiligen Informationsobjekte zugegriffen wird. Selbst
wenn ein Benutzer zu einem bereits besuchten Ort zuriickkehrt, ist es dennoch un-

wahrscheinlich, dass er erneut Informationen iiber diesen Ort anfordert.

2.1.3 Asynchroner Informationszugriff

Der ARTour Web Express ist ein System von IBM, das es ermoglichen soll, World Wide
Web (WWW) Anwendungen, insbesondere Browser, tiber drahtlose Weitverkehrsnet-
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ze zu betreiben [Chang et al. 1997, Housel & Lindquist 1996]. Dazu wurden zahlrei-
che Optimierungen am Hypertext Transferprotokoll (HTTP) [Fielding et al. 1999], das
tiblicherweise von solchen Anwendungen benutzt wird, vorgenommen. Diese Opti-
mierungen, die sich im Wesentlichen in einer Reduktion der zu iibertragenden Daten

auswirken, sind jedoch bei vollstandigen Verbindungsausfallen nutzlos.

Um dennoch einen entkoppelten Betrieb zu ermoglichen, wird zusitzlich ein asyn-
chroner Informationszugriff unterstiitzt. Sobald Informationsanfragen auf Grund von
Netzwerkausfillen nicht beantwortet werden konnen, werden sie in eine Warteschlan-
ge eingereiht. Der WWW-Anwendung wird eine Seite mit der Meldung , Anfrage
wurde fiir eine spatere Bearbeitung gepuffert” als Antwort auf die Anfrage zuriickge-
liefert. Fiir die Anwendung ist der asynchrone Zugriff also transparent. Sobald eine
Netzwerkverbindung verfiigbar wird, beginnt ARTour die Warteschlange abzuarbei-
ten. Wenn das vollstandige Ergebnis einer Anfrage vorliegt, wird es in den lokalen Ca-
che eingetragen. Danach wird der Benutzer wahlweise iiber ein Informationsfenster,
einen Statusbalken, der allen angezeigten Seiten hinzugefiigt wird oder eine Statussei-
te dariiber informiert, dass eine seiner Anfragen vollstindig bearbeitet ist, und er kann

sie tiber den ihm angezeigten Link aus dem lokalen Cache abrufen.

Im Rover HTTP-Proxy, der mit Hilfe des Rover Toolkits entwickelt wurde, wird der
gleiche Ansatz verfolgt [Joseph et al. 1997]. Auch hier werden Anfragen nach nicht lo-
kal vorgehaltenen Informationsobjekten zuriickgestellt, bis eine Netzwerkverbindung

verfligbar wird.

In vielen Féllen, wie beispielsweise dem in [Chang et al. 1997] geschilderten Szena-
rio, ermoglicht der asynchrone Informationszugriff einen sinnvollen entkoppelten Be-
trieb. Beim ortsabhdngigen Informationszugriff hingegen ergibt sich jedoch das Pro-
blem, dass ein Benutzer unter Umstdnden erst dann angeforderte Informationen er-
hélt, wenn er seinen Standort gewechselt hat und daher an den Informationen, die

seinen vorherigen Standort betrafen, nicht mehr interessiert ist.

2.1.4 Informationsaussendung durch Rundsenden

In [Tan & Ooi 2000] wird eine umfassende Taxonomie fiir Strategien zur Datentiber-
tragung in mobilen Umgebungen vorgeschlagen. Diese Taxonomie charakterisiert die
Strategien auf Grund von vier verschiedenen Dimensionen. Fiir die Betrachtungen in
diesem Abschnitt sind jedoch lediglich die ersten drei Dimensionen relevant.
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In der ersten Dimension werden die Ansitze dadurch unterschieden, ob sie die Daten
ausschliefllich durch Rundsenden iibertragen oder ausschliefdlich Klientenanfragen be-
antworten oder ob sie eine Mischform der beiden ersten Moglichkeiten verwenden. Im
letzten Fall spricht man von sogenannten hybriden Ansitzen.

Durch die Betrachtung der Mechanismen zur Datenaussendung ergibt sich die zweite
Dimension. Hier werden die Ansitze unter anderem danach unterschieden, ob die Da-
tenaussendung durch den Server oder den Klienten initiiert wird. Auch die Frage, ob
die Daten auf Grund eines festen Zeitplans (Zeitplan-getriebene Verfahren) oder auf
Grund von bestimmten Ereignissen (Ereignis-getriebene Verfahren) verschickt wer-

den, spielt hier eine Rolle.

Die dritte Dimension befasst sich mit der Organisation der Datenaussendung. Wenn
die Datenaussendung {iber Rundsende-Kommunikation erfolgt, kann man je nachdem
nach welcher Vorschrift die Daten gesendet werden, verschiedene Klassen identifizie-
ren. Die erste Klasse bilden die Strategien, bei denen es eine feste Reihenfolge gibt,
in der die Daten verschickt werden. Hier kann man noch unterscheiden, ob inner-
halb eines Rundsendezyklus jede Information genau einmal versendet wird, Tan &
Ooi (2000) spricht dann von flachen Rundsende-Programmen, oder ob hédufig beno-
tigte Informationen mehrmals innerhalb eines Zyklus verschickt werden (nicht-flache
Rundsende-Programme). Bei der zweiten Klasse von Strategien werden die Daten ad
hoc verschickt. Dabei kann zwischen Strategien, die mehrere Anfragen puffern, um
die Zahl der Ubertragungen der gleichen Information zu minimieren, und solchen, die
das nicht tun, unterschieden werden. Zusétzlich konnen zu Beginn und am Ende ei-
nes Rundsendezyklus Meta-Daten verschickt werden, die beschreiben, welche Daten
innerhalb des Zyklus gesendet werden bzw. wurden. Je nachdem, ob solche Indizes
verschickt werden oder nicht, teilt Tan & Ooi (2000) die Verfahren in indizierte und

nicht indizierte Verfahren ein.

Beziiglich der ersten Dimension dieser Taxonomie gehoren die hier vorgestellten Ver-
fahren entweder zur Klasse der ausschliefilich rundsende-basierten Ansitze oder zur
Klasse der hybriden Ansédtze. Die Grundidee bei diesen Verfahren ist es, hdufig be-
notigte Informationen periodisch zu allen Endgerdten innerhalb einer Funkzelle des
drahtlosen Netzwerks zu senden. Die Endgerite puffern diese Informationen, so dass
sie bei einem Zugriff des Benutzers bereits auf dem Endgerit vorhanden sind. Man
spricht daher in diesem Zusammenhang auch von Push-Caching. Neben einer Redu-

zierung der Antwortzeiten ergibt sich durch das Rundsenden auch eine Ersparnis in
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der benotigten Bandbreite, da die hdufig bendtigten Informationen jeweils nur einmal
tibertragen werden miissen, anstatt sie fiir jede Anfrage eines Klienten erneut iiber-
tragen zu miissen. Die hybriden Ansdtze unterscheiden sich von den ausschliefslich
rundsende-basierten Ansitzen darin, dass sie zusidtzlich zum Rundsenden der Infor-
mationen auch einzelne Anfragen von Klienten zulassen und diese direkt beantworten.
Dies ist zum Beispiel von Vorteil, wenn ein Klient eine Funkzelle, unmittelbar nachdem
eine von ihm bendtigte Information gesendet wurde, betreten hat. Dann kann er die-
se direkt anfordern und muss nicht darauf warten bis sie ein weiteres Mal durch das

Rundsenden verbreitet wird.

Im mobilen Touristenfiihrer GUIDE [Cheverst, Davies, Mitchell & Friday 2000] wird
ein reines Rundsendeverfahren eingesetzt [Davies et al. 1999]. Die Kommunikationsin-
frastruktur besteht aus WaveLAN[}-Funkzellen. In jeder dieser Funkzellen gibt es einen
Proxy-Server, der einen Cache fiir die innerhalb der Funkzelle abgerufenen Informa-
tionen verwaltet. Eine Teilmenge dieses Caches wird periodisch durch Rundsenden
verschickt. Leider machen die Autoren keine genaueren Angaben dariiber, wie die-
se Teilmenge bestimmt wird. Zu Beginn und am Ende eines jeden Rundsendezyklus
wird eine Liste der Bezeichner der Objekte, die fiir das Rundsenden vorgesehen sind,
verschickt. Damit kann ein Klient entscheiden, ob er ein von ihm benétigtes Infor-
mationsobjekt im aktuellen bzw. nédchsten Rundsendezyklus empfangen kann. Falls
nicht, kann er es beim Proxy-Server anfordern, der es daraufhin in den néchsten Zy-
klus aufnimmt. Obwohl es sich bei dem Verfahren um ein reines Rundsendeverfahren
handelt, kommt die Initiierung einer Informationsiibertragung also von den Klienten.
Entsprechend der Taxonomie von Tan & Ooi (2000) ldsst sich das Verfahren weiter als
indiziertes, Zeitplan-getriebenes Verfahren mit flachem Rundsendeprogramm charak-

terisieren.

Eine weitere wichtige Klasse von Rundsendeverfahren sind die so genannten Rund-
sende-Platten (Broadcast Discs), wie zum Beispiel das in [Acharya et al. 1995] beschrie-
bene Verfahren. In ihrer Grundform handelt es sich bei diesen Verfahren um reine,
Server-initiierte, Zeitplan-getriebene Rundsendeverfahren. In der Regel benutzen sie
ein nicht-flaches Rundsendeprogramm. Der Name dieser Verfahren kommt von der
Idee, dass der knappe lokale Speicher der mobilen Endgeridte dadurch erweitert wird,
dass sie auf die Daten im Rundsendezyklus wie auf eine, wenn auch sehr langsame,

Festplatte zugreifen.

Thttp:/ /www.orinocowireless.com/
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Weitere Arbeiten zum Rundsenden von Informationen beschéftigen sich damit, wie
Indizes genutzt werden konnen, um den Energiebedarf der mobilen Endgeréte zu sen-
ken [Imieliniski et al. 1994]. Die Idee dabei ist, durch die Indizes die Endgeréte dartiber
zu informieren, wann fiir sie interessante Daten gesendet werden. Dann miissen sie
wihrend der tibrigen Zeit nicht im Empfangsmodus arbeiten, wodurch Energie ge-

spart werden kann.

Der Unterschied aller Verfahren zur Informationsaussendung durch Rundsenden zu
dem in dieser Arbeit vorgestellten Verfahren zur Vorabiibertragung von Informatio-
nen ist, dass sie keinen entkoppelten Betrieb unterstiitzen. Zwar konnen auch per
Rundsendeverfahren in einen lokalen Cache iibertragene Informationen in einem ent-
koppelten Betrieb abgerufen werden, aber die Rundsendeverfahren unterstiitzen dies
nicht explizit.

Bei einem ortsabhdngigen Informationszugriff wiirde sich das darin dufiern, dass ein
Benutzer ausschliefllich Informationen erhilt, die innerhalb der aktuellen Funkzelle
von Interesse sind. Wollte man einen entkoppelten Betrieb unterstiitzen, miisste man
alle Benutzer, unabhéngig davon in welche Richtung sie die Funkzelle verlassen, durch
den gleichen Rundsendezyklus mit den zukiinftig benétigten Informationen versor-
gen. Bei einem ortsabhédngigen Informationszugriff wiirden sich die Informations-
bediirfnisse dieser Benutzer je nach Bewegungsrichtung jedoch stark unterscheiden.
Aber gerade bei solchen stark unterschiedlichen Informationsbediirfnissen sind die
Rundsendeverfahren nicht sehr effizient. Wie spater noch erldutert wird, konnen die
Rundsendeverfahren dennoch zur Optimierung der Vorabiibertragung der Informa-
tionen, wie sie in dieser Arbeit beschrieben wird, eingesetzt werden (siehe Abschnitt

/] )

2.1.5 Zusammenfassung

Tabelle 2.1 fasst die Unterschiede der vorgestellten Verfahren zur mobilen Datenver-
waltung zusammen. Die in der Tabelle enthaltenen Aussagen betreffen jeweils ty-
pische Vertreter der einzelnen Verfahren. Selbstverstdndlich gibt es auch untypische
Vertreter, fiir die ein Teil der jeweiligen Aussagen nicht zutreffen.
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Initiator  Konsistenz Vorhersage Entkoppelter Betrieb

Replikation Server ja, Schreib-u. teilweise, glo- moglich bei optimis-
Lesezugriffe  bale Kriterien tischen Verfahren

Caching Klient teilweise, nur  Ersetzungs- moglich
Lesezugriffe  strategie

Asynchroner In- Klient entfallt nein ja, Daten erst spater
formationszugriff verfligbar
Rundsende- Server teilweise, nur teilweise, glo- moglich

verfahren Lesezugriffe ~ bale Kriterien

Vorabiibertragung Klient nein ja, individuell ja, explizit unterstiitzt

Tabelle 2.1: Vergleich von Verfahren zur mobilen Datenverwaltung.

2.2 Verwandte Arbeiten

Zunidchst wird in diesem Abschnitt eine Taxonomie fiir Verfahren zur Vorabiibertra-
gung von Informationen vorgestellt. Mit dieser Taxonomie wird das gesamte Spek-
trum der existierenden Verfahren aufgezeigt, bevor schliefdlich konkrete Verfahren be-

schrieben werden.

2.2.1 Taxonomie

In der englischsprachigen Literatur werden die Verfahren zur Vorabiibertragung von
Informationen in so genannte Prefetching-Verfahren und Hoarding-Verfahren unter-
teilt. Bei den Prefetching-Verfahren wird davon ausgegangen, dass stets eine Netz-
werkverbindung verfiigbar ist. Folglich findet in diesen Verfahren die Vorabiibertra-
gung von Informationen kontinuierlich und ausschliefslich zur Reduzierung der Ant-
wortzeiten statt. Hoarding-Verfahren hingegen zielen hauptsachlich darauf ab, einen
entkoppelten Betrieb zu ermdoglichen. Die Vorabiibertragung der Informationen findet
bei diesen Verfahren zu einem wohldefinierten Zeitpunkt unmittelbar vor der Entkop-
pelung vom Netzwerk statt. Die Unterscheidung zwischen Prefetching- und Hoar-
ding-Verfahren wird ausschlieflich in diesem Abschnitt aufrechterhalten, um die Un-
terschiede zwischen den beschriebenen Verfahren zu verdeutlichen.
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Bei der Art des unterstiitzten Systems lassen sich bei den existierenden Verfahren bis-
lang zwei Klassen unterscheiden. Die meisten Verfahren sind fiir die Unterstiitzung
von Dateisystemen entworfen worden. Ein kleinerer Teil unterstiitzt Informationssys-
teme, wie beispielsweise Navigationsanwendungen oder den mobilen Zugriff auf das
World Wide Web (WWW).

Weiter konnen die Verfahren danach unterschieden werden, ob der Benutzer zwin-
gend in die Entscheidung, welche Informationen im Voraus iibertragen werden sollen,
involviert ist oder nicht. Im ersten Fall spricht man von interaktiven Verfahren, im

zweiten Fall von automatischen Verfahren.

Auch die Kriterien, die fiir die Entscheidung, welche Informationen iibertragen wer-
den sollen, herangezogen werden, sind sehr unterschiedlich. Man kann sie in die
Klasse der benutzerbezogenen Kriterien und der informationsbezogenen Kriterien ein-
teilen. Benutzerbezogene Kriterien sind zum Beispiel Interessensgebiete, Favoriten
(Lesezeichen in Browsern) oder typische Bewegungsmuster eines Benutzers. Beispie-
le fiir informationsbezogene Kriterien sind semantische Beziehungen zwischen den
Informationen, wie sie hdufig beim Hoarding von Dateien ausgenutzt werden [Tait
et al. 1995, Kuenning & Popek 1997], aber auch syntaktische Beziehungen, wie Hyper-
text-Links. Der Ortsbezug einer Information und die Darstellbarkeit einer Information

auf dem Endgerét des Benutzers sind weitere informationsbezogene Kriterien.

Abbildung .7 fasst die vier Dimensionen der vorgestellten Taxonomie und ihre mogli-
chen Auspragungen nochmals zusammen. Bei dem in dieser Arbeit vorgestellten Ver-
tahren handelt es sich um ein automatisches Hoarding-Verfahren, das ortsabhédngige
Informationssysteme unterstiitzt. Als Entscheidungskriterien werden sowohl benut-
zerbezogene Kriterien, wie Bewegungsmuster und Interessensgebiete, als auch infor-
mationsbezogene Kriterien, insbesondere der Ortsbezug von Informationen, verwen-
det.

2.2.2 Prefetching-Verfahren

Die Idee, Daten basierend auf Vorhersagen schon zu iibertragen, bevor sie tatsachlich
benotigt werden, ist nicht neu. Bereits sehr frith wurde diese Technik beim Prozes-
sor-Pipelining verwendet. Hier wird versucht, Verzweigungen eines Maschinenpro-
gramms vorherzusagen, um die entsprechenden Befehle und die zugehorigen Ope-
randen bereits vor der eigentlichen Ausfithrung des Befehls in eine Prozessor-Pipeline
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Prefetching

Verfahren <
Hoarding
Dateisystem
Unterstiitztes
System .
Informationssystem
. Interaktiv
Ubertragungs-
entscheidung
Automatisch
Interessensgebiete
2 i Bewegungsmuster
Benutzerbezogen Favoriten
Entscheidungs-
kriterien . . .
Informationsbezogen Semantische Beziehungen
Syntaktische Beziehungen
Ortsbezug

Hardware-Abhangigkeit

Abbildung 2.1: Taxonomie fiir Verfahren zur Vorabiibertragung von Informationen.

zu laden [Hennessy & Patterson 1990]. Auch bei der seitenbasierten Realisierung von
verteiltem gemeinsamen Speicher [Li & Hudak 1989] wurden vergleichbare Techniken
bereits eingesetzt.

Frithe Arbeiten im Bereich des Datei-Prefetchings gehen von einem sequentiellen Da-
teizugriff aus und beschreiben Dateisysteme, die Blocke einer Datei im Voraus lesen
[Smith 1985]. Patterson et al. (1993) schlagen vor, Hinweise von Anwendungen fiir ein
Datei-Prefetching auszunutzen. Als Beispiel fiihren sie an, dass das Werkzeug make
mit Hilfe des Makefiles sehr genau vorhersagen kann, welche Dateien fiir die Uberset-
zung eines Programms bendtigt werden [Patterson et al. 1993].

In zellbasierten, mobilen Umgebungen werden zur Effizienzsteigerung haufig die von
einem Benutzer benotigten Daten und Dienste in der Ndhe des mit dem Benutzer as-
soziierten Zugangspunkts repliziert oder in einem Cache bereitgestellt. Wechselt ein
Benutzer die Funkzelle, &ndert sich auch der assoziierte Zugangspunkt. Durch die-
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sen als Handover bezeichneten Vorgang, kann der Benutzer einen voriibergehenden
Leistungseinbruch wahrnehmen, weil an seinem neuen Zugangspunkt die bendtigten
Daten und Dienste noch nicht zur Verfiigung stehen. Um dies zu vermeiden, werden
zum Teil ebenfalls Prefetching-Verfahren eingesetzt. In [Liu et al. 1996] wird ein sol-
ches Verfahren beschrieben, das die Bewegung eines Benutzers auf Grundlage von Be-
wegungsmustern vorhersagt. Entsprechend dieser Vorhersage werden die bendtigten
Daten und Dienste im Voraus am zukiinftigen Zugangspunkt des Benutzers bereitge-
stellt. Es wird also ausschliefslich der Aufenthaltsort vorhergesagt und lediglich die
aktuelle Umgebung des Benutzers am zukiinftigen Aufenthaltsort bereitgestellt. Eine

Vorhersage, ob sich die benétigten Daten und Dienste dndern, wird nicht gemacht.

Neben der bereits erwdhnten Caching-Strategie beschreiben die Autoren in [Chim et al.
1998] auch eine Prefetching-Strategie, die ebenfalls auf der Vorhersage der Bewegung
eines Benutzers beruht. Fiir die Vorhersage wird versucht, von in der Vergangen-
heit beobachteten Bewegungsvektoren eines Benutzers auf seinen zukiinftigen Bewe-
gungsvektor zu schlieffen. Es werden drei Varianten des Vorhersagealgorithmus be-
schrieben, die sich darin unterscheiden wie die jeweiligen Bewegungsvektoren bei der
Berechnung des neuen Vektors gewichtet werden. In der ersten Variante werden al-
le Vektoren gleich gewichtet, in der zweiten werden grundsétzlich nur die letzten n
Vektoren betrachtet, wiahrend bei der dritten wiederum alle Vektoren berticksichtigt
werden, allerdings mit exponentiell abnehmender Gewichtung der Vektoren entspre-
chend ihrem Alter. Auf Grundlage der vorhergesagten Position des Benutzers ist die
Vorhersage der dort fiir die Darstellung der virtuellen Welt benétigten Objekte trivial.
Da alle Objekte eine feste Position besitzen, kann einfach berechnet werden, welche

Objekte von einer bestimmten Position aus sichtbar sind.

In einer sehr theoretisch ausgerichteten Arbeit stellen de Nitto Persone et al. (1998) ein
Kostenmodell zur Bewertung von Prefetching-Strategien fiir kontextbezogene Infor-
mationssysteme vor und evaluieren das Potenzial unterschiedlicher Strategien beziig-
lich der Reduzierung der Antwortzeiten dieser Systeme. Sie gehen davon aus, dass
es eine Menge der moglichen Kontexte eines Benutzers gibt und dass jede Informati-
on nur in einem Teil dieser Kontexte von Interesse ist. Die Untermenge der Kontexte,
in denen eine Information von Interesse ist, wird als ihr Giiltigkeitsbereich bezeich-
net. Die Autoren machen keine Aussage dartiber, wie die Giiltigkeitsbereiche der In-
formationen bestimmt werden. Die Evaluierung verschiedener Prefetching-Strategi-
en beschrankt sich auf Strategien, bei denen der Kontext eines Benutzers ausschlief3-

16



2.2 Verwandte Arbeiten

lich durch seine geographische Position beschrieben wird. Um eine vollstindige ma-
thematische Evaluierung durchfiithren zu kénnen, wird ein vergleichsweise einfaches
Mobilitaitsmodell verwendet. Das Gebiet, durch das sich der Benutzer bewegt, ist in
einzelne Zellen unterteilt und zu jedem Zeitpunkt bewegt sich der Benutzer entweder
mit der jeweils gleichen Wahrscheinlichkeit in eine der Nachbarzellen oder verweilt
in der aktuellen Zelle. Nur fiir den eingeschrankten Fall einer eindimensionalen Be-
wegung entlang einer Strafle werden unterschiedliche Wahrscheinlichkeiten fiir die
beiden moglichen Richtungen betrachtet. Schliefslich wird gezeigt, dass sich in dem
beschriebenen Szenario die Antwortzeiten des Systems durch Prefetching stark redu-
zieren lassen, wobei allerdings eine weitere Vergrofierung einer bereits grofsen Menge

vorabiibertragener Informationen nur noch sehr geringe Vorteile bringt.

2.2.3 Hoarding-Verfahren

Wie bei den Prefetching-Verfahren gibt es auch beim Hoarding eine Reihe von Ver-
fahren, die auf die Vorabiibertragung von Dateien spezialisiert sind. Im Andrew File
System (AFS) [Howard 1988], das als eines der ersten Dateisysteme einen entkoppelten
Betrieb explizit untersttitzt hat [Huston & Honeyman 1993], wurde allerdings noch gar
keine Vorabiibertragung von Dateien durchgefiihrt. Stattdessen standen im entkop-
pelten Betrieb ausschliefilich die Dateien zur Verfiigung, die sich ohnehin im lokalen

Cache des Endgerits des Benutzers befanden.

In [Alonso et al. 1990] wird bei unbedarften Benutzern, die keine expliziten Angaben
zu den von ihnen benétigten Dateien machen konnen, ebenso vorgegangen. Benutzer,
die sich sehr gut mit dem System auskennen, haben die Moglichkeit eine Liste der
Dateien zu spezifizieren, mit denen sie wiahrend des entkoppelten Betriebs arbeiten
mochten. Zusitzlich besteht die Moglichkeit, diese Liste halbautomatisch zu erzeugen
oder zu ergédnzen, in dem alle Dateizugriffe innerhalb eines vom Benutzer angegeben

Zeitraums in die Liste aufgenommen werden.

Das Coda-Dateisystem unterstiitzt ebenfalls einen entkoppelten Betrieb [Satyanaraya-
nan et al. 1990, Kistler & Satyanarayanan 1992, Satyanarayanan et al. 1993]. Dort wer-
den implizite und explizite Informationsquellen benutzt, um auf der Grundlage von
Prioritdten zu entscheiden, welche Dateien fiir einen entkoppelten Betrieb bereit ge-
stellt werden sollen. Die implizite Information besteht aus einer Zugriffshistorie, wie
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sie auch in vielen Caching-Strategien benutzt wird. Die expliziten Informationen wer-
den aus einer so genannten Hoard-Datenbank entnommen, die fiir jeden Arbeitsplatz
die dort bevorzugten Dateien identifiziert. Diese Hoard-Datenbank kann der Benut-
zer unter zu Hilfenahme von Hoard-Profilen manipulieren. Diese Hoard-Profile sind
im Wesentlichen Kommando-Skripte, die der Hoard-Datenbank Dateibezeichner hin-
zufiigen oder auch daraus loschen. Damit ist die Moglichkeit gegeben, die Hoard-
Datenbank auf die Verwendung bestimmter Anwendungen oder der Bearbeitung be-
stimmter Projekte zu optimieren, indem Hoard-Profile aufgerufen werden, die die von
der jeweiligen Anwendung beziehungsweise dem Projekt bendtigten Dateien beschrei-
ben. Wie bei [Alonso et al. 1990] kann die Erstellung von Hoard-Profilen unterstiitzt
werden, in dem alle Dateizugriffe innerhalb eines vom Benutzer angegeben Zeitraums

aufgezeichnet werden.

Im Hoarding-System Seer [Kuenning & Popek 1997] wird eine vollstandig automati-
sierte Vorabiibertragung von Dateien unterstiitzt. Die Auswahl der Dateien basiert
auf so genannten semantischen Entfernungen zwischen Dateien. Dabei ist die seman-
tische Entfernung zwischen dem Offnen einer Datei A und dem Offnen einer Datei
B als null definiert, wenn A nicht geschlossen wird, bevor B gedffnet wird, ansons-
ten entspricht die semantische Entfernung der Anzahl der zwischenzeitlich gedffneten
Dateien. Mit Hilfe dieser semantischen Entfernungen identifiziert ein Gruppierungs-
algorithmus Gruppen zusammengehorender Dateien, die als Projekte bezeichnet wer-
den. Schliefillich werden fiir die Vorabiibertragung der Dateien die aktiven Projek-
te bestimmt und die zu den am hochsten priorisierten Projekten gehdrenden Dateien
werden so weit wie moglich tibertragen.

Auch das von Tait et al. (1995) beschriebene Verfahren ist vollstandig automatisiert. Al-
lerdings hat der Benutzer hier auf Wunsch die Moglichkeit, die Entscheidung, welche
Dateien iibertragen werden, zu beeinflussen. Dieses Verfahren basiert auf der Erken-
nung von so genannten Arbeitsmengen. Um diese Arbeitsmengen zu bestimmen, wer-
den die Dateizugriffe eines Benutzers in einer Protokolldatei aufgezeichnet. Wenn ein
entkoppelter Betrieb eingeleitet werden soll, wird diese Protokolldatei analysiert und
Baum-Strukturen aufgebaut, die Programmausfiihrungen représentieren. Jeder in der
Protokolldatei aufgezeichnete Dateizugriff ist ein Knoten in einem Baum. Kinder ei-
nes Knotens sind alle Dateien, die vom Vaterknoten ausgefiihrt oder gedffnet wurden.
Unmittelbar von der Benutzeroberfldche aus gestartete Programme werden zu Wurzel-

knoten eines Baums. Nachdem ein Baum aufgebaut wurde, wird er in einer einfachen
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Datenbank gespeichert. In der beschriebenen Implementierung sind in dieser Daten-
bank fiir jedes Programm maximal die letzten 15 konstruierten Biume enthalten. Zu
der Arbeitsmenge eines Programms gehoren alle Dateien, die in mindestens einem zu
diesem Programm gehorenden Baume enthalten sind. Schliefilich kann der Benutzer
auswahlen, fiir welche Programme die Arbeitsmengen auf sein Endgerit {ibertragen
werden sollen. Trifft der Benutzer keine Auswahl, werden die seit einem bestimmten,

konfigurierbaren Zeitpunkt ausgefiihrten Programme ausgewdahlt.

Ein Hoarding-Verfahren zur Vorabiibertragung von Karteninformationen wird in [Ye
et al. 1998] beschrieben. Das dort betrachtete Fahrzeugnavigationssystem stellt eine
Straflenkarte bereit, die in einzelne Segmente unterteilt ist. Jedes dieser Segmente steht
in drei verschiedenen Detaillierungsstufen zur Verfiigung. Zu Beginn einer Reise teilt
der Benutzer den Start- und End-Punkt seiner Reise dem System mit. Daraufhin wird
eine Karte im niedrigsten Detaillierungsgrad zum Endgerat des Benutzers tibertragen.
Auf dieser Karte ist die geplante Reiseroute eingezeichnet. Wahrend der Reise ladt
das System selbstdndig einzelne Segmente der Karte in hoheren Detaillierungsstufen
nach. Dieses Nachladen erfolgt im Voraus, das heifst bevor der Benutzer in dem durch
das Kartensegment beschriebenen Gebiet eintrifft. Es wird ausschliefilich an speziellen
Kommunikationspunkten, so genannten Infostationen, an denen ein Netzwerkzugang
mit hoher Bandbreite moglich ist, durchgefiihrt. In die Entscheidung, welche Segmen-
te tibertragen werden sollen, wird die geplante Reiseroute, die Position des Benutzers
sowie seine Bewegungsrichtung miteinbezogen. Die Wahl des Detaillierungsgrads er-
folgt entsprechend der Bewegungsgeschwindigkeit des Benutzers. Bei sich schnell be-
wegenden Benutzern werden nur niedrigere Detaillierungsstufen iibertragen, weil da-
von ausgegangen wird, dass sich der Benutzer nur auf grofien Strafsen fortbewegt und
daher relativ grobe Karten ausreichend sind. Dies hat den Vorteil, dass pro Zeiteinheit
mehr Segmente iibertragen werden konnen und damit ein grofierer Kartenausschnitt
als bei der Verwendung eines hoheren Detaillierungsgrads. Bei sich langsam bewe-
genden Benutzern hingegen wird ein hoherer Detaillierungsgrad benutzt, da sie sich

durchaus auch auf kleineren Strafien bewegen.

Durch die Spezialisierung des eingesetzten Hoarding-Verfahrens auf die Vorabiiber-
tragung von Kartensegmenten ergeben sich zwei Faktoren, die das Verfahren entschei-
dend vereinfachen. Zum einen sind die zukiinftigen Aufenthaltsorte des Benutzers
bekannt, weil er zu Beginn Start- und End-Punkt seiner Reise angibt und zum ande-
ren ist genau bekannt, welche Teile der Karte an diesen zukiinftigen Aufenthaltsorten
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benotigt werden. Entsprechend einfach kann entschieden werden, welche Segmente
jeweils zu iibertragen sind.

AvantGof] ist ein Hoarding-System, das bereits in der Praxis eingesetzt wird. Dabei
handelt es sich um einen Dienst, der es seinen Benutzern ermoglicht, in einem ent-
koppelten Betrieb auf Inhalte des World Wide Web (WWW) zuzugreifen. Der Dienst
sowie die benotigte Software, die es in Versionen fiir PocketPCs, Palm OS und Mo-
biltelefone gibt, sind fiir den Endbenutzer kostenfrei. Die jeweiligen Inhalte werden
fiir die Darstellung auf den mobilen Endgerédten optimiert. Der Benutzer wahlt aus
einem breiten Angebot von Kandlen, wie beispielsweise , Wall Street Journal”, , Expe-
diaToGo” oder , Tagesschau mobil”, diejenigen aus, auf die er im entkoppelten Betrieb
zugreifen mochte. Durch die in den mobilen Endgerdaten verwendete Desktop-Syn-
chronisation kommunizieren die Endgerédte mit den AvantGo-Servern und tibertragen
die Web-Seiten der ausgewihlten Kanéle in ihren lokalen Speicher, so dass diese im
entkoppelten Betrieb verfiigbar sind.

In der Diplomarbeit [Reichart 2000] wurde untersucht, welche Informationen aus der
Beschreibung eines Arbeitsablaufs in Workflow-Systemen gewonnen werden kénnen,
um den Benutzer im Voraus mit den Daten zu versorgen, die er zur Durchfiihrung ei-
nes oder mehrerer Arbeitsschritte benttigt. Die im Rahmen dieser Arbeit entwickelte
Hoarding-Komponente fiir Workflow-Systeme ermoglicht es dem Benutzer, aus einer
Liste von ihm zugewiesenen Aufgaben einen Teil fiir die Bearbeitung im entkoppelten
Betrieb auszuwéhlen. Die Hoarding-Komponente iibertragt daraufhin automatisch al-
le fiir die Bearbeitung der ausgewdhlten Schritte notwendigen Daten. Die Vorhersage
der benotigten Daten beruht jeweils auf vorangegangen Beobachtungen der in jedem
Arbeitsschritt referenzierten Daten.

2.2.4 Diskussion

Die existierenden Verfahren zur Vorabiibertragung von Informationen kénnen in orts-
bezogenen Informationssystemen bestenfalls bedingt eingesetzt werden. Die Verfah-
ren, die fiir Dateisysteme konzipiert sind, konnen ganz offensichtlich nicht eingesetzt
werden, weil sie Beziehungen zwischen Dateien ausnutzen, die es zwischen den Infor-

mationsobjekten in einem Informationssystem in dieser Form nicht gibt.

Zhttp:/ /www.avantgo.com
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Doch auch die fiir mobile Informationssysteme entwickelten Verfahren, die bereits den
Ortsbezug von Informationen ausnutzen, stellen fiir bestimmte Informationssysteme
entwickelte Speziallosungen dar. Insbesondere das Verfahren von Ye et al. (1998) ist
ausschliefllich zur Verwendung mit der beschriebenen Navigationsanwendung ausge-
legt. de Nitto Persone et al. (1998) legen sich zwar nicht auf ein konkretes Informations-
system fest, setzen aber voraus, dass es feste Beziehungen zwischen Orten und Infor-
mationen gibt, die a priori bekannt sind. Das in dieser Arbeit beschriebene Verfahren
kann hingegen solche Beziehungen selbstindig feststellen und sogar Verdnderungen
dieser Beziehungen iiber die Zeit hinweg erkennen.

Des Weiteren sind in den existierenden Arbeiten entweder gar keine Vorhersagen der
zukiinftigen Aufenthaltsorte eines Benutzers notwendig, da sie vorab bekannt sind
[Ye et al. 1998] oder sie werden ausschliefilich auf der Basis der Beobachtung eines
einzelnen Benutzers vorgenommen [Chim et al. 1998, Liu et al. 1996]. Dadurch ist
es unmoglich, plotzliche Richtungswechsel vorherzusagen. Im Gegensatz zu diesen
Verfahren beobachtet das hier vorgestellte Verfahren alle Benutzer eines Informations-
systems und kann so sehr genau feststellen, welche Orte die Benutzer bevorzugen und
mit welchen Wahrscheinlichkeiten einzelne Orte besucht werden. Zusitzlich bietet
dieses Verfahren Schnittstellen, die es externen Informationsquellen erlauben, Wissen
tiber die zukiinftigen Aufenthaltsorte eines Benutzers in die Hoarding-Entscheidung

einzubringen.
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Kapitel 3

Grundlagen

In diesem Kapitel werden grundlegende Sachverhalte erldutert, deren Kenntnis zum
weiteren Verstdndnis dieser Abhandlung notwendig ist. Zur Beschreibung diverser Ei-
genschaften von ortsbezogenen Informationssystemen werden stochastische Mafse be-
notigt, mit denen die Konzentration einer Haufigkeitsverteilung ausgedriickt werden
kann. Diese so genannten Konzentrationsmafie werden in Abschnitt B.1] eingefiihrt.

Ferner wird ein Uberblick iiber existierende drahtlose Kommunikationstechnologien
gegeben, der notwendig ist, um die Motivation fiir die in dieser Arbeit verwendete
Infostationsinfrastruktur zu verstehen. Diese Infrastruktur wird gemeinsam mit den
Annahmen iiber das zugrunde liegende Informationssystem sowie einigen benotigten
externen Diensten im Abschnitt {iber das Systemmodell beschrieben.

3.1 Konzentrationsmalie

Fiir die Effektivitdt der Vorabiibertragung von ortsbezogenen Informationen ist es ent-
scheidend, wie die Informationszugriffe auf die einzelnen Informationsobjekte und
Orte verteilt sind. Von besonderem Interesse ist dabei, wie stark sich diese Informati-
onszugriffe auf die einzelnen Objekte und Orte konzentrieren. Im Folgenden werden
die gebrauchlichsten Mafle vorgestellt, mit denen solche Konzentrationen beschrieben
werden konnen [Bohley 1996]. Sie werden in Abschnitt [[.1.] benotigt, um Begriffe wie
Ortsbezogenheit exakt definieren zu kénnen. Im Allgemeinen werden Konzentrati-
onsmafle sehr haufig benutzt, um Disparititen in Verteilungen zu quantifizieren, zum
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Beispiel die Konzentration der Bevolkerung in Ballungsgebieten oder die Konzentra-
tion eines grofien Teils des Gesamteinkommens einer Bevolkerung auf einen kleinen

Teil dieser Bevolkerung.

In dieser Arbeit werden die Konzentrationsmafie als Kennzahlen zur Beschreibung
von Haufigkeitsverteilungen benutzt. Als Grundlage fiir eine Haufigkeitsverteilung
betrachtet man in der Regel eine so genannte Urliste mit Primédrdaten. Dies kann
beispielsweise eine Liste mit Bezeichnern von Informationsobjekten eines Informati-
onsraums sein, die nacheinander von den Benutzern referenziert wurden. Eine Hau-
tigkeitsverteilung gibt nun an, wie hdufig jede mogliche Auspragung in der Urliste
enthalten ist. Im Beispiel bedeutet das, wie hédufig ein Informationsobjekt mit einem

bestimmten Bezeichner referenziert wurde.

Im Folgenden bezeichnet n die Liange der jeweils betrachteten Urliste, N die Anzahl
der moglichen Auspragungen und z; die absolute Haufigkeit, mit der eine bestimmte
Auspréagung in der Urliste auftaucht.

3.1.1 Konzentrationsrate

Zur Berechnung der Konzentrationsrate miissen die einzelnen Haufigkeiten z; abstei-
gend sortiert werden, d.h. es muss gelten x; > z; > ... > 2x_1 > zx. Danach kann

die Konzentrationsrate CR; berechnet werden:

Die Konzentrationsrate CR; gibt also das Verhdltnis der Teilsumme der j grofsten Hau-

tigkeiten zu der Lange der betrachteten Urliste an.

Mochte man eine Verteilung mit nur einer Kennzahl beschreiben, stellt sich bei der
Konzentrationsrate die Frage, welche konkrete Rate CR; verwendet werden soll. Ein
weiterer Nachteil ist, dass in einer einzelnen Konzentrationsrate CR; keine Aussage
tiber die Grofienverteilung der einzelnen Werte in der betrachteten Teilsumme und der
restlichen Werte enthalten ist. Auf Grund dieser Nachteile wird die Konzentrationsrate

in dieser Arbeit nicht weiter verwendet.
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3.1.2 Herfindahl-Koeffizient

Der Herfindahl-Koeffizient HK ist definiert als die Summe der quadrierten relativen

Haufigkeiten, mit der die einzelnen Auspragungen auftreten:

N

w3 () R 6

j=1Lj i=1

Tritt tiberhaupt nur eine der moglichen Auspragungen in der Urliste auf, so nimmt der
Herfindahl-Koeffizient seinen Maximalwert 1 an. Sind die Haufigkeiten der einzelnen
Auspragungen gleichverteilt, dann wird der Herfindahl-Koeffizient minimal. Der Mi-
nimalwert hangt von der Anzahl N der moglichen Auspragungen ab und betrégt .

3.1.3 Gini-Koeffizient

Die Grundlage fiir den Gini-Koeffizienten bildet die Lorenzkurve. Mit ihr kann die
Konzentration einer Verteilung graphisch dargestellt werden. Um eine Lorenzkurve
zu konstruieren, miissen zundchst die Haufigkeiten z; aufsteigend sortiert werden,
d.h. es muss gelten z; < 2y < ... < 2y_; < zy. Die Lorenzkurve kann dann als Po-
lygonzug durch die Punkte (0,0), (u1,v1), (u2,v2), ..., (un—1,vn-1), (un, vy) konstruiert
werden. Die Koordinaten der Punkte werden folgendermafien berechnet:
'Lbj = — und Uj = Niz = =
N prl) DT/ L

Man tragt also auf der Abszissen-Achse den Anteil der Auspragungen ab und auf
der Ordinaten-Achse die zugehorigen kumulierten relativen Haufigkeiten. Wenn die
betrachteten Haufigkeiten gleichverteilt sind, dann stimmt die Lorenzkurve mit der
Hauptdiagonalen iiberein. Je grofier die Flache zwischen der Lorenzkurve und der
Hauptdiagonalen ist, desto hoher ist der Grad der Konzentration.

Als Beispiel ist in Abbildung B.1] die Lorenzkurve zur Haufigkeitsverteilung aus Ta-
belle B.1] angegeben. Zum Vergleich ist die Hauptdiagonale mit eingezeichnet. Die
Haufigkeitsverteilung gibt die Haufigkeiten wider, mit denen die einzelnen Informa-
tionsobjekte eines zehn Informationsobjekte umfassenden Informationsraums referen-
ziert werden, wenn fiir die Verteilung der Zugriffswahrscheinlichkeiten eine Zipf-Ver-
teilung angenommen wird (siehe Abschnitt p.2.7).
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Abbildung 3.1: Lorenzkurve.
Informations-  Anzahl der Anteil der kumulierte rel.
objekt Zugriffe Auspragungen Haufigkeit
1 4 0.1 0.04
2 5 0.2 0.09
3 5 0.3 0.14
4 6 0.4 0.20
5 7 0.5 0.27
6 8 0.6 0.35
7 9 0.7 0.44
8 12 0.8 0.56
9 16 0.9 0.72
10 28 1.0 1.0

Tabelle 3.1: Verteilung der Zugriffshdufigkeiten auf einzelne Informationsobjekte.

Der Gini-Koeffizient GK ist definiert als das Verhdltnis der Flache zwischen der Haupt-
diagonalen und der Lorenzkurve zur Flache zwischen der Hauptdiagonalen und der
Abszissen-Achse. Wie in Anhang B gezeigt wird, gilt fiir den Gini-Koeffizienten:

Ok — 2- 3w N+1_ 2.0 iz N+1

Bei einer egalitdren Verteilung nimmt der Gini-Koeffizient seinen Minimalwert null
an. Der Maximalwert % des Gini-Koeffizienten wird bei maximaler Konzentration
erreicht, d.h. wenn ausschlieilich eine der moglichen Auspragungen in der Urliste
auftritt.
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3.1.4 Vergleich Herfindahl- versus Gini-Koeffizient

Der Unterschied zwischen den beiden Koeffizienten ist, dass in den Gini-Koeffizient
ausschlieflich die relative Konzentration der Haufigkeiten eingeht, wiahrend der Her-
findahl-Koeffizient sowohl eine absolute als auch eine relative Konzentration reflek-
tiert.

Dabei spricht man von absoluter Konzentration, wenn sich alle in der Urliste enthalte-
nen Auspragungen auf eine kleine Zahl moglicher Auspragungen konzentrieren. Die
Verteilung der Haufigkeiten {iber die wenigen moglichen Auspragungen muss dann

nicht zwangsldaufig ungleich sein.

Von relativer Konzentration spricht man hingegen, wenn sich ein grofier Anteil der
in der Urliste vorkommenden Ausprdagungen auf einen kleinen Anteil der moglichen
Auspréagungen verteilt. Dies hat zwangsldufig eine Ungleichverteilung der Haufigkei-

ten zur Folge.

Verteilung 1 Verteilung 2
Informations- Anzahl der | Informations- Anzahl der
objekt Zugriffe objekt Zugriffe
1 50 1 50
2 50 2 50
3 50 3 50
4 50
5 5
6 1
7 1
8 1
9 1
10 1
GK =0 GK =~ 0.5619
HK =1 HK ~0.2274

Tabelle 3.2: Haufigkeitsverteilungen mit unterschiedlichen absoluten und relativen
Konzentrationen.

Um den Unterschied zwischen den beiden Koeffizienten zu verdeutlichen, sind in Ta-
belle B.2 zwei Verteilungen dargestellt, bei denen sich die zwei Koeffizienten entgegen-
gesetzt verhalten. Wahrend der Herfindahl-Koeffizient bei der ersten Verteilung hoher
ist als bei der zweiten, ist es beim Gini-Koeffizient genau umgekehrt. Die Erklarung ist,
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dass die absolute Konzentration der ersten Verteilung, bei der sich alle Zugriffe auf nur
drei Informationsobjekte beziehen, hoher ist als in der zweiten Verteilung. Hingegen
liegt in der ersten Verteilung keine relative Konzentration vor, da auf alle Informati-
onsobjekte gleich oft zugegriffen wird. In der zweiten Verteilung konzentrieren sich

dann die meisten Zugriffe auf die ersten fiinf Informationsobjekte.

3.2 Drahtlose Kommunikationstechnologien

Um einen mobilen Informationszugriff zu ermoglichen, muss ein drahtloses Kommu-
nikationsmedium eingesetzt werden. Inzwischen existiert ein breites Spektrum draht-
loser Kommunikationstechnologien, das von speziellen Technologien fiir den Nahbe-
reich tiber regionale Netze bis hin zu Mobilfunknetzen reicht.

Im Folgenden wird untersucht inwiefern sich diese Technologien fiir den Einsatz in
mobilen ortsbezogenen Informationssystemen, wie sie in Abschnitt [.T beschrieben
wurden, eignen. Wichtig dabei ist, dass die verfiigbare Bandbreite auch fiir die Uber-
tragung multimedialer Daten ausreichend ist. Um eine moglichst hohe Akzeptanz bei
den potenziellen Benutzern zu erreichen, sollten die Kommunikationskosten fiir den
Benutzer moglichst gering sein. Eine weitere Anforderung ist, dass auch die Installati-

onskosten der Infrastruktur fiir den Informationsanbieter nicht zu hoch sind.

3.2.1 Mobhilfunknetze

Mobilfunknetze bieten eine grofie Reichweite bei einer vergleichsweise niedrigen Da-
tenrate. Das Abdeckungsgebiet eines Mobilfunknetzes umfasst typischerweise das Ge-
biet eines Staates. Durch bilaterale Abkommen, so genannte Roaming-Abkommen,
der Netzbetreiber unterschiedlicher Staaten ist inzwischen auch eine Sprach- und Da-
tenkommunikation tiber Staatsgrenzen hinweg moglich. Die maximale GrofSe einer

einzelnen Funkzelle liegt im Bereich weniger Kilometer.

In Europa hat sich fiir Mobilfunknetze der GSM-Standard (Global System for Mobi-
le Communications) [Eberspacher & Vogel 1998] durchgesetzt. Inzwischen gewinnt
er auch weltweit an Verbreitung. GSM bietet typischerweise eine Datenrate von 9.6
kbit/s, was fiir die Ubertragung multimedialer Daten nicht ausreichend ist.
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Bei HSCSD (High Speed Circuit Switched Data) [Walke 2000a] handelt es sich um eine
Erweiterung des GSM-Standards, mit der durch die Biindelung von bis zu 4 Kanélen a
14.4 kbit/s Datenraten bis zu 57.6 kbit/s erreicht werden konnen. Wie in GSM werden
auch bei HSCSD die Daten leitungsvermittelt tibertragen, daher werden auch Ressour-
cen verbraucht, wenn gar keine Daten tibertragen werden und der Benutzer muss fiir
die kontinuierlich bestehende Verbindung bezahlen.

Dieser Nachteil wird in der paketorientierten Erweiterung GPRS (General Packet Ra-
dio System) [Witt 2000] des GSM-Standards tiberwunden. Mit GPRS kénnen theore-
tisch Daten mit bis zu 171.2 kbit/s tibertragen werden, allerdings bieten die Netzbe-
treiber momentan nur Datenraten zwischen 40 kbit/s und 115.2 kbit/s.

Mit EDGE (Enhanced Data Rates for Global Evolution) ist noch eine weitere Verbes-
serung der Dateniibertragung in GSM-Netzen geplant. Hier werden durch die An-
derung des Modulationstyps und die Biindelung von bis zu acht Kandlen Datenraten
von bis zu 384 kbit/s moglich.

Das kommende Mobilfunksystem UMTS (Universal Mobile Telecommunications Sy-
stem) [Walke 2000b] wird mehrere Modi fiir die Dateniibertragung unterstiitzen. Im
Allgemeinen wird die Datenrate bei 384 kbit/s liegen. In spéateren Ausbaustufen sind
Datenraten von bis zu 1.92 Mbit/s {iber kurze Strecken hinweg (ohne Zellenwechsel)
geplant. Die Broschiire [Ericsson GmbH 2000] bietet einen leichtverstandlichen Uber-
blick {iber die hier vorgestellten Mobilfunktechnologien.

Wird ein Mobilfunknetz fiir den Zugriff auf ein Informationssystem eingesetzt, entste-
hen fiir den Benutzer vergleichsweise hohe Kommunikationskosten. Bei den leitungs-
vermittelten Verfahren werden diese Kosten nach der Verbindungszeit abgerechnet,
wiahrend bei den paketorientierten Verfahren nach tibertragenem Datenvolumen ab-

gerechnet wird.

3.2.2 Drahtlose Regionalnetzwerke

Das einzige drahtlose Regionalnetzwerk, das einen hoheren Bekanntheitsgrad erreicht
hat, ist das Ricochet Netzwerk der Firma Metricomf|. Momentan gibt es in 13 amerika-
nischen Grof$stidten sowie 15 Flughifen Ricochet Installationen, die eine Datentiber-
tragungsrate von 128 kbit/s ermoglichen. Zusitzlich gibt es in zwei weiteren Grof3-
stadten Installationen, deren Dateniibertragungsrate auf 28.8 kbit/s beschrankt ist.

thttp:/ /www.metricom.com
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Metricom-Kunden miissen eine monatliche Grundgebiihr bezahlen, die zwischen US$
60 und US$ 80 liegt. Darin ist ein beliebiges Datentransfervolumen enthalten. Die
Preise fiir die benétigten Modems liegen bei ca. US$ 100. Aufler den unter Umstan-
den geringeren Kosten fiir den Benutzer bietet das Ricochet Netzwerk keine Vorteile
gegeniiber den modernen Weitverkehrstechnologien und ist zudem in Europa nicht

verfligbar.

3.2.3 Lokale Kommunikationstechnologien

Die gegenwirtig verbreiteste Technologie zur drahtlosen Kommunikation im Nahbe-
reich sind die drahtlosen Nahverkehrsnetzwerke nach dem IEEE 802.11b Standard
[Gergeleit 2001]. Mit dieser Technologie ist es moglich, einen drahtlosen Zugang zu
einem vorhandenen verdrahtetem Nahverkehrsnetzwerk herzustellen. Dazu werden
die mobilen Endgerite tiblicherweise mit einer Funkkarte ausgeriistet. Auf der Seite
des verdrahteten Netzwerks muss ein Zugangspunkt installiert werden.

Bei einer guten Funkverbindung zwischen Endgerit und Zugangspunkt konnen Daten
mit bis zu 11 Mbit/s iibertragen werden. Die maximale Reichweite der Funkverbin-
dung liegt in der Regel bei 200 m. Falls Abschattungen vorliegen, beispielsweise in
Gebduden, kann sie auch deutlich geringer sein.

Bluetooth [Miller & Bisdikian 2000] ist eine weitere Technologie zur drahtlosen Kom-
munikation im Nahbereich mit groffem Potenzial. Sie wurde fiir die Kommunikation
zwischen Endgeradten entworfen. Ein besonderes Augenmerk lag bei der Entwicklung
von Bluetooth auf seiner Eignung fiir den Massenmarkt und damit auf der Moglich-
keit, es in giinstigen Chipsétzen zu realisieren. Je nach der verwendeten Variante liegt
die Reichweite bei Bluetooth-Verbindungen zwischen 10 m und 100 m, wobei Daten-
tibertragungsraten von 1-2 Mbit/s erzielt werden.

Neben diesen beiden wichtigsten Standards fiir die drahtlose Nahbereichskommuni-
kation existieren noch eine Reihe weiterer Standards, wie zum Beispiel die Standards
der IrDA (Infrared Data Association), DECT (Digital Enhanced Cordless Telecommu-
nications) und HomeRF. Prinzipiell sind sie mit den hier vorgestellten Technologien,
WLAN und Bluetooth, beziiglich Reichweite und Datenrate vergleichbar. Der vom
ETSI (European Telecommunications Standards Institute) vorgeschlagene Funknetz-
standard HiperLAN/2 bietet hohere Datenraten von 54 Mbit/sec, ist verbindungsori-

entiert und kann verschiedene Dienstgiiten garantieren.
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Abdeckung einer
typischen Installation
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Abbildung 3.2: Verschiedene Funktechnologien im Vergleich (Bt — Bluetooth, PBt —
PowerBluetooth).

3.2.4 Zusammenfassung

In Abbildung B.2 sind fiir die einzelnen Technologien die Datenraten sowie die Ab-
deckungsgebiete typischer Installationen zusammengefasst. Die verftigbaren Techno-
logien stellen stets einen Kompromiss zwischen der Grofle des Abdeckungsgebiets
und der maximalen Datenrate dar. Mit den zukiinftigen Technologien EDGE und
UMTS werden erstmals hohere Datenraten bei einer globalen Abdeckung moglich
sein. Allerdings muss aufgrund der hohen Investitionskosten der Mobilfunkbetreiber
tiir diese neuen Technologien davon ausgegangen werden, dass die Nutzungskosten
dieser neuen Dienste dhnlich hoch oder hoher als die fiir HSCSD oder GPRS sein wer-
den.

3.3 Systemmodell

Nachfolgend wird das Systemmodell beschrieben, von dem bei der Entwicklung des
in dieser Arbeit vorgestellten Verfahrens ausgegangen wurde.
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3.3.1 Informationssystem

In den betrachteten Informationssystemen greifen die Benutzer iiber ihre mobilen End-
gerdte auf eine Menge von Informationen, den so genannten Informationsraum, zu.
Es wird davon ausgegangen, dass dieser Informationsraum aus diskreten, unveran-
derlichen Informationsobjekten besteht. Jedes Informationsobjekt hat einen global ein-
deutigen Bezeichner iiber den darauf zugegriffen werden kann. Wie diese Bezeichner
genau aussehen, ist fiir das Vorabiibertragungsverfahren irrelevant, moglich sind zum
Beispiel URLs (Uniform Resource Locators) [Berners-Lee et al. 1994].

Sollten die Informationsobjekte verdnderlich sein, dann wiirde das hier vorgestellte
Verfahren trotzdem prinzipiell funktionieren. Allerdings miisste dann damit gerechnet
werden, dass der Benutzer veraltete Informationen erhélt, wenn er auf vorabiibertra-
gene Informationen zugreift, die seit dem Zeitpunkt der Vorabiibertragung verdandert

wurden.

Des Weiteren ist das vorgeschlagene Verfahren auf einen ortsabhidngigen Informati-

onszugriff optimiert, der wie folgt definiert ist:

DEFINITION 3.1 (ORTSABHANGIG, ORTSBEZOGEN)

Der Zugriff auf ein Informationssystem heifst ortsabhiingig, wenn die Wahr-
scheinlichkeit, mit der ein Benutzer auf ein bestimmtes Informationsobjekt
zugreift, vom Aufenthaltsort des Benutzers abhidngt. Die Informationsob-
jekte werden dann als ortsbezogene Informationsobjekte bezeichnet, das Infor-

mationssystem selbst als ortsbezogenes Informationssystem.

Die Ortsabhdngigkeit bzw. die Ortsbezogenheit ist dabei keine bindre Eigenschaft,
vielmehr kann ein Informationszugriff mehr oder weniger ortsabhédngig sein und ent-
sprechend ein Informationssystem mehr oder weniger ortsbezogen. In Abschnitt /1]
wird daher ein Maf$ definiert, mit dem der Grad der Ortsbezogenheit erfasst werden
kann. Je hoher die Ortsbezogenheit des Informationssystems ist, desto effektiver wird

im Allgemeinen das hier vorgeschlagene Verfahren arbeiten.

Entsprechend dem Grad ihrer Ortsbezogenheit kann man zwei Klassen von ortsbezo-

genen Informationssystemen unterscheiden:

1. Inhédrent ortsbezogene Informationssysteme: In dieser Klasse von Systemen ist
jedes Informationsobjekt einem bestimmten geographischen Ort fest zugeordnet
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und die Benutzer greifen ausschliefslich dann auf ein bestimmtes Informations-
objekt zu, wenn sie sich an dem Ort befinden, dem es zugeordnet ist. Ein Beispiel
ist die in [Ye et al. 1998] beschriebene Kartenanwendung, in der die Benutzer an
jedem Ort ausschlieflich auf den Kartenausschnitt zugreifen, der zu ihrer Um-
gebung gehort. Ein weiteres Beispiel ist eine Augmented Reality Anwendung,
in der der Benutzer auf ein Objekt der realen Welt zeigen muss, um dariiber In-
formationen zu erhalten. Hier muss sich der Benutzer in der Ndhe des Objekts

befinden, um die Information abrufen zu konnen.

2. Nicht inhdrent ortsbezogene Informationssysteme: In dieser Art von Systemen
greifen die Benutzer an jedem Ort potenziell auf alle Objekte im Informations-
raum zu. Ein Beispiel fiir ein solches System ist ein Browser-basierter Touri-
stenfiihrer. Auch wenn der Informationszugriff hier eine hohe Ortsabhédngigkeit
aufweisen wird, so kann der Benutzer doch zumindest theoretisch auch Infor-
mationen iber eine Attraktion A abrufen, wenn er selbst vor der Attraktion B
steht.

3.3.2 Kommunikationsinfrastruktur

Wie in Abschnitt B.2 erldutert wurde, bieten die heute verfiigbaren drahtlosen Kom-
munikationstechnologien entweder nur eine geringe Reichweite oder eine vergleichs-
weise niedrige maximale Datenrate. Mit den neueren und zukiinftigen Standards zur
mobilen Datentibertragung (GPRS, UMTS) werden zwar erstmals hohe Datenraten bei
einer globalen Abdeckung moglich, aber dennoch wird sich an der Diskrepanz zwi-
schen lokalen Kommunikationstechnologien und Mobilfunknetzen qualitativ nichts
dndern, da drahtlose lokale Netze auch zukiinftig stets eine hohere Datenrate bieten
werden und giinstiger sein werden als Mobilfunknetze. Ferner wird mit steigenden
Datenraten auch der Bedarf an Bandbreite weiter wachsen, da neue Anwendungen
und die Unterstiitzung umfangreicherer Informationstypen, wie beispielsweise Video,

ermoglicht werden.

Um die Vorteile der drahtlosen lokalen Kommunikationstechnologien (hohe Datenra-
ten) mit denen der Mobilfunknetze (grofses Abdeckungsgebiet) kombinieren zu kon-
nen, wird in dieser Arbeit eine sogenannte Infostationsinfrastruktur verwendet. Bei

den Infostationen handelt es sich um drahtlose LANSs, die tiber ein Gebiet verteilt sind,
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das ansonsten gar nicht von einer drahtlosen Kommunikationsinfrastruktur oder nur
durch ein Mobilfunknetz abgedeckt wird. Durch die Infostationen entstehen also Teil-
gebiete, in denen eine hohe Bandbreite verfiigbar ist, in einem Gebiet, in dem anson-
sten gar keine Kommunikation moglich wire oder nur mit der maximalen Datenrate
des Mobilfunknetzes kommuniziert werden kdnnte. Abbildung B.3 zeigt wie solche
Infostationen iiber die Innenstadt von Stuttgart verteilt werden kénnten. Die Infosta-
tionen sollten moglichst an Orten platziert werden, an denen die Benutzer des unter-
stiitzen Informationssystems hdufig vorbeikommen, damit sie keine Umwege in Kauf

nehmen miissen, um eine Infostation zu erreichen.

Abbildung 3.3: Infostationen in der Stuttgarter Innenstadt. Die Kreise markieren die
von den drahtlosen LANs abgedeckten Gebiete.

Am naheliegendsten ist es sicherlich, die Infostationen als drahtlose LANs nach dem
IEEE 802.11b Standard zu realisieren. Von dieser Umsetzung des Infostation-Konzepts
wird in dieser Arbeit, wie auch in [Ye et al. 1998] und [Badrinath et al. 1996], ausgegan-
gen. In [Ye et al. 1998] ist ein Szenario beschrieben, in dem die Infostationen entlang
von Straflen platziert sind, um Autofahrer mit aktuellen Umgebungskarten zu versor-
gen. In [Badrinath et al. 1996] werden drei Kategorien von Infostationen unterschie-
den, je nach dem ob sich die Benutzer langer im Abdeckungsgebiet einer Infostation
aufhalten, nur durch das Abdeckungsgebiet hindurch gehen oder ob sie hindurch fah-
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ren.

Fiir das in dieser Arbeit vorgestellte Verfahren ist die Abdeckung des gesamten Ge-
biets durch ein Mobilfunknetz nicht notwendig. Wenn allerdings ein Mobilfunknetz
verfiigbar ist, kann das in bestimmten Situationen diverse Vorteile haben, beispielswei-
se wenn auf ein Informationsobjekt zugegriffen wird, das nicht vorab auf das Endgerat
tibertragen wurde. Kommuniziert ein Endgerét in einer Infostationsinfrastruktur tiber
eine Mobilfunkverbindung wird dies in dieser Arbeit als schwach gekoppelter Betrieb
bezeichnet, um den Unterschied zum entkoppelten Betrieb zu verdeutlichen, in dem

gar keine Kommunikation moglich ist.

Prinzipiell kann das Infostation-Konzept zu beliebigen Szenarien verallgemeinert wer-
den, in denen es Gebiete mit unterschiedlich guter Netzwerkanbindung gibt. So wird
zum Beispiel in [Goodman et al. 1997] vorgeschlagen die Gebiete im Kern von Mobil-
funkzellen, in denen oftmals hohere Datenraten als an den Randern erreicht werden

konnen, als Infostationen zu betrachten und primér dort Daten zu tibertragen.

3.3.3 Endgerate

Beziiglich der verwendeten mobilen Endgeréte gibt es keine prinzipiellen Einschran-
kungen von Seiten des Verfahrens. Sie miissen lediglich geniigend Speicherplatz ha-
ben, um vorab iibertragene Informationsobjekte lokal speichern zu kénnen. Es hat sich
gezeigt (siehe Kapitel []), dass bereits sehr gute Ergebnisse erzielt werden, wenn vier
MBytes Speicherplatz fiir das Verfahren zur Verfiigung stehen. Zusitzlich miissen die

Endgerite tiber Einrichtungen zur drahtlosen Kommunikation verfiigen.

3.3.4 Externe Dienste

Die Endgerdte miissen in der Lage sein, ihren Ort zu bestimmen und zu erkennen,
wenn sie sich im Abdeckungsbereich einer Infostation befinden. Aus Sicht des in die-
ser Arbeit vorgestellten Verfahrens ist es unerheblich, ob dies lokal auf dem mobilen
Endgerét oder unter Verwendung entfernter Dienste geschieht. In beiden Fallen nutzt
das Verfahren aus seiner Sicht externe Dienste, die ihm eine geforderte Funktionali-
tat bieten. Neben dem Ortsinformationsdienst und dem Ereignisdienst bendtigt das

Vorabiibertragungsverfahren zusétzlich einen Verzeichnisdienst.
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Ortsinformationsdienst

Der Ortsinformationsdienst muss dem Vorabiibertragungsverfahren jederzeit die ak-
tuelle geographische Position des mobilen Endgeréats mitteilen konnen. Ein sehr einfa-
cher Dienst konnte beispielsweise einen am Endgerit befestigten GPS-Sensor (Global
Position System) abfragen [Hofmann-Wellenhof et al. 2001, Hassler 2000]. Bei GPS han-
delt es sich um ein Satelliten-gestiitztes System, das es ermoglicht die geographische
Position bis auf wenige Meter genau zu bestimmen. Der Nachteil dabei ist allerdings,
dass die Funktion von GPS-Sensoren von der Sichtbarkeit der Satelliten abhiangt. Da-
her kann die Funktion durch hohe Gebiude, Berge oder Ahnlichem eingeschrankt wer-
den. Innerhalb von Gebduden kann GPS prinzipiell nicht eingesetzt werden.

Einen Ausweg konnen hier funkzellenbasierte Dienste, wie sie in Mobilfunksystemen
eingesetzt werden, bieten. Diese sind zwar innerhalb von Gebduden verfiigbar, besit-
zen dafiir aber eine vergleichsweise geringe Genauigkeit. Eine sehr gute Losung stel-
len generische Ortsinformationsdienste dar [Leonhardi & Rothermel 2001], die mehre-
re Positionierungssysteme integrieren und dadurch sowohl innerhalb von Gebduden
als auch im Auflenbereich verldssliche Ortsinformationen mit hinreichender Genauig-

keit liefern konnen.

Ereignisdienst

Der Ereignisdienst muss dem Vorabiibertragungsverfahren mitteilen kénnen, wenn
sich die Netzwerkanbindung des mobilen Endgerats dndert, insbesondere wenn das
Abdeckungsgebiet einer Infostation betreten wird. Auch hier kann ein einfacher lo-
kaler Dienst genutzt werden, der beispielsweise durch periodisches Nachfragen fest-
stellt, wann ein drahtloses LAN verfiigbar ist oder es konnen komplexere, entfernte
Ereignisdienste eingesetzt werden, wie sie zum Beispiel gegenwértig im neXus-Pro-

jekt entwickelt werden.

Verzeichnisdienst

Wie in Abschnitt .2 noch erldutert wird, benétigt das Vorabiibertragungsverfahren zu-
sdtzlich einen Verzeichnisdienst. Das Verfahren nutzt mehrere Server, die jeweils einen
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3 Grundlagen

bestimmten geographischen Zustiandigkeitsbereich besitzen. Dieser Zustdandigkeitsbe-
reich wird dem Verzeichnisdienst bei der Initialisierung eines Servers mitgeteilt.

Der Verzeichnisdienst muss dann in der Lage sein, dem Vorabiibertragungsverfahren
zu einer gegeben geographischen Position alle Server mitzuteilen, in deren Zustandig-
keitsbereich sich die gegebene Position befindet.
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Kapitel 4

Vorabubertragung ortsbezogener
Informationen

Zunichst wird in diesem Kapitel die Problemstellung bei der Vorabiibertragung von
Informationen im Detail erldutert. AnschlieSend wird ein Uberblick iiber die grund-
sdtzliche Funktionsweise des im Rahmen von dieser Arbeit entwickelten Verfahrens
gegeben, bevor es schliefslich in zwei verschiedenen Varianten ausfiihrlich beschrieben
wird. Die erste Variante, das so genannte Basisverfahren, berticksichtigt den Ortsbe-
zug von Informationen nur auf einem groben Niveau, wahrend die zweite Variante,
das erweiterte Verfahren, diesen Ortsbezug auf einem beliebig feinen Niveau ausnut-

zen kann.

4.1 Problemstellung

Wie bereits erwéhnt, ist die Grundidee bei der Vorabiibertragung von Informationen,
die Informationen auf das mobile Endgerdt zu tibertragen, solange eine gute Netz-
werkanbindung verfiigbar ist, um sie spater, wenn sie in einem schwach gekoppelten
oder einem entkoppelten Betrieb benttigt werden, bereits auf dem Endgerit vorliegen

zu haben.

Auf Grund von Platz- und /oder Zeit-Restriktionen konnen in der Regel nicht alle in ei-

nem Informationssystem verfiigbaren Informationen im Voraus auf das Endgerét eines
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4 Vorabitibertragung ortsbezogener Informationen

Benutzers iibertragen werden. Bei sehr kleinen Endgeréten, wie personlichen digitalen
Assistenten, spielen die Platzrestriktionen die Hauptrolle, da diese Gerédte im Allge-
meinen iiber wenig Speicherplatz verfiigen. Typisch sind heute vier bis acht MBytes.
Wenn man davon ausgeht, dass vier MBytes fiir die Speicherung vorab tibertragener

Informationen zur Verfiigung stehen, entspricht das ca. 80 WWW-Seiten.

Bei grofieren Endgerédten, wie Laptops, steht in der Regel sehr viel mehr Speicherplatz
zur Verfiigung, daher treten dort die Beschrankungen durch den Speicherplatz in den
Hintergrund und die Zahl der vorab tibertragbaren Informationen wird durch die ma-
ximal zur Verfiigung stehende Ubertragungszeit bestimmt. Insbesondere wenn sich
die Benutzer nicht zu Fu8 sondern in Fahrzeugen fortbewegen, ist die Ubertragungs-
zeit stark eingeschriankt. Von einem Fahrzeug, das sich mit 50 % bewegt, wird eine
Infostation, deren Abdeckungsgebiet einen Durchmesser von 150 Metern hat, in nur
10.8 Sekunden durchquert. Diese Zeit reicht selbst bei wenig ausgelasteten WLANSs
(Durchsatz pro Benutzer 1.5 - 3 Mbps) lediglich zur Ubertragung von 2.025 - 4.05
Mbyte. Dies entspricht ca. 40 - 80 WWW-Seiten.

Da nicht alle Informationen {iibertragen werden kénnen, muss bei der Vorabiibertra-
gung entschieden werden, welche Informationen im Voraus iibertragen werden sollen.
In der englischsprachigen Literatur wird das Problem, diese Hoarding-Entscheidung
zu treffen, auch als ,hoarding problem” bezeichnet [Tait et al. 1995]. Fiir die Hoarding-
Entscheidung ist es wichtig, moglichst genau vorherzusagen, welche Informationen
ein Benutzer zukiinftig benotigen wird, da durch die Ubertragung nicht benétigter In-
formationen knappe Ressourcen, wie der auf dem Endgerit verfiigbare Speicherplatz,
die Ubertragungszeit oder Bandbreite des WLANSs, verschwendet werden. Ziel der
Hoarding-Entscheidung ist es, mit den verfiigbaren Ressourcen eine moglichst hohe

Trefferrate im entkoppelten bzw. schwach gekoppelten Betrieb zu erzielen.

DEFINITION 4.1 (TREFFERRATE)

Die innerhalb eines Zeitintervalls T' erzielte Trefferrate ist der Quotient aus
der Anzahl der Anfragen, die wiahrend des Intervalls 7" gestellt wurden und
mit vorab {iibertragenen Informationsobjekten beantwortet werden konn-

ten, und der Gesamtzahl der wéahrend des Intervalls T gestellten Anfragen.
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4.2 Uberblick Uber die Verfahren

Die im Systemmodell (siehe Abschnitt B.3) vorausgesetzte Ortsabhédngigkeit des In-
formationszugriffs wird im vorgestellten Verfahren dahingehend ausgenutzt, dass das
System Informationen dariiber sammelt, welche Informationsobjekte in welchen Ge-
bieten von einem durchschnittlichen Benutzer oder bestimmten Benutzergruppen be-
vorzugt abgerufen werden. Diese Information wird bei der Hoarding-Entscheidung
benutzt, um vom aktuellen und dem vorhergesagten Aufenthaltsort eines Benutzers
auf die von ihm zukiinftig benttigten Informationsobjekte zu schliefsen. Im erweiter-
ten Verfahren wird zuséitzlich Wissen tiber die bevorzugten Aufenthaltsorte der Benut-
zer eingesetzt, um die zukiinftigen Aufenthaltsorte eines Benutzers préziser vorhersa-

gen zu konnen.

Wie in Abschnitt bereits erwdhnt wurde, beruht das hier vorgestellte Verfahren
auf der Verwendung von Infostationen. Die Vorabiibertragung von Informationen
wird ausschliefdlich in den von den Infostationen abgedeckten Gebieten durchgefiihrt.
Wenn zusétzlich zu den Infostationen ein Mobilfunknetz verfiigbar ist, kann dieses
eingesetzt werden, um Informationen, die zwar nicht vorab {ibertragen wurden, aber

dennoch vom Benutzer referenziert werden, bei Bedarf zu tibertragen.

Jeder Infostation ist genau ein Software-Prozess zugeordnet, der die Vorabiibertra-
gungsvorgdnge an der jeweiligen Infostation koordiniert. Dieser so genannte Info-
station-Server sollte auf einem Knoten ausgefiihrt werden, der iiber eine moglichst
schnelle Kommunikationsmoglichkeit mit dem Zugangspunkt des drahtlosen LANs
der Infostation verfiigt, damit die Kommunikation mit den mobilen Endgerédten im
Sendebereich der Infostation nicht unnotig verlangsamt wird. Idealerweise sollte sich
der Knoten des Infostation-Servers im gleichen Festnetz-LAN befinden wie der Zu-
gangspunkt des Funknetzes (siehe Abbildung E.T)). Im Folgenden wird der Ausdruck
Infostation fiir die Gesamtheit aus drahtlosem LAN und dem zugehorigen Server-Pro-
zess verwendet.

Jeder Infostation ist ein geographisch begrenztes Gebiet, ihr so genanntes Hoarding-
Gebiet, zugeordnet.

DEFINITION 4.2 (HOARDING-GEBIET EINER INFOSTATION)
Das Hoarding-Gebiet einer Infostation ist ein geographisch begrenztes Ge-
biet, das ihr fest zugeordnet ist.
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ISS - Infostation-Server
ZP - Zugangspunkt (Access Point)
AG - Abdeckungsgebiet

L LAN L LAN
= zP = zP

\\\ﬂ/ \wy
o =

Abbildung 4.1: Typische Infostationsinfrastruktur.

Beim Hoarding-Gebiet handelt es sich um eine logische Verwaltungseinheit, die nichts

mit dem Abdeckungsgebiet des Funknetzes einer Infostation zu tun hat.

DEFINITION 4.3 (ABDECKUNGSGEBIET EINER INFOSTATION)
Das Gebiet, in dem das Funknetz einer Infostation verfiigbar ist, wird als
das Abdeckungsgebiet der Infostation bezeichnet.

Zu jeder Infostation gehort genau ein Hoarding-Gebiet und umgekehrt ist jedes Hoar-
ding-Gebiet genau einer Infostation zugeordnet. Jede Infostation verwaltet Wissen
dartiber, welche Informationsobjekte die Benutzer des unterstiitzten Informationssy-
stems abrufen, wihrend sie sich durch ihr Hoarding-Gebiet bewegen. Kommt nun ein
Benutzer an einer Infostation an, wird dieses Wissen tiber die Popularitit der Informa-
tionsobjekte benutzt, um vorherzusagen auf welche Informationsobjekte der Benutzer
wihrend seiner weiteren Bewegung durch das Hoarding-Gebiet am wahrscheinlich-
sten zugreifen wird. Schlieslich werden nur die am wahrscheinlichsten benétigten In-
formationsobjekte auf sein Endgerét tibertragen. Jede Infostation versorgt den Benut-
zer also ausschliefdlich mit den Informationsobjekten, die er wahrend seiner Bewegung
durch das Hoarding-Gebiet der Infostation wahrscheinlich benttigen wird.

40



4.2 Uberblick iiber die Verfahren

Das Hoarding-Gebiet einer Infostation sollte stets grofser sein als ihr Abdeckungsge-
biet, da ansonsten der Benutzer ausschliefilich mit Informationsobjekten versorgt wird,
die er benotigt solange er sich innerhalb des Abdeckungsgebiets aufhalt. Auf diese Ob-
jekte konnte er jedoch auch direkt iiber das drahtlose LAN der Infostation zugreifen.

Um den Benutzer moglichst liickenlos mit Informationen versorgen zu konnen, soll-
ten sich die Hoarding-Gebiete benachbarter Infostationen {iberlappen. Dies wird am
Beispiel aus Abbildung f.2, die den disjunkten und den tiberlappenden Fall darstellt,
deutlich. Nehmen wir an, ein Benutzer bewegt sich auf dem eingezeichneten Pfad von
der Infostation /S1 zur Infostation /S2. Falls sich die Hoarding-Gebiete nicht {iber-
lappen (Abbildung E.2(a)), wird er am Punkt P das Hoarding-Gebiet der Infostation
IS1 verlassen. Da er jedoch zu diesem Zeitpunkt die Infostation 752 noch nicht er-
reicht hat, hatte er noch keine Gelegenheit die Informationsobjekte, die im Hoarding-
Gebiet HG2 benotigt werden, auf sein Endgerit zu iibertragen. Folglich muss er den
Rest des Weges bis zur Infostation 752 zuriicklegen, ohne mit den entsprechenden In-
formationen versorgt worden zu sein. Im Fall von tiberlappenden Hoarding-Gebieten
(Abbildung E.2(b)) hingegen kénnen bereits an der Infostation IS7 alle Informations-
objekte, die der Benutzer auf seinem Weg bis zur Infostation /52 benétigen wird, auf
sein Endgerit tibertragen werden. Bei der anschliefSenden Vorabiibertragung an der
Infostation 152 wird darauf geachtet, dass Informationsobjekte, die bereits auf dem

Endgeréat des Benutzer vorhanden sind, nicht nochmals iibertragen werden.

e e /
HG1 HG2 HG1 HG2

(a) nicht tiberlappende Hoarding-Gebiete. (b) tiberlappende Hoarding-
Gebiete.

Abbildung 4.2: Infostationen (IS) und ihre Hoarding-Gebiete (HG).

Das Vorabiibertragungsverfahren wird fiir jeden einzelnen Benutzer in einer zykli-
schen Art und Weise durchgefiihrt (siehe Abbildung B.3). Jeder Zyklus des Verfah-
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rens besteht aus den drei Phasen Informationsiibertragung, Entkoppelter Betrieb und
Protokolliibertragung.

A

Informationsibertragung Protokollibertragung

Entkoppelter Betrieb

Abbildung 4.3: Zyklus des Vorabiibertragungsverfahrens.

4.2.1 Informationsibertragung

Wihrend der Informationstiibertragungsphase befindet sich der Benutzer innerhalb
des Abdeckungsgebiets einer Infostation, das heifst sein mobiles Endgerit ist mit dem
Infostation-Server {iber ein drahtloses LAN verbunden. Basierend auf dem Wissen
tiber die innerhalb des Hoarding-Gebiets bevorzugten Informationsobjekte, bestimmt
der Infostation-Server die Objekte, auf die der Benutzer am wahrscheinlichsten zu-
greifen wird, und tibertragt sie auf das Endgerat des Benutzers. Die Menge der tiber-
tragenen Informationsobjekte wird dabei entweder durch die Aufenthaltszeit des Be-
nutzers im Abdeckungsgebiet der Infostation oder den auf dem Endgerit verfiigbaren
Speicherplatz begrenzt. Da sich die Verwaltung des Wissens iiber die bevorzugten In-
formationsobjekte sowie die Bestimmung der zu tibertragenden Objekte in den beiden
Varianten des Verfahrens unterscheiden, werden sie in den Abschnitten und .4

getrennt beschrieben.

Wenn sich haufig zur gleichen Zeit mehrere Benutzer im Abdeckungsgebiet einer Info-
station befinden, kann die Vorabiibertragung eventuell durch den Einsatz von Rund-
sendeverfahren, wie sie in Abschnitt P.1.4 beschrieben wurden, optimiert werden.
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4.2.2 Entkoppelter Betrieb

Die zweite Phase des Zyklus beginnt, sobald der Benutzer das Abdeckungsgebiet der
Infostation verlassen hat und dauert bis er das Abdeckungsgebiet der nidchsten Info-
station erreicht. Wahrend der Phase des entkoppelten Betriebs werden die Informa-
tionsanfragen des Benutzers mit den Informationen beantwortet, die lokal auf dem
Endgerdt des Benutzers vorhanden sind, weil sie in einer der vorangehenden Infor-
mationsiibertragungsphasen dorthin iibertragen wurden. Fordert der Benutzer eine
Information an, die nicht vorab tibertragen wurde, tritt ein Vorabiibertragungsfehler
(Hoard Miss) auf. Ist in einem solchen Fall ein Mobilfunknetz verfiigbar (schwach
gekoppelter Betrieb) und ist die Information dem Benutzer so wichtig, dass er bereit
ist, die fiir die Beschaffung notwendigen Verbindungskosten zu tragen, kann die Infor-
mation tiber eine Mobilfunkverbindung vom Informationssystem angefordert werden.

Andernfalls muss die Informationsanfrage unbeantwortet bleiben.

Unabhingig davon, ob eine Informationsanfrage beantwortet werden kann oder nicht,
wird sie immer in einer Protokolldatei zusammen mit dem Ort, an dem sie gestellt
wurde, aufgezeichnet. Die Bestimmung des Ortes erfolgt tiber einen Ortsinformati-
onsdienst (siehe Abschnitt B.3.4), der natiirlich auch im entkoppelten Betrieb verlassli-
che Informationen liefern muss. Die Protokolldatei stellt eine Liste dar, deren Eintrdge
die Form <i, (x, y)> haben, wobei i der global eindeutige Bezeichner des referenzierten
Informationsobjekts ist und (z, y) die Koordinaten sind, an denen die Informationsan-
frage gestellt wurde.

4.2.3 Protokollibertragung

Die dritte Phase des Zyklus beginnt schliefilich, wenn der Benutzer das Abdeckungs-
gebiet der ndchsten Infostation erreicht. In dieser Phase wird die Protokolldatei, die
wihrend des entkoppelten beziehungsweise des schwach gekoppelten Betriebs erstellt

wurde, zum Infostation-Server tibertragen.

Der Infostation-Server verteilt die in der Protokolldatei enthaltenen Informationen an
alle Infostationen fiir die sie relevant sind. Um festzustellen welche Infostationen
dies sind, benutzt der Infostation-Server den in Abschnitt B.3.4 erwdhnten Verzeichnis-
dienst. Selbstverstandlich muss jede Infostation bei ihrer Initialisierung ihr Hoarding-

Gebiet zuvor bei diesem Verzeichnisdienst angemeldet haben. Die Informationen aus
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den Protokolldateien werden von den Infostationen verwendet, um ihr Wissen tiber
die innerhalb ihres Hoarding-Gebiets bevorzugten Informationsobjekte standig zu ak-

tualisieren.

Schliefslich wird die Protokolldatei auf dem mobilen Endgerat geloscht und der néchs-
te Zyklus beginnt mit der nachfolgenden Informationsiibertragungsphase. Da sich
die Bearbeitung der Protokolldateien in den beiden Varianten des Verfahrens ebenfalls
unterscheidet, wird sie auch getrennt in den Abschnitten f.3 und .4 behandelt.

Obwohl die Protokolldateien anonym zu den Infostationen tibertragen werden, miis-
sen die Infostationen die Gerdteadressen der mobilen Endgerdte kennen, um mit ih-
nen kommunizieren zu konnen. Dadurch ist es theoretisch moglich, Informationen
tiber das Verhalten eines Benutzers mit der Adresse seines Endgerits in Verbindung
zu bringen. Das kann zu Datenschutzproblemen fiihren, falls der Benutzer dem Be-
treiber der Infostationsinfrastruktur nicht traut (sieche Abschnitt #.5.7)).

4.3 Basisverfahren

Zu Beginn jeder Informationsiibertragungsphase muss die Infostation, an der sich der
Benutzer gegenwaértig befindet, entscheiden, welche Informationsobjekte zum mobi-
len Endgerédt des Benutzers iibertragen werden sollen. Wie bereits erwdhnt wurde,
wird fiir diese Entscheidung Wissen tiber die Popularitidt der Informationsobjekte aus-
genutzt. Im Basisverfahren besteht dieses Wissen ausschliefilich aus einer Tabelle, die
die Zugriffswahrscheinlichkeiten der innerhalb des Hoarding-Gebiets am hdufigsten
referenzierten Informationsobjekte beinhaltet. Diese Tabelle wird als Zugriffswahr-
scheinlichkeitstabelle (ZWT) bezeichnet. Die Eintrdge in dieser Tabelle haben die Form
<i,a(i)>, wobei i wiederum der global eindeutige Bezeichner eines Informationsob-
jekts ist und a(7) die Zugriffswahrscheinlichkeit auf das Objekt ¢ angibt.

Im Basisverfahren muss jede Infostation im Wesentlichen drei Aufgaben erledigen: die
Auswertung der empfangenen Protokolldateien, die periodische Aktualisierung der
Zugriffswahrscheinlichkeitstabelle und die Auswahl der zu iibertragenden Informati-
onsobjekte. Die periodische Aktualisierung erfolgt nach Ablauf eines Aktualisierungs-
intervalls A dessen Lange frei konfigurierbar ist und durch die Anzahl der bearbeiteten
Protokolldateien bestimmt wird.
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4.3.1 Auswertung der Protokolldateien

Jedes Mal wenn eine Infostation eine Protokolldatei empfangt, wird diese unmittelbar
ausgewertet. Wurde die Protokolldatei von einer anderen Infostation empfangen, wird
sie durch die empfangende Infostation nicht mehr weiter verteilt. Wurde sie hingegen
von einem mobilen Endgerit in der Protokolliibertragungsphase empfangen, miissen
die in der Protokolldatei enthaltenen Informationen von der empfangenden Infostati-

on an alle betroffenen Infostationen weiter verteilt werden.

Die Verteilung dieser Informationen erfolgt gemafs Algorithmus B.1. Fiir jeden Ein-
trag <i, (z,y)> in der empfangenen Protokolldatei P wird beim Verzeichnisdienst eine
Liste £ der Infostationen angefordert innerhalb deren Hoarding-Gebiete sich die Ko-
ordinaten (z,y) befinden. Fiir jede in dieser Liste enthaltene Infostation s wird, sofern
nicht schon in einer vorherigen Iteration geschehen, eine neue Protokolldatei P, ange-
legt. Schliefllich wird der Eintrag <i, (z,y)> in die Protokolldatei P; jeder in der Liste

L enthaltenen Infostation s eingetragen.

method verteileProtokolldatei(in:Protokolldatei P out:Protokolldatei)

for all <i, (z,y)> € P do
L := verzeichnisdienst.getInfostations(x,y);
forall s € £ do

5: if P, existiert nicht then
Neue Protokolldatei P; anlegen;
end if
Py =P+ <i, (‘Ta y)>/
end for
10: end for

for all P, do
if s # verteilende Infostation then
Sende P, zur Infostation s;
else
15: result := P,;
end if
end for

return result;

Algorithmus 4.1: Methode einer Infostation zur Verteilung der in einer Protokolldatei
P enthaltenen Informationen.
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method bearbeiteProtokolldatei(in:Protokolldatei P)

bearbeitete Protokolldateien = bearbeitete Protokolldateien + 1;
if P direkt von mobilem Endgeridt empfangen then
P .= this.verteileProtokolldatei(P);
5: end if
for all <i, (x,y)> € P do
anzahlAnfragen := anzahlAnfragen + 1;
if Zahler ra (i) existiert in Vektor c then

ra(i) :=rali) +1;

10:  else
Neuen Zihler 74 (¢) an Vektor ¢ anhdngen;
ra(i) :=1;
end if
end for

15: if bearbeitete Protokolldateien = |A| then
bearbeitete Protokolldateien = 0;
tabelle.aktualisiere();
anzahlAnfragen :=0;

Losche Inhalt von Vektor ¢;

20: end if

Algorithmus 4.2:  Methode einer Infostation zur Bearbeitung der Eintrdge einer Pro-
tokolldatei P.

Der Verteilungsalgorithmus liefert als Ergebnis eine verkiirzte Protokolldatei zurtick,
die ausschliefillich Anfragen enthilt, die im Hoarding-Gebiet der verteilenden Infosta-
tion aufgetreten sind. Fiir die weitere Verarbeitung wird nur noch diese verkiirzte Pro-
tokolldatei verwendet. Unabhédngig davon ob die Protokolldatei urspriinglich direkt
von einem mobilen Endgerdt oder von einer anderen Infostation empfangen wurde,
wird also im Folgenden nur noch eine Protokolldatei betrachtet, die ausschliefslich fiir
die Infostation relevante Eintrdge enthélt. Dabei ist die Relevanz eines Eintrags fiir

eine Infostation wie folgt definiert:

DEFINITION 4.4 (RELEVANZ EINES PROTOKOLLDATEI-EINTRAGS)
Ein Eintrag <i, (z,y)> in einer Protokolldatei P ist fiir eine Infostation Z
relevant, genau dann wenn die Koordinaten (z, y) im Hoarding-Gebiet von

7 liegen.

Nach der Verteilung der Protokolldatei beginnt die eigentliche Bearbeitung der inzwi-
schen verkiirzten Protokolldatei. Fiir jeden Eintrag <i, (x,y)> in der verkiirzten Pro-
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tokolldatei wird ein Zahler anzahlAn fragen fir die Gesamtzahl der beobachteten In-
formationszugriffe um eins inkrementiert, falls vorhanden, wird auch der Zahler 4 (¢)
fiir die Anzahl der Zugriffe auf das Informationsobjekt ¢ um eins erhoht. Ist noch kein
Zahler ra (i) vorhanden, wird ein neuer angelegt, mit dem Wert eins initialisiert und
an den Vektor ¢, der alle Zahler rx (i) enthélt, angehdngt. Zusatzlich wird die Anzahl
der bearbeiteten Protokolldateien im Zahler bearbeitete Protokolldateien festgehalten.
Sobald eine konfigurierbare Anzahl A an Protokolldateien bearbeitet wurde, wird die
Aktualisierung der Zugriffswahrscheinlichkeitstabelle angestofSen. In Algorithmus f.2
ist zusammenfassend der gesamte Algorithmus zur Bearbeitung einer Protokolldatei

angegeben.

4.3.2 Aktualisierung der Zugriffswahrscheinlichkeitstabelle

Die Aktualisierung der Zugriffswahrscheinlichkeitstabelle wird nach Ablauf des Ak-
tualisierungsintervalls A angestofSen (siehe Algorithmus f.3). Dann ist im Zahler an-
zahlAn fragen die Anzahl der seit der letzten Aktualisierung beobachteten Anfragen
enthalten. Ferner ist im Vektor c fiir jedes Informationsobjekt i, auf das seit der letzten
Aktualisierung mindestens einmal innerhalb des Hoarding-Gebiets der Infostation zu-
gegriffen wurde, ein Zahler rx (i) enthalten. Der Zahler 7 (7) gibt an, wie oft seit der
letzten Aktualisierung im Hoarding-Gebiet auf das Objekt i zugegriffen wurde.

Mit diesen Angaben kann die Infostation fiir jedes Informationsobjekt i, auf das seit der
letzten Aktualisierung innerhalb des Hoarding-Gebiets mindestens einmal zugegriffen
wurde, die Zugriffswahrscheinlichkeit ax (i) auf das Objekt i wiahrend des Aktualisie-
rungsintervalls A berechnen:

as(i) = —— 210
A anzahlAn fragen

Ist fiir das Informationsobjekt ¢ bereits ein Eintrag <i, a(i)> in der Zugriffswahrschein-
lichkeitstabelle enthalten, wird der Wert a(i) auf einen neuen Wert a'(i) gesetzt. Der

neue Wert wird entsprechend der folgenden Formel berechnet:
a'(i) =v-a(i) + (1 =) - aali)

Dabei ist 0 < v < 1 ein Parameter, der bestimmt, wie stark Anfragen aus vorherigen
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method aktualisiere()

forall rp(i) € cdo

&A(i) = anzah?flS])”ragen’

if Eintrag <i, a(i)> existiert in Zugriffswahrscheinlichkeitstabelle then
5: a(i) =v-a(i)+ (1 —7)-aa(i);

else

neuen Eintrag <i, a(i)> anlegen;
a(i) = (1 —7) - aa(i);
end if
10: end for

if Tabellengrofse > Schwellwert then

Losche (Tabellengrofie — Schwellwert) Eintrage mit den kleinsten a(i);
end if

Algorithmus 4.3:  Methode der Zugriffswahrscheinlichkeitstabelle fiir ihre Aktualisie-
rung.

Aktualisierungsintervallen im neuen Wert berticksichtigt werden sollen. Der optima-
le Wert des Parameters v hdangt von der Dynamik im Zugriffsverhalten der Benutzer
ab. Wenn sich das Zugriffsverhalten schnell &ndert, muss v moglichst klein gewahlt
werden, damit sich die Anderungen schnell in der Zugriffswahrscheinlichkeitstabel-
le widerspiegeln. Bei einem sehr kleinen Wert von « geht allerdings das Wissen aus
vorherigen Aktualisierungsintervallen sehr schnell verloren und voriibergehende An-
derungen im Zugriffsverhalten konnen die Zugriffswahrscheinlichkeitstabelle vollig
verdndern. Daher ist es bei relativ statischem Zugriffsverhalten besser, den Wert von

grofier zu wahlen.

Wenn es ein Informationsobjekt  gibt, fiir das noch kein Eintrag in der Tabelle existiert,
aber aa (i) > 1 gilt, muss ein neuer Eintrag <i, a(i)> zur Zugriffswahrscheinlichkeits-
tabelle hinzugefiigt werden. (i) wird dabei mit dem Wert (1 — ) - aa(4) initialisiert.
Das heifdt, dass fiir die Zugriffswahrscheinlichkeit in vorherigen Intervallen null ange-
nommen wird.

Sobald die Grofie der Zugriffswahrscheinlichkeitstabelle einen frei wiahlbaren Schwell-
wert {iberschreitet, werden die Eintrdge mit den kleinsten Zugriffswahrscheinlichkei-
ten aus der Tabelle geloscht. Deshalb ist die obige Annahme einer Zugriffswahrschein-
lichkeit von null fiir in der Tabelle nicht enthaltene Objekte nicht immer vollig exakt.

Schliefslich wird noch der Zahler anzahlAn fragen auf null zurtickgesetzt und die Zah-
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ler im Vektor c geldscht.

4.3.3 Hoarding-Entscheidung

Auf Grundlage der Zugriffswahrscheinlichkeitstabelle kann die Hoarding-Entschei-
dung sehr einfach getroffen werden. Wenn ein Benutzer Informationen an einer In-
fostation vorab tibertragen mochte und auf Grund der Randbedingungen, wie z.B.
die maximale Transferzeit und der verfiigbare Speicherplatz, m Informationsobjekte
tibertragen werden konnen, werden stets die m Objekte, die geméfs der aktuellen Zu-
griffswahrscheinlichkeitstabelle die hochsten Zugriffswahrscheinlichkeiten besitzen,

auf das mobile Endgerit des Benutzers tibertragen.

4.3.4 Diskussion

Der Nachteil des Basisverfahrens ist, dass die Ortsabhidngigkeit der Informationszu-
griffe nur auf Ebene der Hoarding-Gebiete betrachtet wird. Daher weifs die Infostation
nur, welche Informationsobjekte im gesamten Hoarding-Gebiet am hdufigsten beno-
tigt werden. Sie hat aber kein Wissen dariiber, welche Objekte in kleineren Teilge-
bieten bevorzugt werden. Entsprechend kann Wissen tiber die zukiinftige Bewegung

eines Benutzers, das oftmals einfach verfiigbar ist, nicht genutzt werden.

Ein Beispiel ist in Abbildung angegeben. Wenn man annimmt, dass der Benut-
zer, nachdem er die Infostation verlassen hat, nur die schattierten Quadrate besucht,
und die Infostation wiisste, welche Informationsobjekte in diesen Quadraten bevor-
zugt werden, wiirde es ausreichen, nur diese Informationsobjekte zu tibertragen. Alle
Objekte, die ausschliefSlich in den iibrigen Quadraten bevorzugt werden, konnten von
der Vorabiibertragung ausgeschlossen werden, wodurch mehr Informationen tibertra-
gen werden konnten, die in den besuchten Quadraten benétigt werden.

Ein weiteres Beispiel ist, wenn eine Komponente zur Bewegungsvorhersage feststellt,
dass sich der Benutzer vorzugsweise in eine bestimmte Richtung bewegt. In Abbil-
dung wird angenommen, dass sich der Benutzer von der Infostation weg nach
Stiden bewegt, beispielsweise weil er sich zuvor schon fiir lingere Zeit in stidlicher
Richtung bewegt hat. Dann macht es Sinn, fiir die Gebiete nordlich der Infostation

keine Informationen zu tibertragen. Fiir die dunkelgrauen Gebiete sollten nur wenige
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N /

(a) Pfad. (b) Richtung.

Abbildung 4.4: Wissen iiber die Bewegung eines Benutzers nach dem Verlassen einer
Infostation.

Informationsobjekte tibertragen werden, fiir die hellgrauen einige Objekte mehr und

die meisten fiir die weiflen Gebiete.

Bewegt sich ein Benutzer zu einem bestimmten Zielort, dann ist es unwahrscheinlich,
dass er den gleichen Ort mehrmals besucht, es sei denn er hat sich verirrt. Daher
wire es in einem solchen Fall sinnvoll, alle Informationen, die ausschliefdlich in den
bereits besuchten Gebieten bevorzugt werden, von der Vorabiibertragung auszuschlie-
len und damit mehr Ressourcen fiir die iibrigen Informationsobjekte zur Verfiigung

zu haben.

Um solche und dhnliche externe Informationsquellen {iber die zukiinftigen Aufent-
haltsorte eines Benutzers ausnutzen zu konnen, wurde das Basisverfahren, wie im

ndchsten Abschnitt beschrieben, erweitert.

4.4 Erweitertes Verfahren

Das Ziel des erweiterten Verfahrens ist es, externe Informationsquellen, wie sie in den
vorangehenden Beispielen beschrieben wurden, zu nutzen, um die Vorhersage der von
einem Benutzer wahrscheinlich benétigten Informationen zu prazisieren. Da das Wis-
sen, das von externen Informationsquellen geliefert wird, nicht durch das Hoarding-
Verfahren selbst gewonnen wird, wird es als externes Wissen bezeichnet. Solches ex-
ternes Wissen kann entweder von den Applikationen oder vom Benutzer selbst durch
eine geeignete Benutzeroberfldche bereitgestellt werden.

50



4.4 Erweitertes Verfahren

DEFINITION 4.5 (EXTERNES WISSEN)

Wissen tiiber die zukiinftigen Aufenthaltsorte eines Benutzers, das nicht
durch das Hoarding-Verfahren selbst gewonnen wird, sondern von Appli-
kationen oder dem Benutzer bereitgestellt wird, wird als externes Wissen
bezeichnet.

4.4.1 Grundidee

Die Grundidee des erweiterten Verfahrens ist es, jedes Hoarding-Gebiet in einzelne
Zonen, die sich nicht iiberlappen, zu unterteilen. Diese Zonen kénnen im einfachsten
Fall gleich grofie Quadrate sein, wie in den Beispielen aus Abbildung f.4. Sie koénnen
aber auch die Geometrie von Objekten aus der realen Welt, wie zum Beispiel Strafsen
oder Gebduden, widerspiegeln.

DEFINITION 4.6 (ZONE)
Eine Zone ist ein geographisch begrenztes Teilgebiet eines Hoarding-Ge-

biets. Zwei verschiedene Zonen iiberlappen sich nicht.

Zugriffwahrschein- o o o Zugriffwahrschein-
lickeiten Zone 1 lickeiten Zone |Z|

Hoarding-
Entscheidung

beobachtete Besuchs-
wahrscheinlichkeiten

spezifizierte Besuchs-
wahrscheinlichkeiten

> €

Abbildung 4.5: Informationsquellen fiir die Hoarding-Entscheidung.

Fiir die Hoarding-Entscheidung werden im erweiterten Verfahren drei verschiedene

Informationsquellen herangezogen (siehe Abbildung £.5):

1. Jede Infostation beobachtet, getrennt fiir jede Zone in ihrem Hoarding-Gebiet,
die jeweiligen lokalen Zugriffswahrscheinlichkeiten auf die einzelnen Informati-
onsobjekte innerhalb der Zone.
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2. Jede Infostation beobachtet fiir jede Zone z in ihrem Hoarding-Gebiet die Wahr-
scheinlichkeit mit der ein Benutzer, der das Hoarding-Gebiet der Infostation be-
sucht, auch die Zone z besucht.

3. Der Benutzer und/oder die Anwendungen kénnen ihr Wissen {iber die zukiinf-
tigen Aufenthaltsorte des Benutzers in die Hoarding-Entscheidung einbringen.

Im erweiterten Verfahren verwaltet jede Infostation eine separate Zugriffswahrschein-
lichkeitstabelle fiir jede Zone innerhalb ihres Hoarding-Gebiets und eine so genannte
Besuchswahrscheinlichkeitskarte (BWK), in der die Wahrscheinlichkeiten gespeichert
sind, mit der ein durchschnittlicher Benutzer die einzelnen Zonen besucht. Das externe
Wissen wird vom Benutzer oder den Anwendungen in externen Besuchswahrschein-
lichkeitskarten spezifiziert.

Die Methode einer Infostation zur Verteilung einer empfangenen Protokolldatei (siehe
Algorithmus g.T)) kann gegeniiber dem Basisverfahren unverdndert bleiben, wahrend
die eigentliche Bearbeitung einer Protokolldatei und die Aktualisierung der Zugriffs-
wahrscheinlichkeitstabellen, wie nachfolgend beschrieben, modifiziert werden mdis-
sen.

4.4.2 Bearbeitung einer Protokolldatei

Wie im Basisverfahren wird bei der Verteilung der Protokolldateien sichergestellt, dass
bei der Bearbeitung einer Protokolldatei durch die Infostationen, ausschliefSlich fiir die

jeweilige Infostation relevante Eintrdge in der Protokolldatei enthalten sind.

Der prinzipielle Unterschied zur Bearbeitung einer Protokolldatei im Basisverfahren
ist, dass nun die Anzahl der Zugriffe auf jedes Informationsobjekt i getrennt fiir je-
de Zone z im Hoarding-Gebiet der Infostation gezdhlt und in einem eigenen Zahler
ra(i, z) festgehalten werden. Die Zdhler 7 (%, z) jeder Zone z werden in einem eige-
nen Vektor ¢(z) verwaltet. Zusatzlich wird noch die Anzahl der Besuche einer Zone
z in einem Zdhler na(z) festgehalten. Es wird nur der jeweils erste Zugriff auf ein
Informationsobjekt i bei einem Besuch einer Zone z gezahlt, weil die Zahler letztlich
dazu benutzt werden, die Wahrscheinlichkeit zu berechnen, mit der ein Besucher, der
das Hoarding-Gebiet der Infostation besucht, auf ein bestimmtes Informationsobjekt
zugreift. Die Haufigkeit, mit der er das tut, spielt dabei keine Rolle.
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method bearbeiteProtokolldatei(in:Protokolldatei P)

bearbeitete Protokolldateien = bearbeitete Protokolldateien + 1;
if P direkt von mobilem Endgeridt empfangen then
P .= this.verteileProtokolldatei(P);
5: end if
for all <i, (x,y)> € P do
z := this.bestimmeZone(x,y);
if bislang gab es in P noch keinen Besuch von z then
na(z) =na(z) +1;
10: if i wurde wahrend des aktuellen Besuchs von z noch nicht referenziert then
if Zahler ra (i, z) existiert in Vektor ¢(z) then
ra(i, z) =ra(l,2) + 1;

else
Neuen Zahler 7 (i, z) an Vektor ¢(z) anhdngen;
15: ra(i,z):=1;
end if
end if
end if
end for

20: if bearbeitete Protokolldateien = |A| then
bearbeitete Protokolldateien = 0;
karte.aktualisiere();
for all Zonen z in Hoarding-Gebiet do

tabelle[z].aktualisiere();

25:  end for
for all Zonen z in Hoarding-Gebiet do

na(z):=0;
Losche Inhalt von Vektor ¢(z);
end for
30: end if

Algorithmus 4.4: Modifizierte Methode einer Infostation zur Bearbeitung einer Pro-
tokolldatei P.

Wiederholte Besuche der gleichen Zone z werden nur in Ausnahmefillen auftreten,
beispielsweise wenn sich ein Benutzer verirrt hat oder ziellos umherwandert. Da sich
die Benutzer dann eventuell nicht reprasentativ verhalten, wird stets nur der erste Be-
such jeder Zone z in einer Protokolldatei betrachtet. Durch diese Mafifnahme bleiben le-
diglich wenige protokollierte Informationsanfragen unberticksichtigt, dafiir wird aber

sichergestellt, dass die berticksichtigten Anfragen moglichst reprasentativ sind.

Wenn das Aktualisierungsintervall A abgelaufen ist, muss im erweiterten Verfahren
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neben der Aktualisierung jeder Zugriffswahrscheinlichkeitstabelle auch die Aktuali-
sierung der Besuchswahrscheinlichkeitskarte angestofsen werden. In Algorithmus .4
ist die modifizierte Methode zur Bearbeitung einer Protokolldatei angegeben.

4.4.3 Aktualisierung der Zugriffswahrscheinlichkeitstabellen

Die Aktualisierungsmethode der Zugriffswahrscheinlichkeitstabellen ist der im Ba-
sisverfahren verwendeten Methode sehr dhnlich (siehe Algorithmus f.5). Allerdings
muss die Zugriffswahrscheinlichkeitstabelle einer Zone z nun die lokalen Zugriffs-
wahrscheinlichkeiten (i, z), wie sie fiir die Zone z beobachtet wurden, beinhalten.
Entsprechend &dndert sich die Berechnungsvorschrift fiir die Zugriffswahrscheinlich-

keiten an: (i.2)
o rali,z
&A(Za Z) - nA(Z)
method aktualisiere()
forall ra(i, z) € ¢(z) do
an(i, z) := T,fA(zf))}
if Eintrag <i, a(i, z)> existiert in Zugriffswahrscheinlichkeitstabelle then
5: a(i,z):==v-a(i,z) + (1 —7) - aals, 2);
else

Neuen Eintrag <i, a(i, z)> anlegen;
a(ia Z) = (1 - ’Y) : GA(Z., Z)/
end if
10: end for

if Tabellengrofie > Schwellwert then
Losche (Tabellengrofie — Schwellwert) Eintrage mit den kleinsten a(z, 2);
end if

Algorithmus 4.5:  Modifizierte Methode der Zugriffswahrscheinlichkeitstabelle fiir ih-
re Aktualisierung.

4.4.4 Besuchswahrscheinlichkeitskarten

Zusatzlich zu den Zugriffswahrscheinlichkeitstabellen der einzelnen Zonen verwaltet
jede Infostation eine Besuchswahrscheinlichkeitskarte ihres Hoarding-Gebiets. Die Be-
suchswahrscheinlichkeitskarte eines Hoarding-Gebiets HG ist eine Funktion v : Z —
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0..1], wobei Z die Menge aller Zonen innerhalb des Hoarding-Gebiets HG ist. Der Wert
v(2) gibt die Wahrscheinlichkeit an, mit der ein Benutzer, der das Hoarding-Gebiet HG
besucht, ebenfalls die Zone z besucht.

Aufgrund ihrer graphischen Darstellung werden diese Funktionen als Karten bezeich-
net. Abbildung B.§ zeigt die Darstellung einer solchen Karte fiir die Innenstadt von
Stuttgart. Diese Karte wurde durch Simulation der Bewegungen von Touristen, die
Stuttgart besuchen, erzeugt. In diesem Beispiel sind alle Zonen gleich grofie Quadrate.
Je heller ein Quadrat dargestellt ist, umso hoher ist die Besuchswahrscheinlichkeit der
Zone.

Abbildung 4.6: Graphische Darstellung einer Besuchswahrscheinlichkeitskarte.

method aktualisiere()

forall - € Z do

va(2) = ”|AT(|Z);
v(z) =7 v(2) + (1 =7) -val?);

5. end for

Algorithmus 4.6: Methode der Besuchswahrscheinlichkeitskarte fiir ihre Aktualisie-
rung.

Die Aktualisierung der Besuchswahrscheinlichkeitskarte funktioniert dhnlich wie die
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Aktualisierung von Zugriffswahrscheinlichkeitstabellen (siehe Algorithmus g.6). Aus
der Anzahl n(z) der wahrend des Aktualisierungsintervalls gezdhlten Besuche einer
Zone z und der Anzahl der bearbeiteten Protokolldateien kann die Wahrscheinlichkeit
va(z) berechnet werden, mit der ein Besucher, der wahrend des Aktualisierungsinter-

valls das Hoarding-Gebiet der Infostation besuchte, auch die Zone z besuchte:

Schliefslich werden die bisher in der Besuchswahrscheinlichkeitskarte gespeicherten

Werte v(z) auf neue Werte v'(z2) gesetzt:

V(z) =7 0(z) + (1 =7) - valz)

Dabeiist 0 < v < 1 der gleiche Parameter wie bei der Aktualisierung der Zugriffswahr-
scheinlichkeitstabellen, der angibt wie stark Beobachtungen aus vorherigen Intervallen

in den neuen Werten berticksichtigt werden.

4.4.5 Externes Wissen

Der Benutzer oder die Anwendung spezifizieren ihr Wissen in externen Besuchswahr-
scheinlichkeitskarten. Dabei werden zwei Arten von externem Wissen unterschieden.
Bei der ersten Art handelt es sich um Wissen tiber konkrete Werte der Besuchswahr-
scheinlichkeiten einzelner Zonen. Solches Wissen wird in absoluten Besuchswahr-
scheinlichkeiten spezifiziert. Bei der anderen Art von Wissen ist nichts tiber konkrete
Besuchswahrscheinlichkeiten bekannt, sondern lediglich, dass einige Gebiete mit gro-
Berer Wahrscheinlichkeit besucht werden als andere. Dieses Wissen wird durch relati-

ve Besuchswahrscheinlichkeiten dem Hoarding-Verfahren mitgeteilt.

Da der Benutzer oder die Anwendung unter Umstdnden nur Wissen iiber das Ver-
halten des Benutzers in bestimmten Teilgebieten hat, konnen externe Besuchswahr-
scheinlichkeitskarten im Gegensatz zur internen Karte der Infostation auch nur Teile
eines Hoarding-Gebiets abdecken. Es ist auch moglich, dass mehrere externe Besuchs-

wahrscheinlichkeitskarten angegeben werden, die sogar von verschiedenen externen
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Informationsquellen stammen konnen. Um mdogliche Inkonsistenzen durch die Spe-
zifikation unterschiedlicher Besuchswahrscheinlichkeiten fiir die gleiche Zone auszu-
schlieflen, wird im Folgenden davon ausgegangen, dass zwei unterschiedliche externe
Karten niemals die gleiche Zone abdecken. Wollte man diese Voraussetzung nicht ma-
chen, kdonnten eventuell auftretende Inkonsistenzen beispielsweise dadurch aufgelost

werden, dass immer der zuletzt spezifizierte Wert verwendet wird.

Absolute Besuchswahrscheinlichkeitskarten

Eine absolute Besuchswahrscheinlichkeitskarte spezifiziert fiir einen Teil oder alle Zo-
nen im Hoarding-Gebiet einer Infostation konkrete Werte fiir die Besuchswahrschein-

lichkeiten der Zonen.

DEFINITION 4.7 (ABSOLUTE BESUCHSWAHRSCHEINLICHKEITSKARTE)
Eine absolute Besuchswahrscheinlichkeitskarte ist eine Funktion v; : Z; —
0..1], wobei Z; C Zund Z; N Z; = (), wenn i # j.

Ein Beispiel fiir die Verwendung von absoluten Besuchswahrscheinlichkeitskarten ist
die bereits erwdhnte Navigationsanwendung, die den Pfad eines Benutzers angeben
kann. Abbildung zeigt eine absolute Besuchswahrscheinlichkeitskarte, die einen
solchen Pfad spezifiziert. Sie weist den Zonen, die durch den Pfad abgedeckt werden
eine Besuchswahrscheinlichkeit von eins zu. Allen iibrigen Zonen wird die Besuchs-

wahrscheinlichkeit null zugewiesen.

Ein mobiler Touristenfiihrer kann mittels einer absoluten Besuchswahrscheinlichkeits-
karte dem Hoarding-Verfahren mitteilen, dass der Benutzer ein bestimmtes Museum
nicht besuchen wird, weil es zum gegenwaértigen Zeitpunkt geschlossen ist. Dazu
muss lediglich fiir die vom Museum abgedeckten Zonen eine Besuchswahrscheinlich-
keit von null spezifiziert werden. Auch der Ausschluss von Informationsobjekten, die
zu bereits besuchten Zonen gehoren, von der Vorabiibertragung ist mit Hilfe einer
externen absoluten Besuchswahrscheinlichkeitskarte moglich. In dieser Karte miis-
sen nur die Besuchswahrscheinlichkeiten der bereits besuchten Zonen auf null gesetzt

werden.
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(a) Absolute BWK zur Spezifikation eines (b) Relative und absolute BWK zur Spe-
Pfads. zifikation einer bevorzugten Bewegungs-
richtung.

Abbildung 4.7: Externe Besuchswahrscheinlichkeitskarten.

Relative Besuchswahrscheinlichkeitskarten

Eine relative Besuchswahrscheinlichkeitskarte weist einem Teil der Zonen oder allen

Zonen im Hoarding-Gebiet einer Infostation relative Besuchswahrscheinlichkeiten zu.

DEFINITION 4.8 (RELATIVE BESUCHSWAHRSCHEINLICHKEITSKARTE)

Eine relative Besuchswahrscheinlichkeitskarte ist eine Funktion r; : Z; —
R*, wobei Z; C Zund Z; N Z; = (), wenn i # j.

Wird einer Zone z; die relative Besuchswahrscheinlichkeit ;(21) zugeordnet und der

ri(z1)

ri(22) mal

Zone z, die Wahrscheinlichkeit r;(2;), dann bedeutet dies, dass die Zone z;

so hdufig besucht wird wie die Zone z,.

Ein Beispiel fiir die Verwendung von relativen Besuchswahrscheinlichkeitskarten ist
in Abbildung angegeben. Diese Karte spezifiziert, dass sich der Benutzer nach
Verlassen der Infostation wahrscheinlich nach Stiden bewegen wird. Dazu wird den
dunkelgrauen Gebieten eine relative Besuchswahrscheinlichkeit von eins zugewiesen,
den hellgrauen Gebieten wird eine relative Wahrscheinlichkeit von zwei zugewiesen
und die weifsen Gebiete schliefSlich erhalten eine relative Besuchswahrscheinlichkeit
von drei. Das bedeutet, dass die hellgrauen Gebiete zweimal so wahrscheinlich be-
sucht werden wie die dunkelgrauen Gebiete und dass die weifien Gebiete dreimal so
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wahrscheinlich besucht werden wie die dunkelgrauen. Zusatzlich spezifiziert in die-
sem Beispiel eine absolute Besuchswahrscheinlichkeitskarte, dass die Gebiete nordlich
der Infostation gar nicht besucht werden, indem sie ihnen eine absolute Besuchswahr-
scheinlichkeit von null zuweist. Das Beispiel zeigt auch, dass absolute und relative
Karten sinnvoll kombiniert werden kdonnen. Auch dann wird davon ausgegangen,
dass Z;NZ; =0, wenn i # j.

In einem elektronischen Stadtfithrer, der von einem Touristen benutzt wird, konnen
relative Karten verwendet werden, um zu spezifizieren, dass der Benutzer Orte, an
denen sich Sehenswiirdigkeiten befinden, wahrscheinlicher besuchen wird als andere
Orte.

Um fiir die Hoarding-Entscheidung verwendet werden zu kénnen, miissen die relati-
ven Besuchswahrscheinlichkeitskarten in absolute Besuchswahrscheinlichkeitskarten
umgerechnet werden. Dabei gibt es fiir die absoluten Besuchswahrscheinlichkeiten
v;(2) jeweils prinzipiell unendlich viele Moglichkeiten, da lediglich die in der relativen

Karte r; spezifizierten Verhaltnisse eingehalten werden miissen:

(z)=1c- 7&(2’)
UZ( ) Zjezri(j)

,c = const. € R"

Da die relativen Karten jedoch eventuell nur Teile eines Hoarding-Gebiets abdecken,
sollten sie die interne Besuchswahrscheinlichkeitskarte der Infostation nur soweit ver-
dndern, wie dies zur Einhaltung der spezifizierten Verhiltnisse notwendig ist. Deckt
beispielsweise eine relative Besuchswahrscheinlichkeitskarte ein Gebiet ab, das gemaf3
der Karte der Infostation nur sehr selten besucht wird, sollte die zu berechnende ab-
solute Karte fiir dieses Gebiet nicht plotzlich sehr hohe Besuchswahrscheinlichkeiten
angeben, die dann zwar die Verhdltnisse der relativen Karte widerspiegeln aber im
volligen Widerspruch zu den Beobachtungen der Infostation stehen. Daher wird bei
der Umrechnung der relativen in absolute Wahrscheinlichkeiten versucht, die absolu-
ten Wahrscheinlichkeiten so zu wéhlen, dass sich fiir sie der gleiche Durchschnittswert
wie fiir die entsprechenden Wahrscheinlichkeiten in der Besuchswahrscheinlichkeits-
karte der Infostation ergibt, d.h. es soll gelten:

Zzezi UZ(Z) — ZZEZ-L' ’U(Z)
|Zil |Zil
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ZZGZZ' (C ZjEZTi(j)> _ ZZGZZ‘ U(Z)

- Zi ~ 7]
& c:Zv(z)

) — o ril2)
R PP IS Sy

Allerdings konnen bei dieser Berechnung auch Werte v;(z) > 1 auftreten. Dann ist es
nicht moglich, die in der relativen Karte angegebenen Verhiltnisse einzuhalten und
gleichzeitig den Durchschnittswert der absoluten Besuchswahrscheinlichkeiten, wie
sie in der Karte der Infostation spezifiziert sind, beizubehalten. In diesem Fall miissen

die Werte v;(z) noch normiert werden. Die normierten Werte v(z) werden wie folgt

berechnet:
vi(2)

/ f—
ulz) = maxyez v;(k)

Danach ist sichergestellt, dass Vz € Z; : v;(z) < 1. Ferner liegt der Durchschnittswert
der Werte v;(z) so nah, wie unter Einhaltung der spezifizierten Verhéltnisse moglich,
am Durchschnittswert der entsprechenden Werte v(z) in der internen Besuchswahr-

scheinlichkeitskarte der Infostation.

An dem nachfolgenden Beispiel wird deutlich, dass der Durchschnittswert der Be-
suchswahrscheinlichkeiten in der Karte der Infostation nicht immer aufrecht erhalten
werden kann: Eine externe relative Karte r; spezifiziere, dass die Zone z; zehn mal so
haufig besucht werden wird, wie die Zonen zs, .. ., 219. Sei der Durchschnittswert der
Besuchswahrscheinlichkeiten v(z;) der Zonen zy, . . ., 21 in der internen Karte der Info-
station 0.5. Dann kann dieser Wert unter Einhaltung der in r; spezifizierten Verhaltnis-
se nicht erreicht werden. Der Zone z; kann hdchstens die Besuchswahrscheinlichkeit
eins zugewiesen werden. Daraus ergibt sich fiir die Zonen z; bis 2, eine Besuchswahr-
scheinlichkeit von 0.1 und folglich ein maximaler Durchschnittswert von % = 0.19.

Der Durchschnittswert der in der Karte der Infostation gespeicherten Wahrscheinlich-
keiten kann nur beibehalten werden, wenn keine Normierung erforderlich ist, d.h. es

muss gelten:

Vz e Z;: (Zv(])) -%Slﬁ‘v’ze&:n(z)g

ZjeZi ri(j)
EjeZi U(J)
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4.4.6 Integration

Die externen Besuchswahrscheinlichkeitskarten sind nur die einfachste, generische
Schnittstelle zum vorgestellten Vorabiibertragungsverfahren. Komfortablere, anwen-
dungsspezifische Schnittstellen, die auf dieser einfachen Schnittstelle aufsetzen, sind
ohne grofien Aufwand realisierbar. So konnte eine Schnittstelle fiir Navigationsan-
wendungen aus der Angabe eines Pfads automatisch die entsprechende externe abso-
lute Besuchswahrscheinlichkeitskarte berechnen. Eine weitere Schnittstelle konnte aus
Richtungsangaben die entsprechenden relativen Karten berechnen. Die Anwendun-
gen beziehungsweise die Benutzer miissen daher nichts tiber die Zonen und Hoarding-
Gebiete wissen. In [Kubach & Rothermel 2000] wird ferner die Moglichkeit beschrie-
ben, wie Besuchswahrscheinlichkeitskarten aus vorgefertigten Bausteinen (Hoarding-
Patterns) zusammengesetzt werden konnen. Dieser Ansatz hat sich jedoch als zu un-

flexibel erwiesen.

Fiir die Hoarding-Entscheidung miissen alle externen Besuchswahrscheinlichkeitskar-
ten und die Karte der Infostation zu einer konsistenten Sicht der Besuchswahrschein-
lichkeiten integriert werden. Abbildung /1.§ gibt einen Uberblick iiber diesen Integrati-
onsprozess. Wie zuvor beschrieben wurde, spezifizieren die Benutzer oder die Anwen-
dungen ihr Wissen iiber externe Besuchswahrscheinlichkeitskarten. Dies kann ent-
weder direkt oder {iber anwendungsspezifische Schnittstellen erfolgen. Die relativen
Besuchswahrscheinlichkeitskarten werden anschliefSend, wie im vorherigen Abschnitt
beschrieben, in absolute Karten umgerechnet. Schliefslich miissen alle absoluten Kar-
ten in eine endgiiltige Karte v integriert werden. Dies geschieht nach der folgenden
Vorschrift:

Bi-vi(2) + (1 =p;)-v(z), fallsz € Z;

Ve Z:0(z) = v(z), falls = ¢ |J Z;
Vi

Diese Vorschrift besagt, dass in den Zonen, fiir die kein externes Wissen spezifiziert
wurde, die Karte der Infostation verwendet wird. In den Zonen, fiir die externes Wis-
sen angegeben wurde, bestimmt der Parameter 3; wie sehr dem externen Wissen ver-
traut wird. Wenn 3; = 1 wird der entsprechenden externen Karte voll vertraut, ist

hingegen 3; = 0 wird die zugehorige Karte gar nicht berticksichtigt.

Sonderfille bilden die Zonen, fiir die die interne Karte der Infostation eine Besuchs-

wahrscheinlichkeit von eins oder null angibt. In diesen Fillen werden die zugehori-
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Anwendung / Benutzer

Anwendungsspezi-
fische Schnittstellen

i

absolute BWK relative BWK .
A A extern spezifi-
r \ r N\ zierte BWK
V1 . . . Vn — I'n+1 . . . rn+m—
berechnete
. absolute BWK interne BWK
von Infostation berechnete A ater (ifesEian
oder verwaltete BWK r A\
PVt + o+ 0 Vpeme v
B1 Bn Bn+1 Bn+m
A A Y A Y
endgiiltige BWK v

Abbildung 4.8: Integration aller verfiigbaren BWK in eine endgtiltige BWK.

gen Zonen immer beziehungsweise niemals besucht. Dies ldsst auf Beschrankungen in
der Infrastruktur schliefSen, die den Benutzer zwingen, eine Zone immer zu besuchen,
beispielsweise weil alle StrafSen innerhalb des Hoarding-Gebiets durch diese Zone fiih-
ren, beziehungsweise eine Zone fiir den Benutzer unerreichbar machen, beispielsweise
weil keine Wege in diese Zone fithren. Weil die externen Informationsquellen hau-
tig kein Wissen {iiber die Infrastruktur haben und daher solche Beschrankungen nicht
kennen, werden in diesen Sonderféllen abweichend von der obigen Vorschrift immer
unverandert die Werte aus der internen Karte der Infostation in die endgtiltige Karte ©

iibernommen.
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4.4.7 Hoarding-Entscheidung

Bislang wurde erldutert wie aus den externen und der internen Karte der Infostation
die endgiiltige Besuchswahrscheinlichkeitskarte berechnet wird. Auf Basis dieser end-
giiltigen Karte und den Zugriffswahrscheinlichkeitstabellen aller Zonen im Hoarding-
Gebiet wird schliefllich die Hoarding-Entscheidung getroffen (siehe Abbildung g.9).

interne BWK

der Infostation externe BWK

!

endgiilte ZWT ZIWT

BWK Zone 1 Zone |Z]

|
|

Rangliste der Zugriffswahrscheinlichkeiten
innerhalb des Hoarding-Gebiets

Abbildung 4.9: Berechnung der Zugriffswahrscheinlichkeiten innerhalb des Hoar-
ding-Gebiets.

Aus der endgiiltigen Besuchswahrscheinlichkeitskarte und den Zugriffswahrschein-
lichkeitstabellen kann die Wahrscheinlichkeit berechnet werden, mit der innerhalb des
Hoarding-Gebiets auf jedes Informationsobjekt ¢ zugegriffen wird. Dazu wird zu-
nédchst die Wahrscheinlichkeit v(2) - a(i, z) berechnet, mit der i in einer bestimmten
Zone z referenziert wird. Die komplementdre Wahrscheinlichkeit 1 — v(z) - a(i, 2) ist
entsprechend die Wahrscheinlichkeit, dass in der Zone z nicht auf das Informations-
objekt ¢ zugegriffen wird. Indem diese komplementdren Wahrscheinlichkeiten fiir alle
Zonen z im Hoarding-Gebiet multipliziert werden, erhilt man die Wahrscheinlichkeit
q(i), dass im gesamten Hoarding-Gebiet nicht auf : zugegriffen wird:

q(i) = [ [(1 = 9(2) - ali, 2))

z2€Z
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Durch nochmaliges Komplementieren erhidlt man schliefdlich die Wahrscheinlichkeit
a(i), dass innerhalb des Hoarding-Gebiets mindestens einmal auf das Informationsob-
jekt zugegriffen wird:

a(i) =1—q(i) =1-[J(1 = v(2) - ali, 2))

z€Z

Fiir die Vorabiibertragung werden schliefilich wiederum die Informationsobjekte aus-
gewdhlt, fiir die die hochsten Zugriffswahrscheinlichkeiten a(i) berechnet wurden. Es
sei noch angemerkt, dass die Berechnung der a(i) wie beschrieben durchgefiihrt wer-
den muss. Da die Besuchsereignisse 7(z) nicht paarweise disjunkt sind, darf die totale
Wabhrscheinlichkeit a(i) = > ., (%) - a(i, z) nicht verwendet werden.

Wenn im erweiterten Verfahren keinerlei externes Wissen zur Verfiigung steht, sind
die erzielten Ergebnisse anndhernd identisch mit denen, die mit dem Basisverfahren
erzielt werden. Dann werden im externen Verfahren die Wahrscheinlichkeiten, die
im Basisverfahren direkt in der Zugriffswahrscheinlichkeitstabelle verwaltet werden,
tiber den Umweg der Besuchswahrscheinlichkeitskarte und der einzelnen Zugriffs-
wahrscheinlichkeitstabellen berechnet. Kleinere Unterschiede konnen sich aus der Tat-
sache ergeben, dass im erweiterten Verfahren jeweils nur der erste Besuch einer Zone
betrachtet wird und wiederholte Zugriffe auf das gleiche Objekt wahrend eines Be-

suchs einer bestimmten Zone nicht berticksichtigt werden.

4.5 Diskussion

In diesem Abschnitt werden zunéchst die gemeinsamen Eigenschaften des Basisver-
fahrens und des erweiterten Verfahrens beschrieben. AnschlieSend wird der Einfluss
der Grofie der Hoarding-Gebiete und der Zonen auf die Trefferraten und die Kosten
der Verfahren diskutiert.

45.1 Gemeinsame Eigenschaften beider Varianten

Adaptivitat

Ein Vorteil beider Varianten des vorgestellten Verfahrens ist, dass keine feste Bezie-
hung zwischen den Orten und den dort jeweils bevorzugten Informationsobjekten vor-

liegen muss. Vielmehr passen sich beide Varianten dynamisch an Verdnderungen im
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Zugriffsverhalten der Benutzer an, indem sie kontinuierlich beobachten, welche Infor-

mationsobjekte jeweils bevorzugt werden.

So konnten beispielsweise die Benutzer eines mobilen Stadtfiihrers tagsiiber Informa-
tionen iiber Geschifte und Einkaufszentren bevorzugen, wihrend sie abends jedoch
am gleichen Ort verstarkt auf Informationen tiber Restaurants, Bars und Kinos zugrei-
fen. Eine solche Verdnderung wiirde sich in den Zugriffswahrscheinlichkeitstabellen
widerspiegeln und die Benutzer wiirden stets primédr mit den zur Zeit bevorzugten

Informationen versorgt.

Skalierbarkeit

Ein weiterer Vorteil sind die guten Skalierungseigenschaften beider Varianten. Sollte
eine Infostation tiberlastet sein, kann dieses Problem einfach behoben werden, indem
in der Nahe der tiberlasteten Infostation eine oder mehrere neue Infostationen instal-
liert werden. Es ist sogar moglich, dass die Hoarding-Gebiete zweier verschiedener
Infostationen das gleiche geographische Gebiet abdecken. Die in jedem beliebigen Ge-
biet auftretende Last kann also auf beliebig viele Infostationen verteilt werden. Durch
die Installation neuer Infostationen kann auch das gesamte vom Informationssystem
versorgte Gebiet vergrofiert werden.

Lediglich der Kommunikationsaufwand zwischen den Infostationen wéchst mit einer
zunehmenden Anzahl von Infostationen, weil eine Infostation eine empfangene Pro-
tokolldatei eventuell zu einer grofieren Anzahl von Infostationen weiterleiten muss.
Allerdings erfolgt die Verteilung der Protokolldateien iiber ein Festnetz und die er-
forderliche Kommunikation bleibt lokal sehr begrenzt, da eine vom mobilen Endgerat
zur Infostation tibertragene Protokolldatei tiblicherweise nur Zugriffe enthilt, die im
Hoarding-Gebiet der empfangenden Infostation oder benachbarter Infostationen auf-
getreten sind. Die einzige Ausnahme ist, wenn der Benutzer an sehr vielen Infosta-
tionen vorbei geht, ohne diese zu besuchen. Dies sollte jedoch allein schon deshalb
vermieden werden, um zu verhindern dass der Benutzer nur Informationen auf sei-

nem Endgerét hat, die nicht mehr zu seiner aktuellen Umgebung gehoren.

Sollte dennoch der Kommunikationsaufwand zu grofs werden, kann eine Infostation
darauf verzichten, einen Teil der empfangenen Protokolldateien weiterzuleiten, ohne
dass dadurch ein grofserer Schaden entstehen wiirde. Denn wenn zwischen den In-
fostationen ein hohes Kommunikationsaufkommen herrscht, bedeutet dies, dass sehr
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viele Informationen iiber das Benutzerverhalten zwischen den Infostationen ausge-
tauscht werden. Entsprechend kann auch noch mit einem Teil dieser Informationen

ein gutes Bild vom Benutzerverhalten gewonnen werden.

Datenschutz

In beiden Varianten des Verfahrens wird eine Reihe von Informationen tiiber das Ver-
halten eines Benutzers im System gesammelt. Im Rahmen dieser Arbeit wird davon
ausgegangen, dass die Benutzer dem Betreiber der Infostationsinfrastruktur vertrau-
en, wie dies beispielsweise auch in Mobilfunksystemen der Fall ist. Daher werden
keine weiteren Mafinahmen getroffen, um den Missbrauch der gesammelten Daten zu

verhindern.

Kann ein solches Vertrauen nicht vorausgesetzt werden, ergibt sich das Problem, dass
Informationen {iber das Verhalten des Benutzers mit der Adresse seines Endgerits in
Verbindung gebracht werden konnen, da die Gerateadresse fiir die Ubertragung der
Protokolldateien bekannt sein muss. Daher miissen in diesem Fall Mafsnahmen ergrif-
fen werden, die die Gerateadresse vor dem Betreiber der Infostationsinfrastruktur ver-
bergen, wie zum Beispiel anonymisierende Proxiesf], Crowdsf| oder Onion Routingf}.
Ein Uberblick iiber diese Techniken gibt [Federrath & Pfitzmann 1998].

4.5.2 Grole von Hoarding-Gebieten und Zonen

Bevor im Folgenden der Einfluss der Grofie von Hoarding-Gebieten und Zonen auf
die mit dem Vorabiibertragungsverfahren erzielten Trefferraten diskutiert wird, wer-
den zunédchst einige Definitionen eingefiihrt, die die Beschreibung wichtiger Parame-

ter erleichtern.

Definitionen

DEFINITION 4.9 (ZUGEHORIGKEIT BEZUGLICH t)

Ein Informationsobjekt gehort beziiglich eines festen Schwellwerts ¢ zu ei-
nem geographisch begrenzten Gebiet, wenn die Zugriffswahrscheinlichkeit
auf dieses Objekt innerhalb des Gebiets den Schwellwert ¢ iibersteigt.

http:/ /www.anonymizer.com
thtp: / /www.research.att.com/projects/crowds
3h’ctp: / /www.onion-router.net

66



4.5 Diskussion

In einem nicht inhdrent ortsbezogenen Informationssystem sollte ¢ > 0 gewahlt wer-
den, da beziiglich des Schwellwerts ¢ = 0 in solchen Systemen in der Regel alle Objekte
des Informationsraums zu jedem beliebigen Gebiet gehoren. Fiir inhdrent ortsbezo-
gene Systeme macht ¢ = 0 jedoch durchaus Sinn, da hier in jedem Gebiet nur eine
Teilmenge aller Objekte des Informationsraums referenzierbar ist. Entsprechend kann

man fiir solche Systeme einen generellen Zugehorigkeitsbegriff definieren:

DEFINITION 4.10 (ZUGEHORIGKEIT)

In einem inhédrent ortsbezogenen Informationssystem gehort ein Informa-
tionsobjekt zu einem geographisch begrenzten Gebiet, wenn die Zugriffs-
wahrscheinlichkeit auf dieses Objekt innerhalb des Gebiets grofser als null

ist.

Mittels der Zugehorigkeit beziiglich eines Schwellwerts kann die mittlere Informati-

onsdichte beziiglich eines Schwellwerts definiert werden:

DEFINITION 4.11 (MITTLERE INFORMATIONSDICHTE BEZUGLICH t)

Die mittlere Informationsdichte p; beziiglich eines festen Schwellwerts ¢
in einem geographisch begrenzten Gebiet ist die Zahl der beziiglich des
Schwellwerts ¢t zu dem Gebiet gehérenden Informationsobjekte, dividiert
durch die Grofse des Gebiets.

Entsprechend wird die mittlere Informationsdichte fiir inhdrent ortsbezogene Systeme

folgendermafien definiert:

DEFINITION 4.12 (MITTLERE INFORMATIONSDICHTE)

In einem inhédrent ortsbezogenen Informationssystem ist die mittlere Infor-
mationsdichte p in einem geographisch begrenzten Gebiet die Zahl der zu
dem Gebiet gehorenden Informationsobjekte, dividiert durch die Grofse des

Gebiets.

Hoarding-Gebiete

Die Grofie der Hoarding-Gebiete hat einen entscheidenden Einfluss auf die mit bei-
den Verfahren erzielten Trefferraten. Geht man davon aus, dass die Anzahl der pro

Flacheneinheit benotigten Informationsobjekte konstant ist, so nimmt die Anzahl der
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innerhalb eines Hoarding-Gebiets benotigten Informationsobjekte linear mit der Gro-
3e des Gebiets zu. Entsprechend kann mit den gleichen Ressourcen nur ein kleinerer
Teil der benotigten Informationen vorab tibertragen werden. Deshalb fiihren grofiere
Hoarding-Gebiete im Allgemeinen zu niedrigeren Trefferraten.

Aus zweierlei Griinden werden bei kleineren Hoarding-Gebieten leider mehr Infosta-
tionen bendtigt. Zum einen muss jede Position, von der aus auf das Informations-
system zugegriffen werden kann, von mindestens einem Hoarding-Gebiet abgedeckt
werden. Ferner miissen sich die Hoarding-Gebiete, wie in Abschnitt f.2 beschrieben,
tiberlappen, um eine liickenlose Versorgung des Benutzers mit Informationen gewéhr-
leisten zu konnen. Diese Restriktionen fithren dazu, dass sich die Anzahl der fiir die
Versorgung eines bestimmten Gebiets benotigten Infostationen umgekehrt proportio-
nal zur Grofie der Hoarding-Gebiete verhilt. Das heifst, dass beispielsweise fiir ei-
ne Halbierung der von einem Hoarding-Gebiet abgedeckten Fldche, die Zahl der In-
fostationen verdoppelt werden muss. Abbildung f.I( veranschaulicht, dass zur Ab-
deckung eines n? Flicheneinheiten umfassenden Gebiets :‘—; Infostationen notwendig

sind, wenn die Hoarding-Gebiete jeweils Kreise mit einem Radius von r Langenein-

FAAATAN

heiten sind.

N /

Abbildung 4.10: Abdeckung eines Gebiets durch einzelne Hoarding-Gebiete.

Fiir die weitere Diskussion der Grofie von Hoarding-Gebieten wird ein inhdrent orts-

bezogenes Informationssystem betrachtet. Es wird angenommen, dass die Informati-
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4.5 Diskussion

onsdichte in jedem beliebigen Teilgebiet des vom Informationssystem versorgten Ge-
samtgebiets gleich ist und dass die vom Vorabiibertragungsverfahren beobachteten
Zugriffswahrscheinlichkeiten denen des betrachteten Benutzers exakt entsprechen.

Unter diesen Annahmen kann die mit dem Basisverfahren zu erwartende Trefferrate
ETpg innerhalb eines Hoarding-Gebiets berechnet werden als die Summe der Zugriffs-
wahrscheinlichkeiten auf die einzelnen vorab iibertragenen Informationsobjekte:

S
ETp = pli),
=1

wobei p(i) die Zugriffswahrscheinlichkeit auf das i-te vorab tibertragene Informations-
objekt ist und insgesamt S Objekte vorab iibertragen werden.

Bei einer Gleichverteilung der Zugriffswahrscheinlichkeiten und einer Flachengrofle

A des Hoarding-Gebiets ergibt sich fiir p(i) = : = ,%A und fur

Anzahl zum Hoarding-Gebiet gehorender Objekte

die zu erwartende Trefferrate ETg:
s
ETp =) pli)=—
=1

Mit der realistischeren Zipf-Verteilung (siche Abschnitt .2.2) erhélt man p(i) = I -
> — T und fur ETg:
j=1j s

ETp = ZpAl ZZ

i=14 =1

In Abbildung B.17] ist diese zu erwartende Trefferrate fiir eine Grofie des Hoarding-
Gebiets von 1 km? bis 10 km? dargestellt. Dabei wurde fiir p ein Wert von 80 Informa-
tionsobjekten pro km? und fiir S ebenfalls ein Wert von 80 Objekten angenommen. Bei
den Berechnungen der zu erwartenden Trefferrate wurde eine mogliche Uberlappung
der jeder Flacheneinheit zugeordneten Informationsobjekte vernachlassigt.

Im Allgemeinen sollte fiir die Wahl der Grofie eines Hoarding-Gebiets die jeweilige
Informationsdichte p; beztiglich eines festen Schwellwerts ¢ betrachtet werden. In Ge-
genden mit hoher Informationsdichte sollten die Hoarding-Gebiete kleiner gewdahlt
werden als in Gegenden mit kleiner Informationsdichte. Idealerweise sollte die Men-
ge an Informationsobjekten, die zu jedem Hoarding-Gebiet gehort, moglichst konstant
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Abbildung 4.11: Trefferrate in Abhdngigkeit von der Grofle des Hoarding-Gebiets.

sein, so dass die Benutzer in allen Gebieten in etwa die gleichen Trefferraten erwarten

konnen.

Zonen

Fiir die mit dem erweiterten Verfahren erzielten Trefferraten spielt die Anzahl bezie-
hungsweise die Grofie der Zonen, in die ein Hoarding-Gebiet unterteilt ist, ebenfalls
eine wichtige Rolle. Im Allgemeinen gilt, dass kleinere Zonen eine hohere Granularitéat
in der Hoarding-Entscheidung ermoglichen und somit zu hoheren Trefferraten fiihren.

In diesem Sinne ist der Idealfall, dass jeder Ort, der einen eigenen Kontext besitzt, zu
einer separaten Zone gehort. Beispielsweise sollte in einem mobilen Touristenfiihrer
jeder Ort, an dem sich eine Sehenswiirdigkeit befindet, einer getrennten Zone zugeord-
net sein. Sobald zwei Orte in der gleiche Zone liegen, kann das Vorabiibertragungs-
verfahren nicht mehr zwischen ihnen unterscheiden. Der geringste Nutzen aus dem
erweiterten Verfahren ergibt sich, wenn das gesamte Hoarding-Gebiet aus nur einer
Zone besteht. Dann werden mit dem erweiterten Verfahren keine hoheren Trefferraten
erzielt als mit dem Basisverfahren. Leider erhohen sich mit einer steigenden Anzahl
von Zonen die Kosten des Verfahrens (siehe Abschnitt f.5.3).

Zur Veranschaulichung des Einflusses der Anzahl von Zonen wird nachfolgend fiir
den Fall eines inhdrent ortsbezogenen Informationssystems die mit dem erweiterten
Verfahren zu erwartende Trefferrate ETy in Abhdngigkeit von der Anzahl der Zonen
berechnet. Sei das Hoarding-Gebiet einer Infostation mit der Fliche A zunédchst in | Z]
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Zonen unterteilt. Sei die Informationsdichte im betrachteten Hoarding-Gebiet p und
die Besuchswahrscheinlichkeit fiir alle Zonen v. Weiter wird angenommen, dass die
Bewegungspfade der Benutzer stets korrekt spezifiziert werden.

Dann kann die mittlere Anzahl n der Objekte, auf die ein Benutzer zugreifen kann, wie

folgt berechnet werden:

p-A
|Z|

n = #besuchter Zonen - # verfiigbarer Objekte pro Zone = |Z] - v - =v-p-A

Damit kann die Wahrscheinlichkeit p, dass ein referenziertes Informationsobjekt vor-

ab tibertragen wurde, folgendermafien berechnet werden:

wobei S wiederum die Anzahl vorab iibertragener Objekte ist und eine Gleichvertei-

lung der Zugriffswahrscheinlichkeiten angenommen wird.
Schliefdlich kann die zu erwartende Trefferrate ET; berechnet werden:

ETy = N

wobei N die Anzahl der referenzierten Objekte ist.
Werden nun je m der urspriinglichen Zonen zu einer Zone zusammengefasst, ergibt

sich fiir die Besuchswahrscheinlichkeiten v’ der neuen Zonen:

vV=1—(1-0v)"

Zu jeder neuen Zone gehoren dann 2 é‘m Objekte, folglich ergibt sich fiir die mittlere

Anzahl n’ der Objekte, auf die ein Benutzer zugreifen kann, jetzt:

/ | | / p"l'm /
= . L = p- A
n m v | | v -p

Fiir die Werte p; und ET'; gilt folglich:

S

ET.. =, =
E Pu Ul‘p‘A
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Abbildung B.T7 zeigt, wie sich die Trefferrate in Abhdngigkeit von der Zahl der zu
einer Zone zusammengefassten urspriinglichen Zonen entwickelt. Fiir die Parameter
Objekie ' 4 — 5 km?, S = 80 Objekte.

km?®

wurden folgende Werte gewéhlt: v = 0.25, p = 80

0.9 — T T T T T
0.8 r .
0.7
0.6
0.5
0.4
0.3

0.2 1 | | | | 1 1
1 3 5 7 9 11 13 15 17 19

Anzahl zusammengefasster Zonen

Trefferrate

Abbildung 4.12: Trefferrate in Abhédngigkeit von der Anzahl zusammengefasster Zo-
nen.

4.5.3 Kosten
Kommunikationskosten

In beiden Varianten des vorgestellten Verfahrens ergeben sich die gleichen Kommuni-
kationskosten. Sie konnen in die Kosten fiir die drahtlose Kommunikation K; und die

Festnetzkommunikation K; aufgeteilt werden.

Die Kosten fiir die drahtlose Kommunikation entstehen zum einen durch den Trans-
fer der Protokolldateien von den mobilen Endgerédten zu den Infostationen und zum
anderen natiirlich durch die Ubertragung der fiir die Vorabiibertragung ausgewéhlten

Informationsobjekte von der Infostation zum mobilen Endgerit.

Der Aufwand fiir den Transfer der Protokolldateien wird durch deren Grofie G p be-
stimmt. Fiir Gp gilt:
Gp=r-(Gop+ Gkp),

wobei r die Anzahl der Informationsanfragen ist, die ein Benutzer auf seinem Weg von
einer Infostation zur nédchsten stellt, Gy die Grofie eines Objektbezeichners und Gkp
die Grofie eines Koordinatenpaares angibt.
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Werden URLs als Objektbezeichner verwendet und geht man von einer maximalen
Lange von 255 Zeichen aus, ergibt sich fiir Gop ein maximaler Wert von 255 byte. Bei
der Verwendung von Koordinaten einfacher Genauigkeit erhdlt man fiir Gxp einen
Wert von acht Bytes. Geht man von » = 100 Anfragen aus, ergibt sich in diesem Fall
fur die Grose der Protokolldatei ein maximaler Wert von Gp = 100 - (255 byte +8
byte) ~ 25.68 kbyte.

In einem proprietdren Informationssystem mit einer festen Anzahl an Informationsob-
jekten kann fiir die Lange der Objektbezeichner ein deutlich kleinerer Wert angenom-
men werden. Bei einer fortlaufenden Nummerierung konnen beispielsweise mit nur
drei Bytes schon mehr als 16 Millionen Informationsobjekte bezeichnet werden. Dann
erhélt man selbst bei » = 1000 Anfragen nur vergleichsweise kleine Protokolldateien
mit Gp = 1000 - (3 + 8) byte ~ 10.74 kbyte.

Die fiir die Ubertragung der ausgewéhlten Informationsobjekte zu transferierende Da-
tenmenge wird, wie bereits in Abschnitt £.1 diskutiert wurde, im Bereich weniger
MBytes (typisch zwei bis acht MBytes) liegen. Demgegentiber ist der Kommunika-
tionsaufwand fiir die Ubertragung der Protokolldateien iiber das drahtlose LAN einer
Infostation vernachldssigbar. Die Kommunikationkosten K; werden also im Wesentli-
chen durch die Anzahl der vorabiibertragenen Informationsobjekte bestimmt.

Der Kommunikationsaufwand K; im Festnetz setzt sich aus den Kosten fiir den Trans-
fer der Informationsobjekte vom Informationssystem zum Zugangspunkt des drahtlo-
sen Netzes der Infostation und den Kosten fiir die Verteilung der Protokolldateien un-
ter den Infostationen zusammen. Der Aufwand fiir den Transfer der Informationsob-
jekte wird nachfolgend nicht mehr weiter betrachtet, weil er einerseits durch Caching
und Replikation der Objekte auf dem Infostation-Server stark reduziert werden kann
und andererseits dem Aufwand in klassischen Proxy-basierten Informationssystemen
entspricht.

Der Aufwand fiir die Verteilung einer Protokolldatei hangt wiederum von deren Grofse
Gp ab. Ferner muss beachtet werden, zu wievielen Infostationen die Protokolldatei

gesendet werden muss. Fiir den Aufwand Kp zum Verteilen einer Protokolldatei gilt:
KP:m'C'GP+Kv,

wobei m die Anzahl der Infostationen ist, fiir die Teile der zu verteilenden Protokoll-
datei relevant sind. c ist der Anteil der Eintrdge in der Protokolldatei, die im Mittel
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weitergeleitet werden miissen. Ky sind schlielich die Kosten fiir die Kommunikation
mit dem Verzeichnisdienst, die notwendig ist, um festzustellen fiir welche Infostatio-
nen ein Eintrag in der Protokolldatei relevant ist. Auch diese Kosten konnen durch
die Verwendung geeigneter Caches so stark reduziert werden, dass sie nicht weiter
betrachtet werden miissen.

Um das gesamte Transfervolumen zu bestimmen, das von einer Infostation in einer be-
stimmten Zeiteinheit ausgeht, um alle Protokolldateien zu verteilen, muss die Anzahl
der im Mittel pro Zeiteinheit von mobilen Endgerdten empfangenen Protokolldateien
betrachtet werden. Sie entspricht der mittleren Anzahl b der Besuche der Infostation
pro Zeiteinheit. Fiir das gesamte Transfervolumen einer Infostation Kp 4., pro Zeitein-
heit erhdlt man dann Kp g, = b- Kp.

Ist |I| die Gesamtzahl der Infostationen, dann kann der gesamte zur Verteilung der
Protokolldateien benétigte Kommunikationsaufwand im Festnetz pro Zeiteinheit mit

Kf:|I‘-Kp7gesz|I‘-b~KPI‘[|'b'm'C'Gp

angegeben werden.

Um den Kommunikationsaufwand zu veranschaulichen, werden folgende konkrete
Werte fiir die einzelnen Parameter angenommen: Fiir Gp wird ein Wert von 20 kbyte
angenommen. Es wird davon ausgegangen, dass die Halfte aller Eintrédge in jeder Pro-
tokolldatei zu drei Infostationen weiter verteilt werden muss und dass insgesamt zehn
Infostationen vorhanden sind. Abbildung zeigt die zwischen jedem Paar von
Infostationen benotigte Bandbreite, wahrend in Abbildung E.I3(b) das gesamte Da-
tenvolumen, das pro Zeiteinheit fiir die Verteilung aller Protokolldateien transferiert
werden muss, dargestellt ist. Die Anzahl der Besucher bezieht sich jeweils auf eine
Stunde und eine Infostation. Die einzelnen Parameterwerte sind eher pessimistisch

gewdhlt, das heifst der tatsdchliche Aufwand konnte durchaus geringer sein.

Speicherkosten

Im Basisverfahren muss lediglich eine Zugriffswahrscheinlichkeitstabelle auf jedem
Infostation-Server gespeichert werden. Die Kosten dafiir berechnen sich als Produkt
der Zahl der Eintrdge und der Grofle eines Eintrags e. Die Grofie eines Eintrags er-
gibt sich als Summe der Linge eines Objektbezeichners und der Speicherkosten fiir
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Abbildung 4.13: Kommunikationsaufwand zur Verteilung von Protokolldateien.

die Zugriffswahrscheinlichkeit, die bei Verwendung von Gleitkommazahlen einfacher
Genauigkeit vier Bytes betragen. Da die Zahl der Eintrédge in einer Zugriffswahrschein-
lichkeitstabelle auf einen konfigurierbaren Maximalwert max beschrdnkt ist, erhalt

man fiir die maximale GrofSe einer Zugriffswahrscheinlichkeitstabelle:

Szwr = max - e

Bei Verwendung von URLs mit maximal 255 Zeichen und den erwédhnten Gleitkomma-
zahlen einfacher Genauigkeit ergibt sich fiir e eine Grofie von 259 byte. Der Wert max
sollte in Abhdngigkeit von der Anzahl der Informationsobjekte, die im Mittel vorab
tibertragen werden konnen, gewdhlt werden. Kénnen beispielsweise nur 100 Infor-
mationsobjekte im Mittel {ibetragen werden, ist es sicherlich mehr als ausreichend die
jeweils 200 beliebtesten Informationsobjekte in der Zugriffswahrscheinlichkeitstabelle
zu speichern, d.h. maz = 200. Mit diesen typischen Werten ergibt sich fiir die maxi-
male Tabellengrofie Sz = 200 - 259 byte ~ 50.58 kbyte.

Im erweiterten Verfahren muss fiir jede Zone im Hoarding-Gebiet eine eigene Zugriffs-
wahrscheinlichkeitstabelle gespeichert werden. Dies bedeutet jedoch gegeniiber dem
Basisverfahren nicht zwangsldufig einen |Z|-fachen Speicheraufwand bei |Z| Zonen.
Denn der Wert max fiir die maximale Tabellengrofie kann in der Regel kleiner gewéhlt
werden, sobald die Benutzer im Mittel mehr als eine Zone besuchen, da dann der auf

75



4 Vorabitibertragung ortsbezogener Informationen

dem Endgerit fiir die Vorabtibertragung verfiigbare Speicherplatz auf die einzelnen
Zonen verteilt wird. Entsprechend werden pro Zone weniger Informationsobjekte
tibertragen als fiir das gesamte Hoarding-Gebiet im Basisverfahren. Daher reicht es
aus, fiir weniger Objekte die Zugriffswahrscheinlichkeiten in der Zugriffswahrschein-

lichkeitstabelle jeder Zone vorzuhalten.

Mit Hilfe der Informationsdichte p; kann ausgerechnet werden, welcher Speicherauf-

wand sich ergdbe, wenn der Maximalwert max fiir die Grofie der Zugriffswahrschein-

lichkeitstabellen so gewihlt wiirde, dass stets alle beztiglich des Schwellwerts ¢ zur

jeweiligen Zone gehorenden Informationsobjekte in jeder Zugriffswahrscheinlichkeits-

tabelle enthalten sind. Sei p; konstant fiir das gesamte Hoarding-Gebiet und das Hoar-

ding-Gebiet mit der Flache A in | Z| Zonen unterteilt, dann miissen in der Tabelle jeder
A

Zone 1 - p, Eintrage gespeichert werden. Daraus ergibt sich ein Gesamtspeicherauf-

wand Szwr g fiir alle Tabellen von:

A
SZWT,ges: |Z’—pt€:A,0t6
2]
Die Grofie e eines Eintrags bleibt dabei gegeniiber dem Basisverfahren unverandert.
Interessant ist die Beobachtung, dass der Gesamtspeicheraufwand dann nicht mehr

von der Zahl der Zonen abhéngt. Fiir typische Werte (A = 5km?, p; = 8024t o — 259

ka 4

byte) erhdlt man Sz 4, ~ 101 kbyte.

Dazu kommen noch die Kosten Sy zur Speicherung der Besuchswahrscheinlich-
keitskarte. Diese hdngen linear von der Zahl |Z| der Zonen im Hoarding-Gebiet ab,
welil fiir jede Zone die jeweilige Besuchswahrscheinlichkeit gespeichert werden muss,
d.h. Sgwk = |Z] - f, wobei f der Speicherbedarf fiir eine Besuchswahrscheinlichkeit
ist. Fiir die Angabe von Besuchswahrscheinlichkeiten sind Gleitkommazahlen einfa-

cher Genauigkeit ausreichend, was fiir f einen Wert von vier Bytes bedeutet.

Rechenaufwand

Der Rechenaufwand setzt sich im Basisverfahren aus dem Aufwand fiir die Bearbei-
tung der Protokolldateien, dem Aufwand zur Aktualisierung der Zugriffswahrschein-
lichkeitstabelle sowie dem Aufwand zur Berechnung der Hoarding-Entscheidung zu-

Ssammen.
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Wiahrend der Bearbeitung einer Protokolldatei muss die Protokolldatei unter Umstan-
den zundchst an andere Infostationen verteilt werden. Der Aufwand dafiir wachst
linear mit der Lange der Protokolldatei, da fiir jeden Eintrag die Infostationen, fiir
die er relevant ist, beim Verzeichnisdienst erfragt werden miissen. Danach muss fiir
jeden Eintrag in der Protokolldatei gepriift werden, ob der entsprechende Zugriffs-
zdhler bereits angelegt wurde, gegebenenfalls muss ein neuer Zihler angelegt werden
und schliefilich muss der Zahler noch inkrementiert werden. Die Bearbeitung eines
einzelnen Eintrags kann daher bei Verwendung geeigneter Hashing-Verfahren zum
Auffinden der Zahler in anndhernd konstanter Rechenzeit erfolgen. Der Rechenauf-
wand Rp fiir die Bearbeitung einer Protokolldatei hdngt also linear von deren Lange
ab. Fiir jeden Benutzer, der an einer Infostation ankommt, muss eine Protokolldatei
bearbeitet werden. Zusédtzlich miissen die von anderen Infostationen empfangenen
Protokolldateien bearbeitet werden. Daher kann der gesamte Aufwand Rp 4., der im
Mittel pro Zeiteinheit fiir die Bearbeitung von Protokolldateien von einer Infostation

aufgebracht werden muss, mit
Rp,ges = (CL + b) . O(Z)

abgeschdtzt werden. Dabei ist b wiederum die mittlere Zahl der Besucher, die die
Infostation pro Zeiteinheit besuchen und [ die mittlere Lange der Protokolldateien.
a gibt die mittlere Anzahl der pro Zeiteinheit von anderen Infostationen empfangenen

Protokolldateien an.

Wihrend eines Aktualisierungsintervalls A wird fiir jedes Informationsobjekt, das in-
nerhalb des Hoarding-Gebiets mindestens einmal angefordert wird, ein Zugriffszahler
ra(i) angelegt. Bei der Aktualisierung der Zugriffswahrscheinlichkeitstabelle muss
fiir jeden dieser Zahler der zugehorige Wert an (i) berechnet werden und der entspre-
chende Wert a(i) in der Zugriffswahrscheinlichkeitstabelle aktualisiert werden. Der
Aufwand fiir diese Berechnungen ist, wiederum bei Verwendung von Hash-Verfahren
zum Auffinden der Tabelleneintrdge, anndhernd konstant. Daher erhilt man fiir den
Gesamtaufwand R 4 4.5, der pro Zeiteinheit von einer Infostation fiir die Aktualisierung
erbracht werden muss: A
Rages = 125 O(1l),

wobei |c| die Anzahl der Zahler ist, die wahrend des Intervalls A angelegt wurden und
|A| die Lange des Intervalls A angibt. Der Wert |c| entspricht der Anzahl der verschie-
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denen Informationsobjekte, auf die wahrend A innerhalb des Hoarding-Gebiets der

Infostation zugegriffen wurde.

Fiir die eigentliche Hoarding-Entscheidung miissen nur noch die Eintrdge in der Zu-
griffswahrscheinlichkeitstabelle nach den Zugriffswahrscheinlichkeiten sortiert wer-
den und danach die beliebtesten Objekte ausgewdhlt werden. Da fiir jeden Besucher
eine Hoarding-Entscheidung getroffen wird und der Aufwand fiir das Sortieren im
Mittel O({ - log [) betrédgt, ergibt sich fiir den pro Zeiteinheit fiir die Hoarding-Entschei-

dung zu erbringenden mittleren Aufwand Ry g.:
R ges =b-O(1 - logl)

Im Basisverfahren ist es nicht unbedingt erforderlich, fiir jeden Benutzer eine indivi-
duelle Hoarding-Entscheidung zu treffen, da der jeweilige Benutzer ohnehin keinen
Einfluss auf die Hoarding-Entscheidung hat. Daher konnte die Hoarding-Entschei-
dung auch nur periodisch berechnet werden, wodurch gegeniiber einer erneuten Be-
rechnung fiir jeden Benutzer lediglich die Aktualitdt der Entscheidungen leidet, aber

Rechenaufwand eingespart wird.

Im erweiterten Verfahren muss zusétzlich noch die Besuchswahrscheinlichkeitskarte
verwaltet werden. Bei der Bearbeitung einer Protokolldatei ergibt sich dadurch ein
zusdtzlicher Aufwand, da die Zahl der Besuche einer jeden Zone gezahlt werden muss.
Mit einer dhnlichen Argumentation wie fiir das Basisverfahren kann jedoch gezeigt
werden, dass dieser Aufwand und der restliche Aufwand, der pro Eintrag erbracht
werden muss, wiederum anndhernd konstant ist. Daher gilt die Abschatzung fiir Rp g

aus dem Basisverfahren auch fiir das erweiterte Verfahren.

Auch fiir den Rechenaufwand zur Aktualisierung einer Zugriffswahrscheinlichkeits-
tabelle kann analog zum Basisverfahren argumentiert werden. Allerdings miissen nun
|Z| Zugriffswahrscheinlichkeitstabellen aktualisiert werden und die Anzahl der zu be-
trachtenden Zéhler |c| wird nicht mehr durch die Anzahl verschiedener Informations-
objekte, die im Hoarding-Gebiet angefragt werden bestimmt, sondern nur noch durch
die, die innerhalb der zur Tabelle gehorenden Zone angefragt werden. Daher erhalt
man fiir R4 4, nuN:

Al

= 2] - O(lcl)

R es - 7
Ag a+b

Fiir die Hoarding-Entscheidung miissen im erweiterten Verfahren zunichst alle ver-
fiigbaren Besuchswahrscheinlichkeitskarten zur endgiiltigen Karte v integriert wer-
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den. Der grofite Aufwand entsteht dabei, wenn fiir jede Zone im Hoarding-Gebiet
eine relative Besuchswahrscheinlichkeit spezifiziert wird, da dann der Aufwand fiir
die Umrechnung in absolute Wahrscheinlichkeiten und der Aufwand fiir die eigent-
liche Integration anfallt. Es spielt dabei keine Rolle, ob die relativen Wahrscheinlich-
keiten in einer Karte oder in mehreren Karten spezifiziert werden. Der Aufwand fiir
die Umrechnung der relativen Karten in absolute Karten wichst linear mit der Zahl
der Zonen im Hoarding-Gebiet. Das Gleiche gilt fiir den Aufwand fiir die unter Um-
stinden erforderliche Normierung, sowie die eigentliche Integration. Daher wéchst
der Gesamtaufwand R; g fiir die Integration der Besuchswahrscheinlichkeitskarten
linear mit der Zahl der Zonen: R; ,., = O(|Z]).

Fiir die Hoarding-Entscheidung muss im schlechtesten Fall fiir jeden Eintrag <i,a(i,2)>
in jeder der |Z| Zugriffswahrscheinlichkeitstabellen die entsprechende Zugriffswahr-
scheinlichkeit a(i) berechnet werden. Da bereits der Aufwand fiir die Berechnung ei-
nes einzelnen Wertes a(i) linear mit der Zahl der Zonen wiéchst, ergibt sich fiir den
maximalen Aufwand Rp 4 zur Berechnung aller a(i): Rp s = maz - O(|Z|?), wobei

max wieder die maximale Tabellengrofse ist.

Schliefllich miissen die a(i) wieder sortiert und die Objekte mit den grofiten Zugriffs-
wahrscheinlichkeiten selektiert werden. Dies erfordert einen mittleren Aufwand von
Rs = O(max - |Z| - log(max - | Z])).

Im erweiterten Verfahren muss im Allgemeinen fiir jeden Besucher einer Infostation
eine individuelle Hoarding-Entscheidung getroffen werden, weil jeder Besucher ande-
re externe Besuchswahrscheinlichkeitskarten spezifizieren kann. Entsprechend gilt fiir
den Gesamtaufwand pro Zeiteinheit fiir die Hoarding-Entscheidung;:

RH,ges =b- (Rl,ges + RB,ges + RS) =b- O(|Z|2)

4.6 Erweiterungen

In diesem Abschnitt werden zwei Konzepte zur Erweiterung des bisher vorgestellten
Verfahrens vorgeschlagen, die es ermoglichen die Spezifitit der Hoarding-Entschei-
dungen weiter zu erhdhen. Diese Konzepte konnen sowohl im Basisverfahren als auch

im erweiterten Verfahren eingesetzt werden.
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4 Vorabitibertragung ortsbezogener Informationen

Das erste Konzept sind die so genannten Informationskanile, die es erlauben das Pro-
til von Anwendungen und Benutzern bei der Hoarding-Entscheidung zu berticksichti-
gen. Neben der Beriicksichtigung von Profilen ist es hdufig auch wichtig, ganz indivi-
duelle Eigenschaften des Benutzers oder seines Endgeriéts bei der Hoarding-Entschei-

dung in Betracht zu ziehen. Dies wird durch ein Filterkonzept geleistet.

4.6.1 Informationskanéale

Wenn verschiedene Anwendungen auf den gleichen Informationsraum zugreifen, wie
das beispielsweise in der neXus-Plattform der Fall sein wird, dann werden sich die-
se Anwendungen in den bevorzugten Informationsobjekten unterscheiden. So wird
zum Beispiel eine Navigationsanwendung primér auf Karteninformationen und Ver-
kehrsnachrichten zugreifen, wahrend ein Restaurantfiihrer priméar Informationen tiber
Restaurants benotigt. Zusitzlich werden die Benutzer verschiedener Anwendungen
unter Umstdnden verschiedene Orte vorzugsweise besuchen. Um solche Unterschie-
de in der Hoarding-Entscheidung berticksichtigen zu konnen, muss das Wissen tiiber
die bevorzugten Informationsobjekte und die Besuchswahrscheinlichkeiten getrennt

tiir jede unterstiitzte Anwendung gesammelt werden.

Ahnlich verhilt es sich mit unterschiedlichen Benutzertypen der gleichen Anwen-
dung. Ein Tourist der einen elektronischen Stadtfiihrer benutzt, wird auf andere In-
formationen zugreifen und andere Orte besuchen, als ein Geschéftsreisender, der den
gleichen Stadtfiihrer benutzt. Deshalb sollte auch in solchen Fallen die Moglichkeit
bestehen, die Informationen iiber bevorzugt referenzierte Informationsobjekte und be-
vorzugt besuchte Orte fiir typische Benutzerprofile getrennt zu sammeln.

Die Grundidee des Kanalkonzepts ist es, fiir jedes typische Benutzer- beziehungswei-
se Anwendungsprofil einen getrennten Informationskanal bereitzustellen, der den Be-
nutzer beziehungsweise die Anwendung mit auf das jeweilige Profil zugeschnittenen
Informationen versorgt. Dazu wird im Basisverfahren fiir jeden Kanal % eine eigene ka-
nalspezifische Zugriffswahrscheinlichkeitstabelle ZW T}, und im erweiterten Verfahren
|Z| kanalspezifische Zugriffswahrscheinlichkeitstabellen ZW T}, bis ZW1T}, |z sowie
eine kanalspezifische Besuchswahrscheinlichkeitskarte BIWW K, verwaltet. Die Tabellen
und Karten enthalten jeweils spezifisches Wissen iiber das Verhalten der Anwendung
beziehungsweise des Benutzers des jeweiligen Profils.
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Anwendungen und Benutzer konnen eventuell Informationen unterschiedlicher Pro-
tile benétigen. Ein elektronischer Stadtfiihrer benétigt zum Beispiel sowohl Navigati-
onsinformation als auch Informationen tiber Restaurants, ein Tourist, der unterwegs
auch einige Einkdufe erledigen muss, diirfte Informationen iiber Sehenswiirdigkeiten
und Einkaufsmoglichkeiten benotigen. Daher wére es zu restriktiv, wenn jede Anwen-
dung und jeder Benutzer genau einem Kanal zugeordnet wére. Daher gibt es im hier
vorgestellten Informationskanal-Konzept die Moglichkeit, mehrere Kanéle zu abon-

nieren.

Abonnieren eines Kanals

Der Benutzer beziehungsweise die Anwendung abonnieren einen oder mehrere Infor-
mationskandle. Dabei wird das Interesse in jeden abonnierten Kanal £ durch die Ver-
gabe eines Gewichtes g(k) € R" ndher spezifiziert. Jedem nicht abonnierten Kanal £ in
der Menge der unterstiitzten Kandle K wird das Gewicht g(k) = 0 zugewiesen. Aus

den Gewichten ¢(k) wird fiir jeden Kanal £ € K ein relatives Gewicht g(k) berechnet:

g(k)

L STt

Verwaltung der Tabellen und Karten

Im Wesentlichen funktioniert die Verwaltung der Zugriffswahrscheinlichkeitstabel-
len und Besuchswahrscheinlichkeitskarten wie bisher. Allerdings miissen nun bereits
im Basisverfahren | K| Zugriffswahrscheinlichkeitstabellen an jeder Infostation fiir ihr
Hoarding-Gebiet verwaltet werden. Im erweiterten Verfahren muss jede Infostation
|K| - |Z| Zugriffswahrscheinlichkeitstabellen sowie |K| Besuchswahrscheinlichkeits-
karten verwalten. Ohne weitere Optimierungen ergibt sich also in jeder der beiden
Varianten des Verfahrens ein |K|-facher Speicheraufwand bei der Verwendung von
| K| Informationskandlen. Eine einfache Optimierung, die die Mehrfachspeicherung
der Objektbezeichner vermeidet, ist es, jeweils nur eine Zugriffswahrscheinlichkeits-
tabelle zu verwalten und dafiir die Eintrdge zu Eintrdgen der Form <i,a, (%), ..., ajx>
beziehungsweise <i,a:(i, 2), ..., ak|(i, 2)> zu erweitern, wobei a;, jeweils die fiir den

Kanal k£ beobachtete Zugriffswahrscheinlichkeit ist.
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4 Vorabitibertragung ortsbezogener Informationen

Ferner miissen im Basisverfahren fiir jeden Kanal & eigene Zugriffszdhler ra ; (i) und
ein eigener Zihler anzahlAn fragen; fiir die Anzahl der beriicksichtigten Anfragen
verwaltet werden. Im erweiterten Verfahren werden fiir jeden Kanal %, getrennte Zu-
griffszéhler ra x(7, z), Besuchszdhler na ; sowie je ein Zahler anzahlDateieny, fir die
Anzahl der berticksichtigten Protokolldateien benétigt. Bei der Bearbeitung einer Pro-
tokolldatei miissen die Gewichte, mit denen die einzelnen Kanéile abonniert wurden,
berticksichtigt werden. Im einfachsten Fall wurde nur ein Kanal & abonniert. Dann
miissen die protokollierten Zugriffe, sowie im erweiterten Verfahren die besuchten
Zonen, nur in den Zugriffszahlern r j, und gegebenenfalls in den Besuchszadhlern na 4
berticksichtigt werden. Die Zahler der tibrigen Kanile bleiben dann von den Informa-

tionen in der Protokolldatei génzlich unberiihrt.

Wurden jedoch mehrere Kanile abonniert, stellt sich das Problem, dass nicht festge-
stellt werden kann, unter welchem Profil ein bestimmter Informationszugriff erfolgte.
Hat beispielsweise ein Tourist den Kulturkanal und den Architekturkanal abonniert,
dann kann grundsétzlich nicht festgestellt werden, ob der Benutzer auf eine bestimm-
te Information als Kultur- oder als Architektur-Interessierter zugegriffen hat. Daher
werden bei der Bearbeitung einer Protokolldatei die Zadhler der einzelnen Kanéle ent-
sprechend dem Gewicht, mit dem die Kanile wihrend der Aufzeichnung der Proto-
kolldatei abonniert waren, inkrementiert. Befindet sich also in einer Protokolldatei ein
Eintrag <i, (x,y)>, dann werden im Basisverfahren die Zugriffszahler rx (i) und die

Ziahler fiir die Anzahl der Anfragen wie folgt inkrementiert:

rag(i) = rae(i) + (k)
anzahlAn frageny = anzahlAnfrageny + g(k)

Entsprechend wird mit den Zahlern im erweiterten Verfahren vorgegangen:

T’AJC(Z', Z) = TA’]C(Z', Z) + ?(k‘)
nax(z) = nag(z) +g(k)

anzahlDateieny, = anzahlDateieny, + g(k)

Damit kénnen am Ende eines Aktualisierungsintervalls im Basisverfahren die Wer-

te anr(i) = ra.x(0) berechnet werden. Analog gilt im erweiterten Verfahren

an(;afslAnfragenk )
. _ rAk\LZ o NAE\Z . . . . .
an i (1, 2) = ) und va k(2) = GzariDateions - Die Werte a (1) beziehungsweise ay (i, 2)

und v (2) werden unter Berticksichtigung der Historie wie zuvor berechnet.

82



4.6 Erweiterungen

Hoarding-Entscheidung

Im Basisverfahren werden die kanalspezifischen Zugriffswahrscheinlichkeiten a;, aus
den Tabellen der einzelnen Kanile entsprechend folgender Vorschrift zu einer kanal-
tibergreifenden Zugriffswahrscheinlichkeit a zusammengefasst:

a(i) =Y _g(k) - ax(i)
keK
Analog zur bisherigen Hoarding-Entscheidung werden die Informationsobjekte mit
den hochsten globalen Zugriffswahrscheinlichkeiten « fiir die Vorabiibertragung aus-
gewdhlt.

Im erweiterten Verfahren bieten sich prinzipiell zwei Moglichkeiten, wie die kanalspe-
zifischen Informationen in die Hoarding-Entscheidung einflieflen konnen:

1. Bei der ersten Moglichkeit werden zunéchst die kanalspezifischen Besuchswahr-
scheinlichkeitskarten BWK), der einzelnen Kandle entsprechend den Gewichten,
mit denen der Benutzer die Kandle abonniert hat, zu einer kanaliibergreifenden
Besuchswahrscheinlichkeitskarte BWK zusammengefasst:

o(z) =) (k) - u(2),

keK

wobei vy (2) die kanalspezifische Besuchswahrscheinlichkeit der Zone =z gemafs
der Karte BWK;, ist und v(z) die kanaltibergreifende Besuchswahrscheinlichkeit

von z ist.

Die kanalspezifischen Zugriffswahrscheinlichkeitstabellen ZWT}, . der einzelnen
Kanaile, die jeweils zur gleichen Zone z gehoren, konnen analog zu einer kanal-
tibergreifenden Zugriffswahrscheinlichkeitstabelle ZWT, der Zone z zusammen-
gefasst werden:

a(i,z) = _glk) - a(i, 2)

keK
Damit erhdlt man wie im bisherigen erweiterten Verfahren eine Besuchswahr-
scheinlichkeitskarte BWK und fiir jede Zone z € Z eine Zugriffswahrscheinlich-
keitstabelle ZWT,. Davon ausgehend kann die restliche Hoarding-Entscheidung

dann genau so wie im bisherigen erweiterten Verfahren ablaufen (siehe Abbil-

dung §.T4).
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; 1 ; 1
interne BWK | . . «| interne BWK externe BWK ZWT1 Zoned | ... ZV\_IT\K\ AN
L K | bis Zone |Z| bis Zone |Z|

A A L
kanaliibergeifende ZWT
Zone 1 bis Zone |Z|

kanallibergreifende BWK

A A 4

endgultige, kanallbergreifende BWK

kanaltibergreifende Rangliste entsprechend
den Zugriffswahrscheinlichkeiten a(i)

Abbildung 4.14: Alternative 1 zur Beriicksichtigung von Informationskanélen in der
Hoarding-Entscheidung.

2. Alternativ (siehe Abbildung f.15) kann man auch zunéchst fiir jeden Kanal ge-
trennt aus den spezifischen Zugriffswahrscheinlichkeitstabellen ZWT;, , und der
Besuchswahrscheinlichkeitskarte BWK;, des Kanals die kanalspezifische Wahr-
scheinlichkeit ay (i) berechnen, mit der die Abonnenten des Kanals innerhalb des
Hoarding-Gebiets auf das Informationsobjekt ¢ zugreifen. Diese Berechnung ver-
lauft unter Einbeziehung eventuell angegebener externer Karten vollig analog
zur Berechnung der a(i) im bisherigen erweiterten Verfahren, nur werden die
kanalspezifischen Zugriffswahrscheinlichkeitstabellen mit den Wahrscheinlich-
keiten ay (i, z) und die kanalspezifische Besuchswahrscheinlichkeitskarte mit den
Wahrscheinlichkeiten v (z) des jeweiligen Kanals verwendet.

Dadurch erhélt man fiir jedes Informationsobjekt ¢ und jeden Kanal £ eine ka-
nalspezifische Zugriffswahrscheinlichkeit a;(i). Diese Zugriffswahrscheinlich-
keiten miissen dann noch entsprechend den Gewichten, mit denen die Kandle
abonniert wurden, zu einer kanaliibergreifenden Zugriffswahrscheinlichkeit a(7)

zusammengefasst werden:

a(i) =Y g(k) - ax(i)

keK

Aufgrund der klareren Semantik wurde in dieser Arbeit die zweite Alternative ge-
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’_1:

‘ 1 ‘ 1
ZWT Zone 1
externe BWK s

int BWK
nierne x bis Zone |Z|

A \ 4

endgiiltige, kanal-
spezifische BWKK

Kanalspezifische Rangliste entsprechend
den Zugriffswahrscheinlichkeiten a (i)

Kanal 1 Tl Kanal k e Kanal |K|

. — oo
| | 7 | |
g(1) g(k) g(IKI)

\ 4

Kanallbergreifende Rangliste entsprechend
den Zugriffswahrscheinlichkeiten a(i)

Abbildung 4.15: Alternative 2 zur Beriicksichtigung von Informationskanélen in der
Hoarding-Entscheidung.

wihlt. In der ersten Moglichkeit geht die Beziehung zwischen den kanalspezifischen
Zugriffswahrscheinlichkeiten ay (7, z) in einer Zone =z und der kanalspezifischen Be-
suchswahrscheinlichkeit der entsprechenden Zone = verloren, da vor der Multiplika-
tion der Zugriffswahrscheinlichkeiten mit den Besuchswahrscheinlichkeiten die ge-
wichteten Mittelwerte gebildet werden. Dies wird an folgendem Beispiel deutlich:

Man betrachte eine Zone z, ein Informationsobjekt i sowie zwei Kandle k; und k,. Die
Besuchswahrscheinlichkeitskarte des Kanals k; weise fiir die Zone z eine kanalspezi-
fische Besuchswahrscheinlichkeit vy, (2) = 0.01 aus, entsprechend sei vy, (z) = 1. Sei
die kanalspezifische Zugriffswahrscheinlichkeit auf das Informationsobjekt i in der
Zone z fur Kanal k; ay, (7,2) = 1 und fur Kanal ks ay,(i,2) = 0.01. Ferner habe die
Anwendung beziehungsweise der Benutzer beide Kanile mit dem gleichen Gewicht
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g(k1) = g(ka) = 0.5 abonniert und keine externen Besuchswahrscheinlichkeitskarten

spezifiziert.

Dann folgt mit dem ersten Ansatz fiir die kanaliibergreifende Besuchswahrscheinlich-
keit der Zone z: v(z) = g(k1) - vk, (2) + g(k2) - vg,(2) = 0.5-0.01 + 0.5 -1 = 0.505 und
fiir die kanaliibergreifende Zugriffswahrscheinlichkeit auf das Informationsobjekt 7 in
der Zone z: a(i,z) = g(ki1) - ag, (i, 2) + g(k2) - ar,(i,2) = 0.5-1+4 0.5-0.01 = 0.505.
Wenn 7 die einzige Zone im Hoarding-Gebiet ist, erhdlt man fiir die kanaliibergreifen-
de Zugriffswahrscheinlichkeit a(i) auf das Informationsobjekt i: a(i) = v(2) - a(i, 2) =
0.505 - 0.505 = 0.255025.

Im Gegensatz dazu ergibt sich in der zweiten Variante zundchst, dass Abonnenten
des Kanals k; mit der kanalspezifischen Wahrscheinlichkeit a, (i) = vy, (2) - ax, (4, 2) =
0.01 -1 = 0.01 auf das Informationsobjekt i zugreifen. Der gleiche Wert ergibt sich
fur Abonnenten des zweiten Kanals: ay, (i) = vg,(2) - ar,(i,2) = 1-0.01 = 0.01. Wie
erwartet erhdlt man fiir die kanaltibergreifende Zugriffswahrscheinlichkeit a(i) auf das
Informationsobjekt i: a(i) = g(k1) - ak, (i) + g(ka) - ag, (i) = 0.5-0.01 +0.5-0.01 = 0.01.

Der Aufwand fiir die Berechnung der «a(7) setzt sich im ersten Ansatz zusammen aus
dem Aufwand fiir die Berechnung der kanaliibergreifenden Besuchswahrscheinlich-
keiten v(z) und der kanaltibergreifenden Zugriffswahrscheinlichkeiten a(, z). Fiir den
Aufwand zur Berechnung der Besuchswahrscheinlichkeiten ergibt sich |Z| - O(|K]),
wihrend der Aufwand fiir die Zugriffswahrscheinlichkeiten mit |Z| - O(|K|?) abge-
schidtzt werden kann. Hinzukommt der Aufwand R; g fiir die Integration externer
Besuchswahrscheinlichkeitskarten sowie der Aufwand Rp 4, fiir die Berechnung der
globalen Zugriffswahrscheinlichkeiten a(i) (siehe Abschnitt £.5.3). Damit ergibt sich
ein Gesamtaufwand von | Z| - O(|K]|) + |Z| - O(|K|*) + O(|Z|) + mazx - O(|Z|*). Der Auf-
wand héngt also quadratisch von der Anzahl der Zonen und der Anzahl der Kanile
ab.

Fiir die zweite Alternative ergibt sich in der Regel ein etwas hoherer absoluter Be-
rechnungsaufwand, weil eventuell vorhandene externe Karten in die kanalspezifische
Besuchswahrscheinlichkeitskarte jeden abonnierten Kanals integriert werden miissen
und fiir jeden abonnierten Kanal die Berechnung der a; (i) durchgefiihrt werden muss.
Dies bedeutet bereits einen Aufwand von |K| - (R ges + Rp ges). Hinzu kommt noch
der Aufwand fiir die Berechnung der kanaliibergreifenden Wahrscheinlichkeiten a(7)
aus den kanalspezifischen Wahrscheinlichkeiten ay (7). Er kann mit | Z| - maz - O(| K |?)
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abgeschatzt werden. Damit ergibt sich fiir den Gesamtaufwand bei Verwendung der
zweiten Alternative: |K|-O(|Z|)+|K|-maz-O(|Z|?)+|Z|-maz-O(|K|?). Also hdngt auch
hier der Berechnungsaufwand quadratisch von der Anzahl der Zonen und der Anzahl
der Kandle ab. Daher ist die Verwendung der zweiten Alternative auch beziiglich des

Rechenaufwands vertretbar.

4.6.2 Filter

Unabhingig davon ob Informationskanile eingesetzt werden oder nicht, basiert die
Hoarding-Entscheidung sowohl im Basisverfahren als auch im erweiterten Verfahren
auf einer Rangliste der Informationsobjekte, die nach deren Zugriffswahrscheinlich-
keit geordnet ist.

Dabei kann es vorkommen, dass bestimmte Informationsobjekte auf ein bestimmtes
Endgeréat nicht tibertragen werden sollten, obwohl sie eine sehr hohe Zugriffswahr-
scheinlichkeit haben. So wiirde es zum Beispiel keinen Sinn machen, ein hochaufls-
sendes Bild auf einen PDA, dessen Display typischerweise eine Auflosung von 160 x
160 Pixel hat, zu tibertragen. Ebenso macht es wenig Sinn sehr detaillierte StrafSen-
karten zu einer Navigationsanwendung zu iibertragen, deren Benutzer sich mit hoher
Geschwindigkeit auf einer Autobahn bewegt [Ye et al. 1998].

Ziel der Filter ist es, solche in einem bestimmten Kontext nicht benétigte Informations-
objekte zu identifizieren und von der Vorabiibertragung auszuschliefien. Prinzipiell
konnte man dies auch mit den Informationskanélen erreichen, indem man fiir jeden
Kontext, der eine spezifische Filterung benétigt, einen separaten Informationskanal
verwaltet. Dies wiirde allerdings in einer sehr hohen Zahl von Informationskanélen
resultieren, da man fiir jede Kombination moglicher Auspragungen der Kontextkrite-
rien einen eigenen Kanal anlegen miisste. Bei n Kriterien, die jeweils in m Auspra-
gungen auftreten konnen, wiirde dies m™ Kanéle bedeuten. Wollte man beispielsweise
nur zwischen hoch und niedrig auflosenden Displays sowie sich schnell und langsam
bewegenden Benutzern unterscheiden, miissten bereits vier Kanile angelegt werden,
um alle Kombinationen aus Auflosung und Bewegungsgeschwindigkeit abzudecken.
Dies ist nattirlich aus Speicherplatzgriinden und wegen des Rechenaufwands nicht

vertretbar.

Daher werden Filter zur Nachbearbeitung der berechneten Ranglisten eingesetzt. Die
Filter sind als Methoden implementiert, die als einen Parameter die bisherige Rang-
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liste erhalten und als Resultat eine reduzierte Rangliste zurtickliefern, in der die nicht
bendtigten Informationsobjekte nicht mehr enthalten sind.

Je nachdem welches Informationssystem unterstiitzt wird, konnen die Infostationen
eine Reihe von Standardfiltern bereitstellen, die dann nur noch vom Benutzer oder der
Anwendung parametrisiert werden miissen. Ein Beispiel fiir einen solchen Standard-
filter ist ein Filter, der Grafiken ausfiltert, deren Auflosung nicht auf dem Endgerét des
Benutzers dargestellt werden kann. Die im Rahmen dieser Arbeit realisierte Architek-
tur p.] des Vorabiibertragungssystems sieht es zuséatzlich vor, dass der Benutzer oder
die Anwendung sehr spezifische Filter zur Infostation schicken kénnen, die dort eine
Filterung der von der Infostation berechneten Rangliste durchfiihren.
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Kapitel 5

Implementierung

Im Rahmen dieser Arbeit und der Diplomarbeit [Hegele 2001] ist eine vollstandige
Implementierung beider im vorherigen Kapitel beschriebenen Verfahren entstanden.
Eine wichtige Randbedingung bei der Entwicklung des Vorabiibertragungssystems
HorSe (HOaRding-SystEm) war es, eine einfache Integration in die neXus-Plattform

zu ermoglichen.

In diesem Kapitel wird zundchst die Architektur des Systems beschrieben. Dabei wird
auch auf die Vorkehrungen eingegangen, die getroffen wurden, um die geforderte Inte-
grationsmoglichkeit in neXus so weit wie moglich zu unterstiitzen. Anschlieffend wird
die Umsetzung der Architektur vorgestellt, bevor am Ende des Kapitels verschiedene
Einsatzbeispiele diskutiert werden.

5.1 Architektur

Das System besteht aus Infostation-Servern (ISS) und Hoarding-Klienten (HK). Zum
Betrieb jeder Infostation ist genau ein Infostation-Server erforderlich. Um an einer
Infostation Informationen vorab zu einem mobilen Endgerit tibertragen zu konnen,

muss auf diesem Endgerat der Hoarding-Klient verfiigbar sein.

Zusitzlich sind zum Betrieb des Systems die in Abschnitt B.3.4 erwdhnten externen
Dienste, Ortsinformationsdienst, Ereignisdienst und Verzeichnisdienst, erforderlich.
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Diese Dienste wurden, so weit wie es fiir den Test des Systems erforderlich war, eben-
falls implementiert. Allerdings wurde davon ausgegangen, dass in einem realen Ein-
satz von HorSe, z.B. in neXus, diese externen Dienste durch die existierende Infra-
struktur bereitgestellt werden. Entsprechend wurde die Implementierung der exter-

nen Dienste so einfach wie moglich gehalten.

5.1.1 Infostation-Server

Um einen moglichst hohen Parallelitdtsgrad zu erreichen, wurden die einzelnen Auf-
gaben des Infostation-Servers auf getrennte Dienste verteilt. Daher besteht der In-
fostation-Server aus zwei Diensten zur Bearbeitung von Protokolldateien und einem
Vorabiibertragungsdienst. Neben diesen Diensten gibt es noch eine Wissensbasis, eine
Zidhlertabelle, in der der Protokolldateizahler, die Zugriffszahler und die Besuchszah-
ler verwaltet werden, sowie die in Abschnitt f.§ erwdhnten Filter (siehe Abbildung
b.1)). Die Dienste zur Bearbeitung der Protokolldateien werden im Folgenden kurz Be-
arbeitungsdienste genannt. Nachfolgend werden die Aufgaben der einzelnen Dienste
sowie ihre Schnittstellen beschrieben.

Verzeich- o .| HK-Berarbei-
nisdienst - tungsdienst

1SS-Bearbei-
tungsdienst

Wissens-
basis

Vorabiibertra-
gungsdienst

A

L
Filter

Abbildung 5.1: Komponenten der Infostation-Server.

IS-Server
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HK-Bearbeitungsdienst

Dieser Dienst ist fiir die Bearbeitung von Protokolldateien zustdandig, die direkt von
Hoarding-Klienten empfangen wurden. Er nutzt den externen Verzeichnisdienst, um
festzustellen, an welche benachbarten Infostationen die einzelnen Eintrédge in der Pro-
tokolldatei weitergeleitet werden miissen. Die fiir jede Infostation jeweils relevanten
Eintrdge werden in einer reduzierten Protokolldatei zusammengefasst, die anschlie-
flend an den ISS-Bearbeitungsdienst der entsprechenden Infostation gesendet wird.
Schliefdlich sorgt der HK-Bearbeitungsdienst noch fiir die Aktualisierung der in der
Zidhlertabelle enthaltenen Zihler.

Der HK-Bearbeitungsdienst bietet nur die folgende Methode nach aufien an:

e uploadLodgfile (Logfile, Channels) : Sie muss durch den mobilen Kli-
enten aufgerufen werden, um die Bearbeitung einer Protokolldatei anzustof3en.
Dabei ist Logfile  die zu bearbeitende Protokolldatei und Channels eine Be-
schreibung der wihrend der Erstellung der Protokolldatei abonnierten Informa-
tionskandle einschliefilich den jeweiligen Gewichten g (siehe Abschnitt f.6.T)).

ISS-Bearbeitungsdienst

Der ISS-Bearbeitungsdienst ist fiir die Bearbeitung von Protokolldateien zustandig, die
von anderen Infostationen empfangen wurden. Im Gegensatz zum HK-Bearbeitungs-
dienst ist hier keine Weiterleitung von Eintrdgen der empfangenen Protokolldatei not-
wendig. Folglich ist der Bearbeitungsdienst ausschliefdlich fiir die Aktualisierung der
Zidhler in der Zihlertabelle zustandig.

Der ISS-Bearbeitungsdienst bietet ebenfalls eine Methode uploadLogfile (Logfi-
le, Channels) an. Der einzige Unterschied ist, dass sie durch den HK-Bearbei-
tungsdienst eines anderen Infostation-Servers aufgerufen wird und nicht durch einen

mobilen Klienten.

Vorabubertragungsdienst

Dieser Dienst trifft die Hoarding-Entscheidung und teilt dem mobilen Klienten das
Ergebnis mit. Die Schnittstelle zu diesem Dienst umfasst folgende Methoden:
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e Objectlds determineHoardObjects(MaxObjs, Channels, Filters,

Maps) : Mit dieser Methode kann ein mobiler Klient erfragen, welche Informati-
onsobjekte vorab tibertragen werden sollten. Der obligatorische Parameter Max-
Objs gibt an, wieviele Informationsobjekte der Klient maximal speichern kann.
Alle weiteren Parameter sind optional. Channels ist wiederum die Beschrei-
bung der abonnierten Informationskanéle einschliefilich den Gewichten. Fil-

ters enthélt eine Liste der Filter, die auf die berechnete Rangliste angewendet
werden sollen. Maps schlieSlich enthélt die externen Besuchswahrscheinlich-
keitskarten, die bei der Hoarding-Entscheidung zu berticksichtigen sind. Als
Ergebnis wird eine Liste der Informationsobjekte zurtickgeliefert, die auf dem

mobilen Endgerdt zukiinftig am wahrscheinlichsten benétigt werden.

e Channels getChannels() : Diese Methode gibt eine Liste der durch die In-
fostationsinfrastruktur unterstiitzten Informationskanale zurtick. Sie wird zur

Initialisierung der Hoarding-Klienten benotigt.

e Filters getFilters() : Durch den Aufruf dieser Methode kann ein mobiler
Klient erfahren, welche Filter an der besuchten Infostation verfiigbar sind.

e HoardingArea getHoardingArea() : Diese Methode liefert eine Beschrei-
bung der Geometrie des Hoarding-Gebiets der Infostation sowie der darin ent-
haltenen Zonen. Diese Beschreibung wird fiir die Spezifikation externer Besuchs-

wahrscheinlichkeitskarten benotigt.

Als einfache Erweiterung der Architektur eines Infostation-Servers kdnnte ein lokaler
Cache angelegt werden, der hdufig benétigte Informationsobjekte vorhilt. Wiirden zu-
satzlich die Filter noch dahingehend erweitert, dass sie anstatt einer reinen Filterung
eventuell auch eine Anpassung an die Fiahigkeiten des Endgeréts vornehmen, wie bei-
spielsweise eine Reduzierung der Auflosung eines Bildes, hdtte man damit die Funk-
tionalitdt von so genannten Transcoding-Proxies [Han et al. 1998, Mohan et al. 1999] in

das Hoarding-System integriert.

5.1.2 Hoarding-Klient

Der Hoarding-Klient besteht aus einer Datenmanagement-Komponente und einem
Proxy-Dienst. Des Weiteren verfiigt jeder Hoarding-Klient {iber einen Hoard-Speicher,
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in dem die vorab tibertragenen Informationsobjekte gespeichert werden, und verwal-
tet die Protokolldatei zur Aufzeichnung der Informationszugriffe. Zusétzlich kann
jeder Hoarding-Klient einen oder mehrere so genannte Konverter bereitstellen, die die
in Abschnitt f.4.6 erwdhnten anwendungsspezifischen Schnittstellen zur Spezifikati-
on externer Besuchswahrscheinlichkeitskarten realisieren. Abbildung p.2 gibt einen
Uberblick iiber den Aufbau des Hoarding-Klienten.

Anwendung

! A
Datenmanage- Ereignis-
ment-Komponente Dienst

Protokoll-
Datei

Hoarding-Klient

A 4

Ortsinforma- | Proxy-
tions-Dienst Dienst

Hoard-
Speicher

Abbildung 5.2: Komponenten der Hoarding-Klienten.

Datenmanagement-Komponente

Die Datenmanagement-Komponente ist zustandig fiir die Aufzeichnung der Informa-
tionszugriffe in der Protokolldatei sowie fiir die Koordination der Kommunikation mit

den Infostation-Servern.

Der Datenmanagement-Komponente wird bei jedem Informationszugriff vom Proxy-
Dienst der Bezeichner des referenzierten Objekts sowie der Ort, an dem der Zugriff
auftrat, mitgeteilt. Diese Informationen hilt die Datenmanagement-Komponente in
der Protokolldatei fest.

Sobald das drahtlose LAN einer Infostation betreten wird, wird dies der Datenma-
nagement-Komponente durch den Ereignisdienst mitgeteilt. Dabei tibermittelt der
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Ereignisdienst auch die Adresse des Infostation-Servers. Darauthin initiiert die Da-
tenmanagement-Komponente die Protokolliibertragung und schliefilich die Informa-
tionsiibertragung. Zu Beginn der Informationsiibertragungsphase erfragt die Daten-
management-Komponente die Bezeichner der vorab zu tibertragenden Informations-
objekte vom Infostation-Server. Danach tiberpriift sie, ob eventuell schon einige dieser
Informationsobjekte im Hoard-Speicher vorhanden sind und fordert alle nicht vorhan-

denen Objekte vom Informationssystem an.

Die Schnittstelle der Datenmanagement-Komponente besteht aus folgenden Metho-

den:

e registerQuery(Position, ObjectID) : Uber diese Methode teilt der Proxy
der Datenmanagement-Komponente fiir jeden Informationszugriff, die Position
Position , an der er aufgetreten ist, sowie den Bezeichner ObjectlID  des refe-

renzierten Informationsobjekts mit.

e addMap(Map) : Mittels dieser Methode kann eine externe Besuchswahrschein-
lichkeitskarte Map direkt zur Datenmanagement-Komponente iibermittelt wer-

den.

e addKonverter(Konverter) : Mit dieser Methode meldet sich ein Konverter
Konverter  bei der Datenmanagement-Komponente an. Nach der Anmeldung
wird der Konverter zu Beginn jeder Informationsiibertragungsphase iiber die
Geometrie des Hoarding-Gebiets sowie der Zonen informiert und nach externen

Karten gefragt.

e Filters getFilters() : Diese Methode liefert eine Liste der verfiigbaren Fil-
ter. Diese Liste beinhaltet sowohl die Standardfilter, die von den Infostation-Ser-
vern angeboten werden, als auch die auf dem mobilen Klienten implementierten

spezifischen Filter.

o setFilters(Filters) : Mittels dieser Methode wird festgelegt, welche Filter

bei der nichsten Vorabiibertragung angewendet werden sollen.

e Channels getChannels() : Mit dieser Methode konnen die von den Infosta-

tion-Servern angebotenen Informationskanéle erfragt werden.

94



5.1 Architektur

e setChannels(Channels) : Mit dieser Methode werden die abonnierten Infor-
mationskanéle einschlieflich den Gewichtungen festgelegt. Jede Anderung der
abonnierten Kanile wird erst unmittelbar vor der nachsten Informationstibertra-

gungsphase giiltig.

o WLAN_Entered(IS_Address) : Diese Methode wird vom Ereignisdienst auf-
gerufen, um der Datenmanagement-Komponente mitzuteilen, dass das drahtlose
LAN der Infostation, mit der Adresse IS_Address betreten wurde.

o WLAN_Left(IS_Address) : Diese Methode wird analog zu WLAN_Entered be-
nutzt, um die Datenmanagement-Komponente iiber das Verlassen eines drahtlo-

sen Netzwerks zu unterrichten.

Proxy-Dienst

Der Proxy-Dienst nimmt die Informationsanfragen der Anwendungen entgegen und
erfragt die Position, an der sie aufgetreten sind, beim externen Ortsinformationsdienst.
Die entsprechenden Angaben werden an die Datenmanagement-Komponente weiter-
gegeben. Zusitzlich tiberpriift der Proxy-Dienst fiir jede Informationsanfrage, ob das
angeforderte Informationsobjekt im lokalen Hoard-Speicher vorhanden ist. Ist es vor-
handen, so wird die Anfrage unmittelbar mit diesem Objekt beantwortet. Wenn das
Objekt im Hoard-Speicher nicht gefunden wird, wird {iiberpriift, ob eine Netzwerk-
verbindung zum Informationssystem hergestellt werden kann. Gelingt dies, wird das
benotigte Objekt direkt beim Informationssystem angefordert und an die Anwendung
zuriickgegeben. Andernfalls wird eine Fehlermeldung (,,Hoard-Miss”) an die Anwen-
dung tibergeben.

Wie bei Proxy-Diensten {iiblich, miissen die Anwendungen so konfiguriert werden,
dass sie ihre Anfragen nicht direkt an das Informationssystem sondern an den Proxy-
Dienst senden. Da der Proxy-Dienst diese Anfragen direkt bearbeiten kann, sind keine

expliziten Schnittstellen-Methoden notwendig, um den Proxy-Dienst zu nutzen.

Konverter

Die Konverter dienen als anwendungsspezifische Schnittstelle zur Spezifikation ex-
terner Besuchswahrscheinlichkeitskarten. Jeder Konverter meldet sich bei der Daten-
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management-Komponente an. Danach erhilt er zu Beginn jeder Informationsiibertra-
gungsphase eine Beschreibung des Hoarding-Gebiets und der Zonen. Von der Anwen-
dung erhilt er die externen Informationen tiber die zukiinftige Bewegung des Benut-
zers im anwendungsspezifischen Format, beispielsweise die Beschreibung eines Pfads
in Form eines Polygonzuges. Der Konverter rechnet diese anwendungsspezifischen
Informationen in Besuchswahrscheinlichkeitskarten um und tibermittelt die berechne-
ten Karten an die Datenmanagement-Komponente. Fiir die gesamte Kommunikation

mit der Datenmanagement-Komponente wird nur eine Methode benétigt:

e Maps createMaps(HoardingArea) : Diese Methode wird von der Datenma-
nagement-Komponente zu Beginn der Informationsiibertragungsphase aufgeru-
fen. Der Parameter HoardingArea beinhaltet die Beschreibung des Hoarding-
Gebiets einschliefilich der Zonen. Als Ergebnis werden externe Besuchswahr-
scheinlichkeitskarten geliefert, die die von der Anwendung spezifizierten Infor-

mationen iiber die zukiinftige Bewegung des Benutzers reprasentieren.

Koexistenz mit anderen Datenverwaltungsmechanismen

Der Hoarding-Klient ist so ausgelegt, dass seine Verwendung, bis auf die Umlenkung
der Anfragen zum Proxy-Dienst, transparent ist fiir alle Anwendungen und Systeme,
die auf das Informationssystem zugreifen. Damit ist ohne weitere Mafinahmen auch
eine Koexistenz des Hoarding-Systems mit weiteren Datenverwaltungsmechanismen,
wie zum Beispiel Caching- oder Replikationsmechanismen, moglich. Das Hoarding-
System wird einfach den anderen Mechanismen nachgeschaltet (sieche Abbildung p.3).
Da die anderen Mechanismen nicht wissen, dass ihnen ein Hoarding-System nachge-
schaltet ist, kann man diese Form der Koexistenz als transparente Koexistenz bezeich-

nen.

Informations-
system

Caching /

IETC T < > Replikation

< » Hoarding < »

Abbildung 5.3: Transparente Koexistenz.

Der Nachteil dieser transparenten Koexistenz ist, dass moglicherweise die gleichen
Informationsobjekte sowohl vom Hoarding-System als auch dem vorgeschaltenen Da-
tenverwaltungsmechanismus vorgehalten werden, wodurch Speicherplatz vergeudet
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wird. Um dies zu vermeiden, diirfte nur ein gemeinsamer Datenbestand verwaltet
werden. Dazu miisste aber auch sichergestellt werden, dass die weiteren Datenverwal-
tungsmechanismen nicht mit dem Hoarding-System um Speicherplatz konkurrieren.
Daher wiére fiir eine solche synergetische Koexistenz eine tibergeordnete Strategie zur

Verwaltung des gemeinsamen Datenbestands notwendig.

5.1.3 Externe Dienste

Das Problem bei der Verwendung externer Dienste ist, dass deren Schnittstellen vari-
ieren konnen. Eine solche Verdnderung der Schnittstellen ist zu erwarten, wenn ein
Dienst A durch einen anderen Dienst B ersetzt werden soll. Verdanderungen kénnen
aber auch durch die Weiterentwicklung eines bestimmten Dienstes auftreten. Insbe-
sondere bei Verwendung der Dienste der neXus-Plattform ist zur Zeit noch mit solchen
Veranderungen zu rechnen, da die Entwicklung der Dienste noch nicht abgeschlossen
ist.

Um dieses Problem zu 16sen, wird in HorSe das bekannte Adapter-Entwurfsmuster
(Adapter Design Pattern, [Gamma et al. 1997]) eingesetzt. Dabei geht der Klient, in
diesem Fall das Hoarding-System, von einer festen Schnittstelle aus. Um diese Schnitt-
stelle auf die jeweils tatsdchliche Schnittstelle des Dienstes abzubilden, werden so ge-
nannte Adapterklassen eingefiihrt. Diese Adapterklassen implementieren die vom
Klienten erwartete Schnittstelle und erbringen die geforderte Funktionalitdt unter Ver-
wendung des verfiigbaren Dienstes. Daher hingt die Komplexitdt der Adapterklassen
stark davon ab, wie weit die vom Dienst erwartete Funktionalitit mit der erbrachten
Funktionalitat iibereinstimmt. Durch die Verwendung des Adapter-Entwurfsmusters
muss bei Anderung einer Dienst-Schnittstelle nur noch die jeweilige Adapterklasse

angepasst werden. Das Hoarding-System selbst kann unverdndert bleiben.

Nachfolgend werden die Schnittstellen der externen Dienste so beschrieben, wie sie

vom Hoarding-System erwartet werden.

Ortsinformationsdienst

Der Ortsinformationsdienst wird vom Proxy-Dienst des Hoarding-Klienten benutzt,
um die Position zu erfahren, an der eine bestimmte Informationsanfrage aufgetreten
ist. Dazu muss der Ortsinformationsdienst nur die Methode Position getPosi-
tion() anbieten, die die aktuelle Position des mobilen Endgerits liefert.
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Ereignisdienst

Der Ereignisdienst muss den mobilen Klienten mitteilen, wenn ein drahtloses LAN
einer Infostation betreten und verlassen wird. Der Ereignisdienst bietet die folgende
Methode an:

e addClient(Client) : Mit dieser Methode melden sich die Hoarding-Klienten
beim Ereignisdienst an. Nach der Anmeldung werden sie iiber die beschriebenen

Ereignisse informiert.

Um den Hoarding-Klienten den Eintritt von Ereignissen mitzuteilen, ruft der Ereignis-
dienst die Methoden WLAN_Entered beziehungsweise WLAN_Left der Datenmana-

gement-Komponente des Hoarding-Klienten auf.

Verzeichnisdienst

Der Verzeichnisdienst wird vom HK-Bearbeitungsdienst des Infostation-Servers be-
nutzt, um fiir eine Position p alle Infostationen zu erfragen, in deren Hoarding-Gebiet
sich p befindet. Zur Schnittstelle des Verzeichnisdienstes gehoren die folgenden Me-
thoden:

e registerIS(IS_Address, HoardingArea) : Diese Methode wird von Info-
stationen benutzt, um sich beim Verzeichnisdienst anzumelden. Erst nach die-
ser Anmeldung ist die Infostation dem Verzeichnisdienst bekannt. Der Parame-
ter IS_Address beinhaltet die Adresse der sich anmeldenden Infostation und
HoardingArea ist eine Beschreibung des entsprechenden Hoarding-Gebiets.

e IS _Addresses getlS_Addresses(Position) : Mit dieser Methode kénnen

die Adressen aller Infostationen erfragt werden, deren Hoarding-Gebiet die Po-
sition Position  abdecken.
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5.2 Umsetzung

Die beschriebene Architektur wurde in Java 1.2 implementiert. Die Implementierung
umfasst 91 Klassen. Fiir die entfernte Kommunikation zwischen den einzelnen Kom-
ponenten des Hoarding-Systems wird Java-RMI benutzt. Die Anwendungen kommu-
nizieren tiber das Hypertext Transferprotokoll (HTTP, [Fielding et al. 1999]) mit dem
Hoarding-System. Das Hoarding-System selbst benutzt ebenfalls HTTP, um auf das

Informationssystem zuzugreifen.

Fiir die Kommunikation mit der Aufienwelt wird HTTP eingesetzt, weil es dadurch
moglich ist, alle gdngigen Web-Browser unmittelbar durch das Hoarding-System zu
unterstiitzen. Dies schlieft alle Browser-basierten Anwendungen und Systeme, wie
beispielsweise ViLisf] (siehe Abschnitt p.3.2), mit ein. Um das Hoarding-System nutzen
zu konnen, muss in den Browser-Optionen lediglich der Port des Proxy-Dienstes des
Hoarding-Klienten eingetragen werden. Ferner ergibt sich durch die Verwendung von
HTTP ein einfach zu realisierender Migrationspfad fiir die Integration des Hoarding-
Systems in die neXus-Plattform (siehe Abschnitt .3.3).

5.2.1 Infostation-Server
Initialisierung

Um fiir die anderen Komponenten erreichbar zu sein, muss sich jeder Infostation-Ser-
ver bei einem RMI-Register registrieren. Die Adresse des Infostation-Servers setzt sich
aus dem Namen des Rechners, auf dem das Register lauft, dem Port, an das das Regi-
ster gebunden ist und einem eindeutigen Bezeichner der Infostation zusammen.

Den Namen des Rechners, auf dem das fiir einen Infostation-Server zustdndige Regi-
ster lduft, sowie den entsprechenden Port, liest der Infostation-Server beim Start aus
einer Konfigurationsdatei. Diese Konfigurationsdatei enthilt noch eine Reihe weite-
rer Parameter, die fiir den Betrieb des Infostation-Servers notwendig sind, wie zum
Beispiel die maximale Lange der Zugriffswahrscheinlichkeitstabellen und die Namen
von Initialisierungsdateien. Alle diese Parameter konnen beim Start der Infostation

vom Betreiber tiber die graphische Oberfliche nochmals verdandert werden.

1h’ctp: / /vitinformatik.uni-stuttgart.de
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Zusétzliche Initialisierungsdateien beschreiben unter anderem die zu verwaltenden
Informationskanile, den initialen Inhalt der Zugriffswahrscheinlichkeitstabellen und
Besuchswahrscheinlichkeitskarten sowie das Hoarding-Gebiet der Infostation. Wo es
die Komplexitédt der beschriebenen Daten erforderlich machte, wurden diese in einer
XML-basierten Syntax beschrieben.

Tag Bedeutung Tag Bedeutung
is_pos_x  x-Koordinate des Mittel- y y-Koordinate eines Atoms
punkts des Hoarding-Gebiets
area Zuordnung einer Menge von
is_pos_y  y-Koordinate des Mittel- Atomen zu einer Zone

punkts des Hoarding-Gebiets
from_x x-Koord. der am weitesten links

radius Radius des Hoarding-Gebiets liegenden Atome eines Bereichs
sq_length Kantenldnge der Atome from_y y-Koord. der am weitesten unten
) ] liegenden Atome eines Bereichs
zone Beschreibung einer Zone
] ) ) to_x x-Koord. der am weitesten rechts
id Bezeichner einer Zone liegenden Atome eines Bereichs
patch Zuor dnung eines Atoms zu to_y y-Koord. der am weitesten oben
einer Zone liegenden Atome eines Bereichs
X x-Koordinate eines Atoms

Tabelle 5.1: XML-Tags zur Beschreibung eines Hoarding-Gebiets und ihre Bedeutung.

Bei der Beschreibung von Hoarding-Gebieten wird vereinfachend davon ausgegangen,
dass diese immer eine kreisformige Flache haben. Im erweiterten Verfahren ist jedes
Hoarding-Gebiet in Atome unterteilt. Diese Atome sind gleich grofie Quadrate mit
einer konfigurierbaren Kantenldnge und wurden fiir die Implementierung eingefiihrt,
um eine einheitliche Beschreibung der Zonen zu erméglichen. Jede Zone besteht aus
einem oder mehreren dieser Atome. Tabelle p.1] enthilt die XML-Tags, die fiir die Be-
schreibung eines Hoarding-Gebiets und seiner Zonen notwendig sind. In Abbildung
p.4 ist ein Beispiel fiir die Beschreibung eines Hoarding-Gebiets angegeben. Atome,
die durch die Beschreibungsdatei keiner Zone zugeordnet werden, werden in einer so

genannten Restzone zusammengefasst.

Benutzungsoberflache

Das Hauptfenster der Benutzungsoberfliche (siehe Abbildung p.5(a)) zeigt dem Be-
treiber eines Infostation-Servers alle Parametereinstellungen sowie die verwalteten In-
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<is_pos_x> 2355.0 </is_pos_x> <zone>
<is_pos_y> 5643.0 </is_pos_y> <id> Bibliothek </id>
<radius> 100 </radius> <patch>
<sqg_length> 20.0 </sq_length> <x> -4 </x>
<y> 1</y>
</patch>
<zone> <area>
<id> Kiosk </id> <from_x> -5 </from_x>
<patch> <from_y> 2 </from_y>
<x> -3 </x> <to_x> -3 </to_x>
<y> -1 <ly> <to_y> 2 </to_y>
</patch> </area>
</zone> </zone>

Abbildung 5.4: Beschreibung eines Hoarding-Gebiets.

formationskandle und die Zonen des Hoarding-Gebiets an. Falls die Verbindung zum
RMI-Register unterbrochen wurde, kann der Betreiber iiber den , Rebind”-Knopf ver-
suchen, diese Verbindung wieder herzustellen, ohne den Server neu zu starten. Fer-
ner konnen Zugriffswahrscheinlichkeitstabellen und Besuchswahrscheinlichkeitskar-
ten jederzeit gespeichert, geladen oder geloscht werden. Thr Inhalt kann auf Wunsch
in einem eigenen Fenster angezeigt werden. Das Gleiche gilt fiir das Hoarding-Gebiet

und seine Zonen.

5.2.2 Hoarding-Klient
Initialisierung

Wie beim Start eines Infostation-Servers werden auch beim Start eines Hoarding-Kli-
enten die Voreinstellungen der verschiedenen Parameter aus einer Konfigurationsda-
tei gelesen. Darin ist zum Beispiel das Verzeichnis angegeben, unter dem der Hoard-
Speicher zu finden ist, sowie die maximale Grofse des Hoard-Speichers und der Port,

an dem der Proxy-Dienst Anfragen der Anwendungen entgegen nehmen soll.

Die in der Datei enthaltenen Voreinstellungen kénnen ebenfalls beim Start eines Hoar-
ding-Klienten tiiber die graphische Benutzungsoberflache gedndert werden. Sind be-
reits beim Start des Hoarding-Klienten Informationsobjekte im Verzeichnis des Hoard-
Speichers enthalten, beispielsweise aus fritheren Laufen, so kann darauf unmittelbar
nach dem Start zugegriffen werden, ohne dass eine Informationsiibertragung durch-
gefiihrt wird.
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Abbildung 5.5: Benutzungsoberflichen der Hoarding-System-Komponenten.

Benutzungsoberflache

Neben den Voreinstellungen zeigt das Hauptfenster der Benutzungsoberflache des

Hoarding-Klienten die von den Infostationen angebotenen Filter, sowie die lokal ver-

fiigbaren Filter an (siehe Abbildung p.5(b)). Der Benutzer kann aus den angezeigten

Filtern eine beliebige Anzahl auswihlen, die bei der nidchsten Informationsiibertra-

gung angewendet werden sollen. Zu Testzwecken wurde auf den Infostation-Servern

ein Filter fiir Bilder im gif-Format implementiert und auf der Seite der Hoarding-Kli-

enten ein Filter fiir Bilder im jpg-Format, der gegebenenfalls zum Infostation-Server

tibertragen wird. Wie der Transfer des Filter-Codes durchgefiihrt wird, ist detailliert

in [Hegele 2001] beschrieben.

Ferner kann der Benutzer aus einer Liste der unterstiitzten Informationskandle, dieje-

nigen auswéhlen, die er abonnieren mochte und die jeweiligen Gewichte spezifizieren.
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5.2 Umsetzung

Schliefslich wird noch eine Reihe von Statusinformationen angezeigt, wie zum Beispiel
der Inhalt des Hoard-Speichers und der Protokolldatei sowie Informationen {iber eine

mogliche Verbindung zu einer Infostation.

5.2.3 Externe Dienste

Um das Hoarding-System testen zu konnen, wurden in der Diplomarbeit [Hegele
2001] alle bendtigten externen Dienste in einer einfachen Form implementiert. Da die-
se Dienste nur zu Testzwecken entworfen wurden und in einem realen Einsatz des
Hoarding-Systems durch Dienste der jeweiligen Infrastruktur ersetzt werden, lag der
Schwerpunkt beim Entwurf auf einer einfachen Realisierungsmoglichkeit.

Ortsinformationsdienst

Der implementierte Ortsinformationsdienst basiert auf der Verwendung eines GPS-
Sensors sowie der in der Studienarbeit [Hassler 2000] entwickelten Java-Klassen zur
Abfrage eines solchen Sensors. Bei jedem Informationszugriff fragt der Proxy-Dienst
des Hoarding-Klienten tiber diese Klassen die aktuelle geographische Position des mo-

bilen Endgerits beim GPS-Sensor ab.

Da GPS-Sensoren aus technischen Griinden innerhalb von Gebduden nicht eingesetzt
werden konnen, wurden fiir die meisten Tests die geographischen Positionen nicht
vom GPS-Sensor erfragt, sondern aus einer Datei, in der zuvor typische Positionen

gespeichert wurden, ausgelesen.

Ereignisdienst

Der implementierte Ereignisdienst nutzt das Simple Network Management Protokoll
(SNMP, [Case et al. 1990]), um bei den Zugangspunkten (Access Points) der drahtlosen
Funknetze aller Infostationen die IP-Adressen der mobilen Endgeréte zu erfragen, die
sich im jeweiligen Empfangsbereich befinden. Sobald ein neues Gerat hinzukommt,
wird diesem {iiber den Aufruf der WLAN_Entered Methode die Adresse des zuge-
horigen Infostation-Servers mitgeteilt. Die Adressen der Zugangspunkte sowie der
zugehorigen Infostation-Server liest der Ereignisdienst aus einer Konfigurationsdatei.
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5 Implementierung

Eine alternative Realisierung wére gewesen, direkt an der Netzwerkkarte des mobilen
Endgerits abzufragen, ob und wenn ja mit welchen Zugangspunkt sie assoziiert ist.
Die Adresse des Zugangspunkts hétte dann einfach auf die Adresse der Infostation
abgebildet werden konnen. Leider scheiterte dieser Ansatz daran, dass die Herstel-
ler der Netzwerkkarten die Treiberschnittstellen ihrer Karten nicht offen legen, wes-
halb auf Informationen tiber den assoziierten Zugangspunkt nicht zugegriffen werden

kann.

Eine weitere Moglichkeit wire, die Infostationen periodisch Nachrichten (Beacons) in-
nerhalb ihres LANs rundsenden zu lassen, die ihre Adresse beinhalten. Sobald ein
Endgerdt dann in den Empfangsbereich eines drahtlosen LANs kommen wiirde, wiir-
de es die Nachricht der jeweiligen Infostation empfangen. Das Problem bei diesem
Ansatz war, dass ohne die Verwendung von Mobile IP [Perkins 1996], das gegen-
wartig an der Fakultdt Informatik noch nicht installiert ist, alle Zugangspunkte zum
gleichen Subnetz gehoren miissen. Sonst konnte ein Endgerédt nach dem Wechsel des
Zugangspunkts und damit des Subnetzes nicht mehr iiber seine IP-Adresse angespro-
chen werden. Wenn jedoch alle Zugangspunkte zum gleichen Subnetz gehoren, wiirde
ein mobiles Endgerat die Nachrichten aller Infostationen empfangen, sobald irgendein

Zugangspunkt erreichbar ist.

Verzeichnisdienst

Der Verzeichnisdienst wurde als zentralisierter Dienst implementiert, der die Adressen
der Infostation-Server und die Beschreibungen der zugehorigen Hoarding-Gebiete in

einer Hash-Tabelle verwaltet.

Da die implementierten externen Dienste genau die vom Hoarding-System erwarteten
Schnittstellen realisieren, war die Implementierung der Adapterklassen sehr einfach.
Sie miissen jeweils nur die Anfragen des Hoarding-Systems an den jeweiligen Dienst
und umgekehrt die Nachrichten von den Diensten an das Hoarding-System weiterlei-

ten.

5.3 Einsatzbeispiele

In diesem Abschnitt wird beschrieben, wie das entwickelte Hoarding-System in Ver-

bindung mit einigen typischen Systemen eingesetzt werden kann. Bei den ersten bei-

104



5.3 Einsatzbeispiele

den Systemen, dem Web-Browser und ViLis, konnte der Einsatz auch praktisch durch-
gefiihrt werden, wahrend die Integration in neXus nur als Ausblick dienen kann, wie
HorSe zukiinftig in neXus integriert werden kann, sobald funktionsfdhige Prototypen

der Plattform zur Verfiigung stehen.

5.3.1 Web-Browser

Der Verwendung von HorSe zur Unterstiitzung von drahtlosem Surfen im WWW ist
sehr einfach. Es muss lediglich in den Einstellungen des Web-Browsers die Verwen-
dung eines Proxy-Dienstes spezifiziert werden und der Hoarding-Klient als Proxy-

Dienst angegeben werden.

Obwohl der in HorSe integrierte HTTP-Parser nur GETAnfragen bearbeitet, funktio-
niert HorSe im Zusammenspiel mit einem Web-Browser sehr gut. Selbst komplexe
WWW-Seiten, beispielsweise solche mit Rahmen, werden durch den Proxy-Dienst des
Hoarding-Klienten korrekt bearbeitet.

5.3.2 ViLis

ViLis ist ein System, das im Rahmen eines Studienprojekts in der Abteilung Verteil-
te Systeme, entwickelt wurde. Es realisiert die in [Leonhardi et al. 1999] vorgestellte
Metapher einer virtuellen Litfasdule. Bei einer virtuellen Litfafssdule handelt es sich
um ein Objekt, das nur als Datenstruktur im Rechner existiert, dem aber eine feste
geographische Position in der realen Welt zugeordnet ist. Zusétzlich ist jeder virtu-
ellen Litfaisdule ein Sichtbarkeitsbereich in der realen Welt zugeordnet. Sobald ein
Benutzer des ViLis-Systems diesen Sichtbarkeitsbereich betritt, wird ihm die jeweilige
Litfafssdule angezeigt und er kann die mit dieser Litfafisdule verbundene Information
einsehen (siehe Abbildung p.6).

Der Einsatz von HorSe zur Unterstiitzung von ViLis gestaltet sich dhnlich einfach wie
die Zusammenarbeit mit einem Web-Browser. Das liegt primér daran, dass ViLis in
einen Web-Browser integriert ist und sich daher die Anfragen des ViLis-Systems aus
Sicht des Hoarding-Klienten nicht von denen eines Web-Browsers unterscheiden.

Ein Vorteil von ViLis ist, dass jede verfiigbare Information einer virtuellen Litfafssdule
fest zugeordnet ist und nur innerhalb des Sichtbarkeitsbereichs dieser Litfasdule auf
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Abbildung 5.6: Benutzungsoberfldche des ViLis-Systems.

die Information zugegriffen werden kann. Bei ViLis handelt es sich also um ein inha-
rent ortsbezogenes System, was besonders hohe Trefferraten erwarten ldsst und auch
die Angabe initialer Zugriffswahrscheinlichkeitstabellen erleichtert.

5.3.3 neXus

Die zentrale Komponente der neXus-Plattform ist ein Modell der realen Welt, das um
virtuelle Objekte erweitert ist [Hohl et al. 1999]. Die von der Plattform unterstiitz-
ten Anwendungen greifen auf dieses so genannte Augmented World Model tiber eine
spezielle Anfragesprache, die Augmented World Query Language (AWQL) zu. Das
Modell selbst ist in einer speziellen Beschreibungssprache, der Augmented World Mo-
deling Language (AWML), reprasentiert. Da in AWQL sehr komplexe Anfragen mog-
lich sind, die sich auch noch auf verschiedene im Augmented World Model verfiigbare
Informationsquellen beziehen konnen, ist fiir die Bearbeitung dieser Anfragen in der
neXus-Plattform eine globale Foderationskomponente vorgesehen.

Allerdings ist diese globale Foderationskomponente zu umfangreich, um ihre Funk-
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5.3 Einsatzbeispiele

tionalitat vollstandig auf einem mobilen Endgerat zu replizieren. Daher kann in einem
entkoppelten Betrieb nur ein Teil der Funktionalitdt der Foderationskomponente er-
bracht werden. Wie diese Teilfunktionalitdt erbracht wird und welchen Umfang sie
haben wird, ist noch Gegenstand der aktuellen Forschung in der neXus-Forschergrup-
pe. Fest steht bislang, dass es eine spezielle, mobile Foderationskomponente geben
wird, die diese Teilfunktionalitdt in einem entkoppelten Betrieb erbringen wird.

AWQL-Anfragen konnen nicht direkt an HorSe weitergeleitet werden, da der Proxy-
Dienst des Hoarding-Klienten HTTP-Anfragen erwartet. Die derzeitige Planung ist
jedoch, dass die mobile Foderationskomponente, die AWQL-Anfragen in HTTP-An-
fragen umsetzt und auch aus HTTP-Antworten giiltige AWML-Beschreibungen ge-
nerieren kann. Damit konnte HorSe unverdndert in neXus-integriert werden. Ferner
wird es auch einfache neXus-Anwendungen geben, deren Kommunikation direkt tiber
HTTP abgewickelt wird. Diese Anwendungen kénnen HorSe selbstverstandlich auch
problemlos nutzen. In Abbildung p.7 ist die Integration von HorSe in neXus nochmals
im Uberblick dargestellt.

| AWQL 3| Mobile Fodera- |TTP-requesty
—— ti
AWML tionskomponente <" " :
Proxy-Dienst
Anwendung des Hoarding-
Klienten
< HTTP-request »
HTTP-reply

Abbildung 5.7: Integration des Hoarding-Systems in neXus.

Die vom Hoarding-System bendtigten externen Dienste werden alle in die neXus-Platt-
form integriert sein. Die Funktionalitdt des Verzeichnisdienstes kann direkt durch das
Augmented World Model in Verbindung mit der globalen Foderation erbracht werden.
Die Infostationen miissen dazu, zusammen mit einer Beschreibung ihrer Hoarding-Ge-
biete, lediglich als Objekte in das Modell eingebracht werden. Die Infostationen sind
bereits schon als Klasse in der Klassenhierarchie zur Modellierung der Augmented
World in neXus vorgesehen [Messmer 2001, Hegele 2001]. In [Hegele 2001] ist auch
die Anfrage an das Augmented World Model in AWQL angegeben, die alle Infostatio-

nen liefert, deren Hoarding-Gebiete eine bestimmte Position abdecken.
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Kapitel 6

Simulationsumgebung

In diesem Kapitel wird die Simulationsumgebung beschrieben, die fiir die Evaluierung
des Vorabiibertragungsverfahrens (siehe Kapitel []) benutzt wurde [Kubach et al. 2001].
Zundchst wird erldutert, warum es erforderlich war, fiir diese Evaluierung eine spezi-
elle Simulationsumgebung zu entwickeln und wo die Defizite existierender Model-
le, insbesondere bei der Simulation eines mobilen, ortsabhdngigen Informationszu-
griffs, liegen. Anschliefend wird das Simulationsmodell sowie die in der Studien-
arbeit [Hegele 2000] entstandene Implementierung der Simulationsumgebung vorge-
stellt. Aufgrund ihrer Flexibilitdt ist die Simulationsumgebung fiir die Evaluierung

beliebiger ortsbezogener Informationssysteme geeignet.

6.1 Problemstellung

Zwar existiert eine Reihe von Modellen sowohl zur Modellierung der Mobilitdt von
Benutzern als auch fiir die Modellierung von Informationszugriffen. Allerdings wird
in jedem dieser Modelle jeweils nur einer der beiden Aspekte, das heifst entweder die
Mobilitat oder die Informationszugriffe, betrachtet. Daher ist es mit diesen Modellen
nicht moglich, eine Beziehung zwischen der Mobilitit und den Informationszugriffen
herzustellen und somit festzustellen, auf welche Informationen an einem bestimm-
ten Ort zugegriffen wird oder an welchen Orten eine bestimmte Information benétigt
wird. Aber gerade solche Fragestellungen sind bei der Evaluierung ortsbezogener Sys-
teme, wie dem in dieser Arbeit vorgestellten Verfahren, von besonderer Bedeutung.

108



6.2 Verwandte Arbeiten

Des Weiteren existieren bislang keine Modelle, die die in ortsbezogenen Informations-
systemen vorhandenen Beziehungen von Informationen und geographischen Orten
nachbilden. Da aber ortsbezogene Systeme gerade diese Beziehungen ausnutzen, ist
es fiir ihre Evaluierung unerlasslich, diese Beziehungen zu modellieren, das heifst fest-
zulegen, welche Informationen an bestimmten Orten iiberhaupt verfiigbar sind und

welche Informationen wo bevorzugt werden.

Um existierende Mobilititsmodelle und Informationszugriffsmodelle in ein tiberge-
ordnetes Modell zu integrieren, das dariiber hinaus auch noch die Beziehungen zwi-
schen Orten und Informationen berticksichtigt, musste ein neues Simulationsmodell

entwickelt werden.

6.2 Verwandte Arbeiten

Nachfolgend werden existierende Mobilitdtsmodelle und Informationszugriffsmodel-
le beschrieben. Einige von ihnen werden im entwickelten Simulationsmodell einge-

setzt, um bestimmte Teilaspekte des Benutzerverhaltens zu modellieren.

6.2.1 Mobilitatsmodelle

Die existierenden Mobilititsmodelle konnen in die drei Klassen, Random-Walk-Mo-
delle, Bewegungsmuster-basierte Modelle und Bewegungsbedarfsmodelle, eingeteilt

werden.

Random-Walk-Modelle

Ein sehr gebrduchliches und einfaches Mobilitdtsmodell ist das Random-Walk-Modell.
In diesem Modell wird die Geschwindigkeit und die Richtung der zukiinftigen Bewe-
gung eines Benutzers zu bestimmten diskreten Zeitpunkten auf zufillige Werte fest-
gelegt, die dann bis zu einer erneuten Festlegung gtiltig sind. Solche Random-Walk-
Modelle werden zum Beispiel in [Zonoozi & Dassanayake 1997] und [de Nitto Persone
et al. 1998] eingesetzt.
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Bewegungsmuster

Andere Autoren, wie zum Beispiel Liu & Maguire Jr. (1995), behaupten, dass die Be-
wegung eines Benutzers nicht rein zuféllig ist, sondern auch von regelméfSiigen Bewe-
gungsmustern getrieben wird. In [Liu et al. 1998] wird beispielsweise eine kreisfor-
mige Bewegung als hdufig auftretendes Muster beschrieben. Bei dieser kreisférmigen
Bewegung kehren die Benutzer, nachdem sie eine Reihe von Orten besucht haben, stets
wieder zu ihrem Ausgangspunkt zuriick. Ein Beispiel fiir eine solche kreisformige Be-
wegung sind Berufspendler, die morgens zu ihrem Arbeitsplatz fahren und am Abend
wieder nach Hause zuriickkehren. Dabei konnen auch mehrere Kreise verschachtelt
sein. Wenn beispielsweise der Berufspendler von seinem Arbeitsplatz aus andere Orte
besucht und danach wieder zu seinem Arbeitsplatz zurtickkehrt, entsteht dadurch ein

neuer Kreis, der in dem Kreis, der die ganztdgige Bewegung beschreibt, integriert ist.

Teilweise werden Random-Walk-Modelle und Bewegungsmuster kombiniert. Auch
das in [Liu et al. 1998] beschriebene Modell ist ein solches kombiniertes Modell. Es
handelt sich um ein hierarchisches Modell, das zwei Ebenen unterscheidet. Die obe-
re Ebene beschreibt die Bewegung zwischen Zellen und die untere Ebene modelliert
die Bewegung innerhalb einer Zelle. Die obere Ebene basiert auf Bewegungsmustern,

wiahrend in der unteren Ebene ein Random-Walk-Modell verwendet wird.

Bewegungsbedarf

In Verkehrsplanungssystemen, wie [INRO Consultants Inc. 2000], wird Mobilitédt oft
dadurch modelliert, dass der Bewegungsbedarf Einzelner oder einer Gruppe von Per-
sonen nachgebildet wird. Modelle dieser Art versuchen den Anlass einer Bewegung
nachzubilden. Man kann zwei Arten von Bewegungsbedarfsmodellen (travel demand
models) unterscheiden [Oppenheim 1995]: die beschreibenden Modelle (descriptive
travel demand models) und die verhaltensorientierten Modelle (behavioral travel de-

mand models).

Die beschreibenden Modelle stiitzen sich auf Start-Ziel-Matrizen, die Informationen
dartiiber enthalten, wieviele Menschen sich zwischen jedem moglichen Paar von Start-
und Ziel-Orten bewegen. Fiir die Erstellung der Matrizen ist in der Regel eine grofie
Menge von Daten, die die Bewegungen der Menschen beschreiben, erforderlich. Diese
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Daten miissen meist in aufwendigen Erhebungen gesammelt werden. Die beschrei-
benden Modelle kdnnen nur eingesetzt werden, um ein bekanntes, beobachtetes Bewe-
gungsverhalten im Rechner nachzubilden. Sie konnen nicht eingesetzt werden, wenn
keine Daten zur Erstellung der Start-Ziel-Matrix vorliegen, weil sie den Bedarf fiir eine

Bewegung nicht plausibel erklédren.

In den verhaltensorientierten Modellen [Scourias & Kunz 1999] wird die Mobilitit der
Benutzer als Ergebnis verschiedener, individueller Entscheidungen der Benutzer be-
trachtet. Entsprechend versuchen diese Modelle nachzubilden, welche Entscheidungs-
moglichkeiten die Benutzer wahrend ihrer Bewegung beziiglich des Bewegungsab-
laufs haben und wie sie ihre Entscheidungen treffen. Sehr hdufig wird davon ausge-
gangen, dass jede Bewegung beziehungsweise Reise eines Benutzers einem bestimm-
ten Ziel dient und dass der Benutzer versucht dieses Ziel mit dem geringsten Aufwand

zu erreichen (Prinzip des geringsten Aufwands).

6.2.2 Informationszugriffsmodelle

Viele Arbeiten zur Modellierung von Informationszugriffen sind im Umfeld des World
Wide Web angesiedelt. Ein wichtiger Aspekt dieser Modelle ist die Popularitét ein-
zelner Informationsobjekte, das heifst die Verteilung der Informationszugriffe auf die

einzelnen Informationsobjekte.

In einer Reihe von Arbeiten [Glassman 1994, Crovella & Bestavros 1996, Nishikawa
et al. 1998] wird bei der Simulation von Informationszugriffen davon ausgegangen,
dass die Zugriffswahrscheinlichkeiten auf die einzelnen Informationsobjekte Zipf-ver-
teilt sind. Durch die Analyse umfangreicher Zugriffsprotokolle auf sechs verschiedene
hochfrequentierte WWW-Server konnte in [Breslau et al. 1999] gezeigt werden, dass
die Verteilung der Informationszugriffe auf die einzelnen Informationsobjekte eines
WWW-Servers Zipf-dhnlich ist. In der vorliegenden Arbeit wurde ein existierendes
ortsbezogenes Informationssystem analysiert und dadurch verifiziert, dass auch in
ortsbezogenen Informationssystemen eine Zipf-dhnliche Verteilung beobachtet wer-
den kann (siehe Abschnitt /7). Da die Zipf-dhnliche Verteilung die reale Verteilung
der Zugriffswahrscheinlichkeiten am besten nachbildet, wurde sie auch fiir die in Ka-
pitel [] beschriebenen Simulationen verwendet. Im Folgenden wird die Zipf-dhnliche
Verteilung daher kurz ndher beschrieben.
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Abbildung 6.1: Zipf-Verteilung und Zipf-dhnliche Verteilung.

Angewandt auf die Zugriffswahrscheinlichkeiten von Informationsobjekten, wie zum
Beispiel WWW-Seiten, besagt das Gesetz von Zipf [Zipf 1949], dass die Zugriffswahr-
scheinlichkeit auf ein Informationsobjekt umgekehrt proportional zu seinem Beliebt-
heitsrang ist, das heifst wird auf das beliebteste Objekt mit der Wahrscheinlichkeit ¢
zugegriffen, so wird auf das i.-beliebteste Objekt mit der Wahrscheinlichkeit § zuge-
griffen.

Die erwdhnten Untersuchungen von Breslau et al. (1999) haben jedoch gezeigt, dass
die tatsachlichen Zugriffswahrscheinlichkeiten nur einer so genannten Zipf-dhnlichen
Verteilung folgen, bei der auf das i.-beliebteste Objekt mit einer Wahrscheinlichkeit
proportional zu — zugegriffen wird, wobei fiir o meist Werte beobachtet wurden, die
ein wenig kleiner als eins sind. Je kleiner der Wert von o wird, umso geringer ist die

Konzentration der Informationszugriffe auf die beliebtesten Informationsobjekte.

DEFINITION 6.1 (ZIPF-AHNLICHE VERTEILUNG)

Sei eine Menge von Informationsobjekten gegeben. Dann sind die Zugriffs-
wahrscheinlichkeiten auf diese Objekte Zipf-dhnlich verteilt mit dem Pa-
rameter o, wenn auf das i.-beliebteste Informationsobjekt mit der Wahr-

scheinlichkeit

zugegriffen wird.

Sind n Informationsobjekte in der betrachteten Menge enthalten, so folgt aus der Rand-
1

bedingung > p(i) = 1 unmittelbar Q, = . Fuir den Spezialfall o = 1 entspricht die
i=1

L
el

o

i=1
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Ziptf-dhnliche Verteilung der Zipf-Verteilung gemafs dem Gesetz von Zipf. In Abbil-
dung pb.]] sind die Zugriffszahlen, die man mit einer echten Zipf-Verteilung und einer
Zipf-dhnlichen Verteilung mit v = 0.8 bei 1000 Informationszugriffen auf 50 verschie-
dene Informationsobjekte erhilt, gegentibergestellt.

Ein weiterer wichtiger Aspekt von Informationszugriffsmodellen ist die Anzahl der
Zugriffe, die pro Zeiteinheit zu erwarten sind. In [Ye et al. 1998] wird von einer Gleich-
verteilung der Zugriffszahlen pro Zeiteinheit ausgegangen. Die meisten anderen Au-
toren [Sistla et al. 1998, Rodriguez & Biersack 1998] nehmen hingegen eine Poisson-
Verteilung an. Auf die mit dem Vorabtibertragungsverfahren erzielten Trefferraten hat
die Anzahl der Zugriffe pro Zeiteinheit jedoch keinen Einfluss. Daher wird dieser
Aspekt nachfolgend nicht mehr weiter betrachtet.

6.3 Simulationsmodell

6.3.1 Uberblick

Das in dieser Arbeit verwendete Simulationsmodell basiert auf einem Graph G(V, E),
der die Infrastruktur eines Ausschnitts aus der realen Welt reprasentiert. Daher wird
er als Infrastrukturgraph bezeichnet. Die Knoten des Graphen reprisentieren Orte,
die die simulierten Benutzer moglicherweise besuchen. Die Kanten modellieren die
Verbindungen, wie Strafien, Fuffwege, oder Schienen, zwischen diesen Orten. Es wird
vorausgesetzt, dass der Infrastrukturgraph zusammenhéngend ist, das heifst dass es
fur jedes beliebige Knotenpaar (i, j) einen Pfad von ¢ nach j gibt. Fiir die Evaluierung
in Kapitel [] wurde ein Graph mit 115 Knoten und 150 Kanten verwendet, der die In-
nenstadt von Stuttgart modelliert. In der Darstellung dieses Graphen in Abbildung p.2

sind zur besseren Ubersichtlichkeit einige Knoten und Kanten nicht wiedergegeben.

Fiir die Modellierung der Benutzerbewegungen wird ein verhaltensorientiertes Bewe-
gungsbedarfsmodell eingesetzt. Entsprechend wird davon ausgegangen, dass die Rei-
se eines Benutzers stets dem Ziel dient, einen oder mehrere Orte, die im Infrastruktur-
graphen représentiert sind, zu besuchen. Als Voreinstellung wird ferner davon aus-
gegangen, dass die Benutzer, dem Prinzip des geringsten Aufwands folgend, die als
Ziel ausgewdhlten Orte auf dem kiirzesten moglichen Pfad besuchen. Die entwickel-

te Simulationsumgebung erlaubt es aber auch, diese Voreinstellung zu dndern (siehe
Abschnitt p.4).
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Abbildung 6.2: Infrastrukturgraph zur Modellierung der Stuttgarter Innenstadt.

Um die Simulationsumgebung so flexibel wie moglich gestalten zu konnen, werden
alle weiteren Teilaspekte des mobilen Informationszugriffs durch drei separate Sub-
modelle beschrieben: das Besuchsmodell, das Informationsmodell und das Zugriffs-
modell. Dadurch ist es moglich einzelne Submodelle jederzeit auszutauschen, ohne
dass davon die anderen Aspekte betroffen sind. Dies ist insbesondere dann wichtig,
wenn die Simulationsumgebung zur Evaluierung weiterer ortsbezogener Systeme ein-

gesetzt werden soll.

Die Grundidee der fiir die Evaluierung dieser Arbeit eingesetzten Submodelle ist die
Unterscheidung zwischen bevorzugten Orten, die von besonderem Interesse fiir die
Benutzer sind, und nicht bevorzugten Orten. Soll beispielsweise der Informations-
zugriff von Touristen simuliert werden, konnten die Orte, an denen sich Sehenswiir-
digkeiten befinden, bevorzugte Orte sein. Die Menge der bevorzugten Orte kann frei
gewdhlt werden und ist fiir alle Submodelle gleich.
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6.3.2 Besuchsmodell

Das Besuchsmodell wird benutzt, um die Zielknoten auszuwihlen, die ein Benutzer
wdahrend einer Reise besuchen mochte. Ein einfaches Besuchsmodell konnte zum Bei-
spiel aus den Knoten des Infrastrukturgraphen eine feste Anzahl zuféllig auswihlen,
wobei jeder einzelne Knoten mit der gleichen Wahrscheinlichkeit als Ziel gewahlt wird.

In der Evaluierung in Kapitel [] wurde ein Besuchsmodell benutzt, das jedem Knoten
des Infrastrukturgraphen eine bestimmte Auswahlwahrscheinlichkeit zuordnet. Dabei
kann zwischen bevorzugten und nicht bevorzugten Orten unterschieden werden, weil
in der Regel die Benutzer bevorzugte Orte mit einer hoheren Wahrscheinlichkeit als
Ziel einer Reise auswidhlen werden. Damit hat das verwendete Besuchsmodell zwei
Parameter: die Auswahlwahrscheinlichkeit p, eines bevorzugten Ortes und die eines
nicht bevorzugten Ortes p,,.

6.3.3 Informationsmodell

Das Informationsmodell ist fiir die Modellierung der Beziehungen zwischen den In-
formationsobjekten und den Orten verantwortlich. Es legt fest, auf welche Informati-
onsobjekte von welchen Orten aus zugegriffen werden kann. Wollte man einen ortsun-
abhédngigen Informationszugriff simulieren, miisste das Informationsmodell festlegen,
dass von jedem beliebigen Ort aus auf alle Objekte zugegriffen werden kann. In einem
inhdrent ortsabhidngigen System ware jedem Ort nur eine bestimmte Teilmenge aller
Informationsobjekte zugeordnet, wobei alle diese Teilmengen paarweise disjunkt sein

missten.

Das verwendete Informationsmodell ordnet jedem Ort eine feste Anzahl von Informa-
tionsobjekten zu, die ausschlieSlich vom jeweiligen Ort aus referenziert werden. Dabei
kann den bevorzugten Orten eine grofiere Anzahl an Objekten zugeordnet werden als
den nicht bevorzugten, weil zu erwarten ist, dass mehr Informationen tiber die fiir die

Benutzer interessanten Orte angeboten werden.

Zusitzlich zu diesen lokalen Informationsobjekten ist im verwendeten Informations-
modell ein globaler Informationsvorrat vorgesehen, dessen Objekte von allen Orten
aus angefragt werden. Die Grofie dieses globalen Informationsvorrats wird durch

den Parameter a, festgelegt. Weitere Parameter des verwendeten Informationsmodells
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sind die Anzahl der Objekte a,, die bevorzugten Orten zugeordnet sind, sowie die An-
zahl a,, der den nicht bevorzugten Orten zugeordneten Objekte. Die in den Parametern
a, und a,, festgelegten Werte konnen an jedem Ort um einen zufélligen, gleichverteilten
Prozentsatz variieren. Die maximale Abweichung wird durch den Parameter a. kon-
trolliert. Durch geeignete Wahl der Parameter ist es mit diesem Informationsmodell
moglich, das gesamte Spektrum von inhédrent ortsbezogenen bis zu nicht ortsbezoge-

nen Informationssystemen zu simulieren.

6.3.4 Zugriffsmodell

Das Zugriffsmodell legt fest, wieviele Informationszugriffe ein Benutzer beziehungs-
weise seine Anwendung an jedem Ort durchfiihrt und wie sich diese Zugriffe auf die
einzelnen an dem jeweiligen Ort gemdfl dem Informationsmodell verfiigbaren Infor-
mationsobjekte verteilen. Beispielsweise konnte fiir die Anzahl der Zugriffe eine Nor-
malverteilung angenommen werden und fiir die Verteilung der Zugriffswahrschein-

lichkeiten eine Gleichverteilung.

Im Informationsmodell, das in Kapitel [] verwendet wird, bestimmt ein Parameter 7,
die Anzahl der Informationsobjekte, die an bevorzugten Orten angefragt werden, und
ein weiterer Parameter r,, die Anzahl der an nicht bevorzugten Orten referenzierten
Objekte. Auch hier werden zwei verschiedene Parameter fiir bevorzugte und nicht
bevorzugte Orte verwendet, weil davon auszugehen ist, dass an bevorzugten Orten
mehr Informationen angefordert werden. Auch die Werte der Parameter 7, und r,
konnen an jedem Ort um einen zufilligen, gleichverteilten Prozentsatz variieren. Hier

wird die maximale Abweichung durch den Parameter 7. kontrolliert.

Ein weiterer Parameter p, bestimmt, mit welcher Wahrscheinlichkeit auf Objekte des
globalen Informationsvorrats zugegriffen wird. Fiir die Verteilung der Zugriffe auf die
Objekte des globalen Informationsvorrats sowie auf die den einzelnen Orten zugeord-
neten Objekte wurde eine Zipf-dhnliche Verteilung mit dem Parameter a angenom-
men.

6.4 Simulationsalgorithmus

Jede Simulation besteht aus einer konfigurierbaren Anzahl n von unabhédngigen Tou-

ren durch den Infrastrukturgraphen. Jede Tour einer Simulation wird mit den gleichen
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Parametereinstellungen simuliert. Am Ende einer Simulation werden die Ergebnisse
der Simulation, in denen alle simulierten Touren bertiicksichtigt sind, angezeigt. Auf
Wunsch kann auch eine Protokolldatei erstellt werden, in der alle Informationszugriffe
und Bewegungen der simulierten Benutzer protokolliert werden.

Der erste Schritt des Simulationsalgorithmus (siehe Algorithmus p.1)) ist die Berech-
nung einer Matrix mit den kiirzesten Pfaden des Infrastrukturgraphen. Diese Matrix
enthalt fiir jedes Knotenpaar (i, j) den kiirzesten Pfad von ¢ nach j sowie dessen Lan-
ge. Die in der Matrix gespeicherte Information wird spéter fiir die Berechnung der
kiirzesten Routen benétigt.

Berechne Matrix mit kiirzesten Pfaden;
fori=1tondo
zielknoten = besuchsmodell.bestimmteZielknoten();
kiirzesteRoute = bestimmeKiirzesteRoute(zielknoten);
5. for all v € kiirzesteRoute do
referenzierteObjekte = zugriffsmodell.bestimmeReferenzierteObjekte(v);
Registriere Anfragen und Ort in Protokolldatei;
Aktualisiere Zahler;
end for
10: end for

Algorithmus 6.1:  Simulationsalgorithmus.

AnschliefSend werden nacheinander die n unabhéngigen Touren simuliert. Die Simu-
lation jeder einzelnen Tour beginnt mit der Bestimmung der Knoten, die der simu-
lierte Benutzer als Zielknoten seiner Tour auswéhlt. Fiir diese Bestimmung wird das

Besuchsmodell benutzt.

Danach muss die Route bestimmt werden, auf der die Zielknoten besucht werden.
Neben den Zielknoten enthilt diese Route im Allgemeinen noch eine Reihe weiterer
Knoten, die jeweils auf dem Weg von einem Zielknoten zum néchsten liegen. Wie
bereits erwdhnt wurde, wird standardmaéfig die kiirzeste mogliche Route gewaihlt.
Auf Wunsch kann die Reihenfolge, in der die Zielknoten besucht werden, auch zufal-
lig gewdhlt werden. Des Weiteren wurde die ,Néachst gelegener Nachbar”-Heuristik
(Nearest Neighbor Heuristics) implementiert, bei der ausgehend von einem zufallig
ausgewdhlten Zielknoten, immer der am ndchst gelegene Knoten als nidchstes besucht
wird. In [Lawler et al. 1985] werden empirische Analysen erwdhnt, die zeigen, dass
die mit dieser Heuristik gefundenen Routen im durchschnittlichen Fall nur ca. 15%
langer sind, als die kiirzeste mogliche Route.
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Mit Hilfe des Zugriffsmodells wird fiir jeden Knoten auf der Route bestimmt, welche
Informationsobjekte der simulierte Benutzer dort anfordert. Das Informationsmodell
wird dabei nicht direkt vom Simulationsalgorithmus benutzt, sondern nur indirekt
tiber das Zugriffsmodell referenziert. Schliefdlich werden die Informationszugriffe und
der jeweils besuchte Knoten gegebenenfalls in der Protokolldatei festgehalten, sowie
die Zahler, in denen die Ergebnisse aus den einzelnen Touren zusammengefasst wer-
den, aktualisiert. Unter anderem werden die Anzahl der Anfragen fiir jedes Informa-

tionsobjekt, sowie die Anzahl der Besuche jeden Ortes gezihlt.

Damit ist die Simulation einer einzelnen Tour abgeschlossen und der nidchste Durch-

gang beginnt, bis schliefslich die Anzahl der zu simulierenden Touren erreicht ist.

Das bekanntermafien NP-vollstandige Problem des Handlungsreisenden [Lawler et al.
1985] ist ein Spezialfall der im Simulationsalgorithmus durchgefiihrten Berechnung
einer kiirzesten Route, bei dem alle Knoten des Infrastrukturgraphen als Zielknoten
ausgewdhlt wurden. Daher ist auch die im Simulationsalgorithmus durchzufiihrende
Berechnung im Allgemeinen NP-vollstindig. Um die Problemgrofle moglichst klein
zu halten, wird der Infrastrukturgraph G vor der Berechnung der kiirzesten Route auf

einen kleineren Graphen G'(V’, E’) reduziert.

Die Knotenmenge V' des reduzierten Graphen beinhaltet ausschliefllich die Zielkno-
ten der jeweiligen Tour. Jedes Knotenpaar in V' wird durch eine Kante verbunden.
Dabei wird der Kante zwischen zwei Knoten ¢ und j die Lange des kiirzesten Pfades
zwischen diesen beiden Knoten im Originalgraph G zugewiesen. Abbildung b.3 zeigt
einen einfachen Infrastrukturgraphen (Abbildung p.3(a)) und die Reduktion fiir die
Zielknoten A, B, C, D (Abbildung p.3(b}).

In diesem reduzierten Graphen ist nun das Problem des Handlungsreisenden zu 16-
sen. Es hat sich gezeigt, dass auf aktueller Standard-PC-Hardware in akzeptabler Zeit
eine exakte Losung fiir bis zu zehn Zielknoten gefunden werden kann [Hegele 2000].
Sollen mehr als zehn Zielknoten besucht werden, empfiehlt es sich, die ebenfalls im-
plementierte ,Minimaler Spannbaum”-Heuristik (Minimum Spanning Tree Heuristics,
[Lawler et al. 1985]) zu verwenden. Diese Heuristik hat nur noch eine Komplexitédt von
O(n?) und findet garantiert eine Losung, die maximal doppelt so lang ist, wie die kiir-
zeste mogliche Route. Der Benutzer der Simulationsumgebung kann einen Grenzwert
tiir die Anzahl der Zielknoten spezifizieren, bis zu dem die exakte Berechnung durch-
gefiihrt werden soll. Wenn mehr Knoten als Zielknoten ausgewéhlt wurden, wird au-
tomatisch die Heuristik verwendet.
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=361 C

(a) Infrastrukturgraph. (b) Reduzierter Graph.

(c) Losung im reduzierten Graph (dicke Li- (d) Losung im Originalgraph.
nien).

Abbildung 6.3: Berechnung der kiirzesten Route fiir die Zielknoten A, B, C und D.
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Unabhéngig davon ob eine exakte Losung des Problems berechnet wurde oder ob die
Heuristik eingesetzt wurde, muss die gefundene Route (Abbildung b.3(c)) in den Ori-
ginalgraphen tibertragen werden. Die Route im Originalgraphen (Abbildung b.3(d))
wird folgendermafien bestimmt: Die Zielknoten werden in der Reihenfolge besucht
wie sie durch die Losung des Problems des Handlungsreisenden im reduzierten Gra-
phen gefunden wurde. Als Weg zwischen zwei Zielknoten wird immer der kiirzeste
mogliche Pfad zwischen diesen beiden Knoten, wie er in der Matrix der kiirzesten

Pfade gespeichert ist, benutzt.

6.5 Implementierung

Die Simulationsumgebung wurde in Java 1.2 implementiert. Ein wichtiges Ziel beim
Entwurf der Architektur war es, eine moglichst grofse Flexibilitdt zu gewéahrleisten, so
dass die Simulationsumgebung auch iiber den Rahmen dieser Arbeit hinaus eingesetzt

werden kann.

6.5.1 Architektur

Abbildung p.4 gibt einen Uberblick iiber die Architektur der Simulationsumgebung.
Der eigentliche Simulationsalgorithmus wird durch den Simulatorkern implementiert.
Die verwendeten Submodelle sind jeweils in eigene Klassen gekapselt. Dadurch kon-
nen sie jederzeit durch andere Submodelle ersetzt werden, ohne dass hierzu Anderun-

gen im Simulatorkern oder den anderen Submodellen notwendig waren.

Die Architektur sieht sogar vor, dass der Benutzer des Simulators aus einer Modell-
bibliothek diejenigen Submodelle tiber die graphische Oberfldche auswéhlt, die er fiir
die Simulation benutzen mochte. Allerdings sind bisher neben den fiir diese Arbeit
verwendeten Submodellen nur sehr einfache Submodelle implementiert. Analog kann
der Benutzer den zu verwendenden Infrastrukturgraphen aus einer Bibliothek aus-
wihlen. Neben dem in Abschnitt p.3 erwdhnten Graphen, sind momentan noch einige
eher theoretisch motivierte Graphen, z.B. Gitter, und einige kleinere Graphen, die zu

Testzwecken eingesetzt wurden, verfiigbar.
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Abbildung 6.4: Die Architektur der Simulationsumgebung.

Der Modellbibliothek konnen jederzeit neue Submodelle hinzugefiigt werden. Da-
bei muss lediglich darauf geachtet werden, dass ein neues Submodell, die vom Simu-
latorkern erwartete Schnittstelle implementiert. Besuchsmodelle miissen die Metho-
de Vertex[] getDestinations() implementieren, die eine Menge von Zielkno-
ten als Ergebnis liefert. Ferner wird eine Methode float getVisitProbabili-
ty(Vertex) erwartet, die die Besuchswahrscheinlichkeit eines Knoten liefert.

Jedes Informationsmodell muss die Methoden InformationObjects[] getAsso-

ciatedObjects(Vertex) und int getTotalNumberOfObjects() bereitstellen.
Die erste Methode liefert die Informationsobjekte, auf die an einem bestimmten Ort
zugegriffen werden kann, wihrend die zweite Methode benutzt wird, um die Anzahl

der Informationsobjekte im gesamten Informationsraum zu erfragen.

Die Zugriffsmodelle schliefSlich miissen die Methode InformationObjects[] ge-
tAccessedObjects(Vertex) anbieten, mit der die an einem bestimmten Ort tat-
sdchlich referenzierten Informationsobjekte bestimmt werden konnen.

Die Aufgabe des Submodell-Managers ist es, gegebenenfalls neue Submodelle zu in-
stantiieren und diese entsprechend den Einstellungen des Benutzers zu konfigurieren.

6.5.2 Benutzungsoberflache

Nach dem Start der Simulationsumgebung wird das Hauptfenster, wie in Abbildung

b.5 wiedergegeben, angezeigt. Hier kann der Benutzer zunédchst den zu verwendenden
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Infrastrukturgraphen auswihlen (1). Dabei konnen auch vom Benutzer selbst definier-
te Graphen, die in einem XML-basierten Format beschrieben werden [Hegele 2000],
ausgewdhlt werden. Nach dem Laden eines Graphen wird zunéchst tiberpriift, ob die-
ser zusammenhédngend ist. SchliefSlich werden dem Benutzer Informationen tiber den
geladenen Graphen, wie zum Beispiel die Zahl der Knoten, angezeigt. Der Benutzer

kann auch eine graphische Anzeige des Graphen in einem getrennten Fenster abrufen.

Bl Simulation Environment (SErv; B X
File Graph Results Help
Submadels Simulation runs
Yisit Madel (1) Infarmation Maodel (2) Access Madel (3) | Mext simulation
Mame Mame | O MName Mo, af runs: 100
Simple mobility model [ [Simple information ... 14 |[Simple access madel Mt Fo. BEuertices: g
Ded.vertices mability.. | |Ded vertices infarma... 1- |Ded.wvertices access ..
Max. no. of vertices: 38
Closed walk
Log results
Walk calculation rex bounds
Cpt. algorithm: 10
[ [o] [« ]E [»
Heuristics (2*opt): 15
Configure || Canfigure || Caonfigure | il e e
isit Probahility of dd#] |10 information items av|®| The same informatio Start
isit Probability of nged |1 information items aval | Information items args |
= = [ Last simulatian
1] [v] [ | D] |4 [»] " ; -
Mability model: }ver‘tlces: L J
BkEEtEic el ta Al Information madel: |other wertices J
Filename: stuttgart.gra Access model: |ver‘tex iz revisiged during awalk J
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i T 4 |. graph: stuttgart.gra
FE s
< - Ma. of runs: 100
Description: STUETD AT Clty - CRNTrE I Min./Max. no. of vertices: 0/3
Closed walk: yes
Status: appropriate Results logged as:
Options | Show | Walk calculation: opti{ld), heu(ls)
Application Information
successfully loaded! [
Textfield "Min. no. of vertices" automatically corrected to "0"!
(Textfield "Max. no. of vertices" automatically corrected to "38" 1
simulation finished!
Clear Infarmation Window

Abbildung 6.5: Hauptfenster der Simulationsumgebung.

Als nédchstes wahlt der Benutzer die gewtinschten Submodelle aus (2) und konfiguriert
sie in einem weiteren Fenster. Bevor die Simulation gestartet wird, miissen noch eini-
ge allgemeine Einstellungen zum Simulationsablauf vorgenommen werden (3). Zum

Beispiel muss die Anzahl der zu simulierenden Touren angegeben werden. Der Be-
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reich (4) schliefdlich zeigt nach erfolgreichem Abschluss einer Simulation Informatio-

nen iiber deren Verlauf an.

Zur Evaluierung der Simulationsergebnisse kann der Benutzer eine Reihe von Tabel-
len abrufen, die beispielsweise die Anzahl der Zugriffe auf jedes Informationsobjekt
anzeigen oder auch die Anzahl der Besuche jedes Knotens im Infrastrukturgraphen.
Diese Tabellen konnen auf Wunsch in einem Format gespeichert werden, das unmit-

telbar mit dem Werkzeug gnuplotf] weiterverarbeitet werden kann.

Zusatzlich konnen die Besuchshdufigkeiten in Karten, vergleichbar den Besuchswahr-
scheinlichkeitskarten aus Abschnitt f.4.4, graphisch dargestellt werden. Ferner kann
auf Wunsch, wie bereits erwdhnt wurde, der gesamte Simulationsverlauf in einer Datei
mitprotokolliert werden. Neben der Beschreibung aller Simulationsparameter enthalt
diese Datei fiir jeden Knotenbesuch einen Eintrag, der den Bezeichner des Knotens
und die dort referenzierten Informationsobjekte angibt.

Thttp:/ /www.gnuplot.org/

123



Kapitel 7

Evaluierung

Zunidchst werden in diesem Kapitel die Eigenschaften eines Informationssystems iden-
tifiziert, die die Effizienz des vorgestellten Vorabiibertragungsverfahrens beeinflussen
und Auswirkungen auf den Vorteil des erweiterten Verfahrens gegeniiber dem Basis-

verfahren haben.

Nach einer kurzen Diskussion des erwarteten Verhaltens des Vorabiibertragungsver-
fahrens in Abhédngigkeit von diesen Eigenschaften, schliefit sich eine mathematische

Analyse der zu erwartenden Trefferraten an.

Am Ende des Kapitels werden die umfangreichen Simulationen, die mit der im vor-
herigen Kapitel vorgestellten Simulationsumgebung und der in Kapitel f beschriebe-
nen Implementierung des Vorabiibertragungsverfahrens durchgefiihrt wurden, vor-
gestellt. Die Wahl der Parameter des Simulationsmodells wurde auf Grundlage einer
Analyse eines existierenden ortsbezogenen Informationssystems getroffen. Eine Be-
schreibung dieser Analyse ist ebenfalls Bestandteil dieses Kapitels.

7.1 Eigenschaften eines Informationssystems

Die Effektivitdt der vorgestellten Verfahren und der Vorteil des erweiterten Verfah-
rens gegeniiber dem Basisverfahren hingen von einer Reihe von Eigenschaften des
unterstiitzten Informationssystems ab. In diesem Abschnitt werden diese Parameter
des Informationssystems beschrieben und mit Hilfe der in Abschnitt B.]] eingefiihrten

Konzentrationsmafie werden MafSe definiert, um sie zu quantifizieren.
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7.1.1 Definitionen

Ein wichtiger Faktor fiir die Effektivitit der Vorabiibertragung von Informationen ist
die Verteilung der Informationszugriffe auf die einzelnen Informationsobjekte eines
Informationsraums. Wenn sich ein grofier Anteil der Anfragen auf wenige Informati-
onsobjekte konzentriert, dann konnen mit wenigen vorab iibertragenen Objekten viele
Anfragen beantwortet werden. Dabei ist auch die absolute Anzahl der Informations-
objekte, auf die sich die Anfragen konzentrieren, von Bedeutung. Folglich wird das
Maf fiir diese Konzentration, das nachfolgend als Fokussierung bezeichnet wird, mit
Hilfe des Herfindahl-Koeffizienten definiert.

DEFINITION 7.1 (FOKUSSIERUNG)

Sei IR ein Informationsraum und h : IR — N die Haufigkeitsverteilung,
die jedem Informationsobjekt in /R die absolute Haufigkeit zuordnet, mit
der es innerhalb eines wohldefinierten Zeitraums referenziert wurde. Dann
ist die Fokussierung des Informationsraums /R der Herfindahl-Koeffizient
der Verteilung h.

Die Konzentration der Zugriffe, die innerhalb einer bestimmten Zone auftreten, auf
die einzelnen Informationsobjekte spielt fiir die Effektivitdt des erweiterten Verfahrens
eine entscheidende Rolle. Als Mafs fiir diese Konzentration der Informationszugriffe
innerhalb der einzelnen Zonen dient die mittlere lokale Fokussierung eines Informati-
onssystems. Sie leitet sich aus den lokalen Fokussierungen innerhalb der betrachteten

Zonen ab.

DEFINITION 7.2 (LOKALE FOKUSSIERUNG)

Sei z eine Zone und h : IR — N die Haufigkeitsverteilung, die jedem Infor-
mationsobjekt in /R die absolute Haufigkeit zuordnet, mit der es innerhalb
eines wohldefinierten Zeitraums in der Zone z referenziert wurde. Dann
ist die lokale Fokussierung innerhalb der Zone = der Herfindahl-Koeffizi-

ent der Verteilung h.

DEFINITION 7.3 (MITTLERE LOKALE FOKUSSIERUNG)

Sei das Abdeckungsgebiet eines Informationssystems in eine Menge von
Zonen Z unterteilt und sei h : Z — N eine Funktion, die jeder Zone die
Anzahl der dort innerhalb eines wohldefinierten Zeitraums aufgetretenen
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Informationsanfragen zuordnet. Sei ferner f : Z — [0, 1] eine Funktion
die jeder Zone z die lokale Fokussierung in z zuordnet. Dann ist die mitt-
lere lokale Fokussierung F' eines Informationssystems definiert durch das
gewichtete arithmetische Mittel der lokalen Fokussierungen aller betrach-

teten Zonen:
h(z)

F=y M
a7 ez (i)

- f(2)

Die mittlere lokale Fokussierung hangt natiirlich von der gewédhlten Zoneneinteilung
ab. Bei Vergleichen muss daher immer die gleiche Zoneneinteilung zu Grunde gelegt

werden.

Da das vorgeschlagene Verfahren die Ortsbezogenheit der Informationen ausnutzt, hat
die Abhédngigkeit der Zugriffswahrscheinlichkeit auf ein Informationsobjekt vom Auf-
enthaltsort der Benutzer ebenfalls eine starke Auswirkung auf die Wirksamkeit des
Verfahrens. Um auch dafiir ein Maf} zu haben, wird die Ortsbezogenheit eines Infor-

mationsobjekts wie folgt definiert:

DEFINITION 7.4 (ORTSBEZOGENHEIT)

Sei das Abdeckungsgebiet eines Informationssystems in eine Menge von
Zonen Z unterteilt. Sei IO ein Informationsobjekt und h : Z — N eine
Haufigkeitsverteilung, die jeder Zone z die Haufigkeit zuordnet, mit der
das Informationsobjekt /O in der Zone z innerhalb eines wohldefinierten
Zeitraums referenziert wird. Dann wird der Gini-Koeffizient der Verteilung
h als Ortsbezogenheit des Informationsobjekts /O bezeichnet.

Die Ortsbezogenheit eines Informationsobjekts hdangt ebenfalls von der gewéhlten Zo-
neneinteilung ab. Um die Ortsbezogenheit eines Informationsobjekts auch als Mafs
dafiir verwenden zu kénnen, wieviel Nutzen aus eventuell verfiigbarem Wissen iiber
die zukiinftigen Aufenthaltsorte eines Benutzers gezogen werden kann, muss der Gi-
ni-Koeffizient zur Definition benutzt werden. Dass der Herfindahl-Koeffizient unge-
eignet ist, kann an den Verteilungen aus Tabelle B.2 verdeutlicht werden, wenn man
annimmt, dass sie nicht die Haufigkeiten angeben, mit denen auf verschiedene Infor-
mationsobjekte zugegriffen wird, sondern die Haufigkeiten mit denen in verschiede-
nen Zonen auf ein bestimmtes Informationsobjekt zugegriffen wird. Bei der ersten

Verteilung kann dann kein Nutzen aus der Information gezogen werden, welche der
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drei Zonen ein Benutzer besuchen wird, weil in allen drei Zonen gleich haufig auf das
Informationsobjekt zugegriffen wird. In der zweiten Verteilung hingegen kann man
ableiten, dass bei einem Besuch der Zonen eins bis vier wahrscheinlicher auf das In-
formationsobjekt zugegriffen werden wird als bei einem Besuch der Zonen sechs bis
zehn. Trotzdem ist der Herfindahl-Koeffizient in der ersten Verteilung hoher, weil er
auch die absolute Konzentration, die fiir die Hoarding-Entscheidung keine Vorteile
bringt, bertiicksichtigt.

Die Ortsbezogenheit eines einzelnen Informationsobjekts hat nur einen geringen Ein-
fluss auf die Gesamtleistung des Vorabiibertragungsverfahrens. Um eine Aussage dar-
tiber zu machen, miissen alle Informationsobjekte eines Informationsraums betrachtet
werden. Dies fiihrt zur Definition der mittleren Ortsbezogenheit eines Informations-

raums:

DEFINITION 7.5 (MITTLERE ORTSBEZOGENHEIT)

Sei IR ein Informationsraum und h : IR — N die Haufigkeitsverteilung,
die jedem Informationsobjekt in /R die absolute Haufigkeit zuordnet, mit
der es innerhalb eines wohldefinierten Zeitraums referenziert wurde. Sei
ferner o : IR — [0, 1] eine Funktion, die jedem Informationsobjekt seine
Ortsbezogenheit zuordnet. Dann ist die mittlere Ortsbezogenheit O des In-
formationsraums definiert als gewichtetes arithmetisches Mittel der Orts-

bezogenheiten aller Informationsobjekte in diesem Informationsraum:

0= —h@) -0(2
0= 2 iy

Damit mit dem erweiterten Verfahren hohere Trefferraten als mit dem Basisverfahren
erzielt werden, sollten die Benutzer jeweils nur einen kleinen Teil aller Zonen innerhalb
eines Hoarding-Gebiets besuchen. Werden nur wenige Zonen besucht, dann kénnen
tiir jede der besuchten Zonen mehr Informationsobjekte vorab tibertragen werden, als
wenn sehr viele Zonen besucht werden. Die mit dem erweiterten Verfahren innerhalb
eines Hoarding-Gebiets erzielte Trefferrate hangt also auch von der Besuchsrate der

Benutzer beziiglich den Zonen ab:

DEFINITION 7.6 (BESUCHSRATE)
Sei Z die Menge aller Zonen eines Hoarding-Gebiets und sei B die Menge
der innerhalb eines wohldefinierten Zeitraums beobachteten Besuche des
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Hoarding-Gebiets. Sei weiter n : B — N eine Funktion, die jedem Besuch
des Hoarding-Gebiets die Zahl der dabei besuchten Zonen zuordnet. Dann
ist die Besuchsrate BR definiert als der mittlere Anteil der besuchten Zonen:

1 n(b)
BR=— .50
B 2Tz

7.1.2 Erwartetes Verhalten

Wenn die Fokussierung eines Informationsraums hoch ist, dann werden bereits mit
dem Basisverfahren hohe Trefferraten erzielt werden, weil es auch die beliebtesten In-
formationsobjekte identifizieren kann und ein grofier Anteil der Anfragen sich auf die-
se Objekte beziehen wird. In diesem Fall ist der potenzielle Vorteil des erweiterten
Verfahrens geringer als bei einem schlechten Abschneiden des Basisverfahrens.

Um dartiber zu entscheiden, ob der Einsatz des erweiterten Verfahrens lohnt, reicht
es nicht, nur die mittlere Ortsbezogenheit eines Informationsraums zu betrachten. Ei-
ne hohe Ortsbezogenheit ist zwar eine notwendige Bedingung fiir den lohnenswerten
Einsatz des erweiterten Verfahrens, wie man aus dem Beispiel in Abbildung se-
hen kann, ist sie jedoch keine hinreichende Bedingung. Die Matrix zeigt, wie hédufig
in jeder Zone auf die einzelnen Informationsobjekte zugegriffen wird. Alle Zugriffe
innerhalb einer bestimmten Zone sind in einer Zeile angegeben. Alle Zugriffe auf ein
bestimmtes Informationsobjekt sind in einer Spalte angegeben. Damit gibt der Wert in
Zeile i und Spalte j an, wie hdufig in Zone i auf das Informationsobjekt j zugegriffen
wird. Die mittlere Ortsbezogenheit des Informationsraums ist sehr hoch, weil auf alle
Informationsobjekte ausschliefilich von einer Zone aus zugegriffen wird. Da es aber
immer die gleiche Zone ist, kann kein Nutzen aus dem Wissen gezogen werden, wel-
che Zonen ein Benutzer besucht. Daher bietet das erweiterte Verfahren in diesem Fall

keinen Vorteil gegeniiber dem Basisverfahren.

Fiir einen vorteilhaften Einsatz des erweiterten Verfahrens muss zusitzlich noch die
mittlere lokale Fokussierung hoch sein. Eine hohe mittlere lokale Fokussierung bedeu-
tet, dass es in jeder Zone klar favorisierte Informationsobjekte gibt. Aus der hohen
Ortsbezogenheit folgt dann, dass die Favoriten in den einzelnen Zonen voneinander
verschieden sind. Denn sobald ein Informationsobjekt in vielen Zonen gleich beliebt
oder unbeliebt ist, ist seine Ortsbezogenheit gering. Besuchen die Benutzer dann auch

noch nur einen kleinen Teil der Zonen eines Hoarding-Gebiets, so werden die mit dem
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il 13 14 p i T2 i3 4 I3
200 0 0 0 O 22710 0 10 0 O
2|0 0 0 0 O 2|0 0 10 0 O
z3 |10 10 10 10 10 z310 0 10 0 O
z2/0 0 0 0O O z4/0 0 10 0 O
z|10 0 0 0 O z510 0 10 0 O

(a) ortsbezogen. (b) fokussiert.

Abbildung 7.1: Ortsbezogene und lokal fokussierte Zugriffsmatrix.

erweiterten Verfahren erzielten Trefferraten hoch sein. Das Beispiel aus Abbildung
.1(b) zeigt, dass eine hohe mittlere lokale Fokussierung alleine ebenfalls nicht aus-
reicht, um automatisch einen hohen Nutzen aus dem erweiterten Verfahren ziehen zu
konnen. Dort ist zwar die mittlere lokale Fokussierung sehr hoch, weil aber in al-
len Zonen das gleiche Informationsobjekt bevorzugt wird, kann kein Nutzen aus dem

Wissen gezogen werden, welche Zonen ein Benutzer besuchen wird.

7.1.3 Mathematische Analyse

In den nachfolgenden Analysen wird davon ausgegangen, dass die tatsdchlich vorlie-
genden Zugriffs- und Besuchswahrscheinlichkeiten durch die Tabellen und Karten der
Infostationen exakt nachgebildet werden. Bei den Analysen des erweiterten Verfahrens
wird grundsétzlich davon ausgegangen, dass die jeweils besuchten Zonen dem Vorab-

tibertragungsverfahren von externen Informationsquellen exakt mitgeteilt werden.

Fokussierung

Fiir die Analyse der Auswirkung unterschiedlicher Fokussierungen wird vereinfa-
chend angenommen, dass das gesamte Abdeckungsgebiet des Informationssystems
aus einem einzigen Hoarding-Gebiet besteht.

Sei p(i) die Zugriffswahrscheinlichkeit auf das i.-beliebteste Informationsobjekt inner-
halb eines Hoarding-Gebiets. Dann kann die mit dem Basisverfahren zu erwartende
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Trefferrate E7T5, wie bereits in Abschnitt f.5.7 erldutert wurde, folgendermafsen be-

rechnet werden:
s

ETp(S) = ZP(Z%

=1
wobei S die Anzahl der vorab {iibertragbaren Informationsobjekte ist.

Der Maximalwert eins der Fokussierung wird erreicht, wenn sich alle Informations-
zugriffe auf ein bestimmtes Objekt beziehen. Dann ergibt sich eine zu erwartende
Trefferrate von 1, sobald mindestens ein Objekt vorab {ibertragen wird. Die minimale
Fokussierung \I_i?«l in einem Informationsraum /R ergibt sich, wenn auf alle Objekte mit
der gleichen Wahrscheinlichkeit zugegriffen wird. Das bedeutet, dass fiir die Zugriffs-
wahrscheinlichkeit auf jedes Objekt i gilt: p(i) = ﬁ.
erwartende Trefferrate: ETp(S) = ﬁ - S. In Abbildung @ sind die zu erwartenden
Trefferraten fiir die maximale und minimale Fokussierung in Abhdngigkeit von der

Daraus ergibt sich fiir die zu

Anzahl der vorab tibertragenen Objekte wiedergegeben. Fiir die Grofie des Informati-

onsraums wurde ein Wert von 1000 Informationsobjekten angenommen.

T T T T
1 -
08 P
Q - - -
S o6/ .
(] / e
o [ .
= 04, - - max. Fokussierung
P alpha=1.0 -
i e alpha=0.8 ---------
0.2 I alpha=0.6 ]
e min. Fokussierung -----
0 il 1 1 1 1
0 200 400 600 800 1000

Anzahl vorab Gibertragener Objekte

Abbildung 7.2: Zu erwartende Trefferraten fiir unterschiedlich fokussierte Informati-
onsraume.

Die entsprechenden Kurven fiir beliebige weitere Zugriffswahrscheinlichkeitsvertei-
lungen und damit auch fiir beliebige Fokussierungen liegen alle innerhalb des von
den beiden Geraden fiir die minimale und maximale Fokussierung und der Ordina-
ten-Achse aufgespannten Dreiecks. Die weiteren Kurven in Abbildung [/.7 zeigen die
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zu erwartenden Trefferraten

S 1

. 1 1 Zz 1 z”
ETs(S) = ZP(Z) Z IR 1 o Z\Hﬂ 1
i=1 i=1 i=1 4@ =1 4o
fiir Zipf-dhnliche Verteilungen mit Werten « = 1.0, @ = 0.8 und a = 0.6 fiir den

Parameter «. Fiir die Fokussierungen F' ergeben sich, gemafs

|IR| Z\IRI 1
. 7 7,20‘

F: § p<l>2_ |[R1| 1 27
i=1 (Zi:l i_a>

Werte von 0.02933906569, 0.009440939350 beziehungsweise 0.003054213805.

Sofern im erweiterten Verfahren kein externes Wissen zur Verfiigung steht, sind die
hier gemachten Aussagen auch fiir das erweiterte Verfahren giiltig. Auf den Nutzen,
der aus externem Wissen gezogen werden kann, hat die globale Fokussierung keine
Auswirkung. Da der Effekt der lokalen Fokussierung auf diesen Nutzen eng mit der
Ortsbezogenheit zusammenhiéngt, wird die lokale Fokussierung gemeinsam mit der
Ortsbezogenheit im ndachsten Abschnitt diskutiert.

Ortsbezogenheit und lokale Fokussierung

Die Auswirkungen, die die Ortsbezogenheit und die lokale Fokussierung der Informa-
tionsobjekte auf die Trefferraten haben, lassen sich am einfachsten zeigen, wenn man
eine Gleichverteilung der Zugriffswahrscheinlichkeiten auf die Objekte im Informati-
onsraum annimmt.

Sei | HG| die Gesamtzahl der Hoarding-Gebiete im Abdeckungsbereich des Informati-
onssystems und sei weiter die Ortsbezogenheit beziiglich diesen Hoarding-Gebieten
maximal, dann wird auf jedes Informationsobjekt von genau einem Hoarding-Gebiet
aus zugegriffen.

Diese maximale Ortsbezogenheit kann auch bei einer niedrigen lokalen Fokussierung
auftreten, beispielsweise wenn auf alle Objekte vom gleichen Hoarding-Gebiet aus zu-
gegriffen wird. Dann erhilt man fiir die Zugriffswahrscheinlichkeit innerhalb dieses

Hoarding-Gebiets fiir alle Objekte p(i) = und fiir die zu erwartende Trefferrate in

IIR\
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diesem Gebiet: ;
1
ETs(S) =) TR~ TR
=1

Da in den tibrigen Gebieten, dann auf gar keine Informationen zugegriffen wird, macht

die Berechnung einer Trefferrate dort keinen Sinn.

Eine vergleichsweise hohe lokale Fokussierung bei gleichzeitig maximaler Ortsbezo-
genheit ergibt sich zum Beispiel, wenn die Mengen der innerhalb der einzelnen Hoar-
ding-Gebiete referenzierten Objekte paarweise disjunkt sind und in jedem Hoarding-
Gebiet auf die gleiche Anzahl verschiedener Objekte zugegriffen wird. Dann werden
in jedem Hoarding-Gebiet ||HG‘
Zugriffswahrscheinlichkeiten auf diese Objekte gleich verteilt sind, ergibt sich fiir jedes

verschiedene Informationsobjekte referenziert. Da die

innerhalb eines bestimmten Hoarding-Gebiets referenzierte Objekt eine Zugriffswahr-

scheinlichkeit p(i) = ‘ﬁ—}fﬂ

vorab tibertragen werden konnen, erhdlt man mit dem Basisverfahren fiir die zu er-

. Wenn wiederum S Informationsobjekte an jeder Infostation

wartende Trefferrate: p

\HG|  |HC|
ET5(S Z_R TS

Damit ist die zu erwartende Trefferrate in diesem Fall linear von der Anzahl der Hoar-
ding-Gebiete abhédngig.

Bei einer minimalen Ortsbezogenheit wird hingegen auf jedes Informationsobjekt im
Informationsraum von allen Hoarding-Gebieten aus zugegriffen. Das bedeutet, dass
in jedem Hoarding-Gebiet auf alle |/R| Objekte zugegriffen wird. Damit ergibt sich
fir die Zugriffswahrscheinlichkeit innerhalb eines Hoarding-Gebiets fiir alle Objekte
p(i) = T ]R| und zwangsldufig eine minimale lokale Fokussierung. Fiir die zu erwarten-

de Trefferrate erhilt man:
S
ETp(S) =) 77~ T
=1

Die Trefferrate hdangt nicht mehr von der Anzahl der Hoarding-Gebiete ab. Die Unter-
teilung des Abdeckungsgebiets in einzelne Hoarding-Gebiete bringt hier also keinen
Vorteil.

Wie bereits erwdahnt wurde, kann die Ortsbezogenheit auch benutzt werden, um Aus-

sagen iiber den potenziellen Vorteil des erweiterten Verfahrens zu treffen. Hierzu muss
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die Ortsbezogenheit beziiglich der Zonen eines Hoarding-Gebiets, nicht mehr beziig-
lich der Hoarding-Gebiete selbst, betrachtet werden. Ferner muss hierzu die Gesamt-
zahl N der innerhalb eines Hoarding-Gebiets referenzierten Objekte anstatt der An-
zahl |1 R| der Objekte im Informationsraum, sowie die Anzahl |Z| der Zonen, in die ein
Hoarding-Gebiet unterteilt ist, anstatt der Anzahl |H G| der Hoarding-Gebiete betrach-
tet werden. Dann konnen die zuvor getroffenen Aussagen tiber das Abdeckungsgebiet
eines Informationssystems und seine Hoarding-Gebiete analog fiir ein Hoarding-Ge-

biet und seine Zonen gemacht werden.

Besuchsrate

Sei ein Hoarding-Gebiet in |Z| Zonen unterteilt und sei die Besuchsrate beztiglich die-
ser Zonen BR. Dann werden im Mittel |B| = |Z| - BR Zonen bei einem Besuch des
Hoarding-Gebiets besucht.

Seien weiterhin die Mengen der in jeder Zone referenzierten Objekte paarweise dis-
junkt und sei n, die Zahl der unterschiedlichen Objekte in jeder dieser Mengen. Ferner
wird angenommen, dass die Zugriffswahrscheinlichkeiten auf die Objekte in jeder die-
ser Mengen Zipf-dhnlich verteilt sind.

Wenn insgesamt S Objekte vorab tibertragen werden konnen und der Besuch der |B]
Zonen exakt spezifiziert wird, indem eine externe Karte angegeben wird, in der die
Besuchswahrscheinlichkeiten der besuchten Zonen auf eins gesetzt wird und die aller
anderen auf null, dann werden fiir jede der besuchten Zonen im Mittel mindestens
L%J = LM%RJ Objekte vorab iibertragen. Fiir einige Zonen wird ein Informationsob-
jekt mehr tibertragen, so dass auf jeden Fall die maximale Zahl iibertragbarer Informa-
tionsobjekte ausgenutzt wird. Fiir die in jeder Zone mit dem erweiterten Verfahren zu
erwartende Trefferrate und damit fiir die zu erwartende Gesamttrefferrate E7'j ergibt

sich: .
iy ZLW%J 1

ETg = p(i) = ===
2 e

Bei der Berechnung der zu erwartenden Trefferrate wurde vernachléssigt, dass fiir

manche Zonen tatsdchlich LIZI-L%J + 1 Objekte iibertragen werden. Daher liegt der
tatsachliche Wert der zu erwartenden Trefferrate geringfiigig tiber dem hier berechne-
ten Wert. Abbildung [/.3 zeigt die zu erwartenden Trefferraten in Abhdngigkeit von

der Besuchsrate fiir die Parameter S = 80, |Z| = 10, n, = 100, & = 0.8.
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Abbildung 7.3: Trefferrate in Abhdngigkeit von der Besuchsrate.

7.2 Analyse einer existierenden Anwendung

Fiir die Simulationen in Abschnitt /.3 war es erforderlich, die Parameter des Simu-
lationsmodells (siehe Abschnitt p.3) festzulegen. Um eine moglichst genaue Vorstel-
lung davon zu erhalten, wie diese Parameter in der Realitdt aussehen, wurde die nach-
folgend beschriebene Analyse eines existierenden mobilen Touristenfiihrers durchge-
tihrt.

Dariiber hinaus wird ein erster Eindruck von der Leistungsfahigkeit des Vorabiiber-
tragungsverfahrens in einer realen Umgebung vermittelt, indem die Trefferraten be-
stimmt werden, die mit dem Verfahren in Verbindung mit dieser Anwendung erreicht

werden.

7.2.1 Beschreibung der Daten

Im Rahmen des GUIDE-Projektsf] [Cheverst, Davies, Mitchell & Friday 2000] an der
Universitdt Lancaster wurde ein elektronischer Touristenfiihrer, der so genannte ,GUI-
DE”, entwickelt (siehe Abbildung [/4). Der ,GUIDE” stellt unter anderem Wegbe-
schreibungen, Offnungszeiten und Informationen zu historischen Gebduden bereit. Er
deckt nur einen Teil des historischen Stadtzentrums von Lancaster ab. Inzwischen
wird der ,, GUIDE” durch das Touristenbtiro von Lancaster an Touristen verliehen. Als
Hardware-Plattform wird ein Fujitsu TeamPad 7600 eingesetzt. Dabei handelt es sich

1h’ctp: / /www.guide.lancs.ac.uk/

134



7.2 Analyse einer existierenden Anwendung

um einen Windows basierten Stift-PC, dessen Batteriekapazitat fiir ca. zwei Stunden

Dauerbetrieb ausreicht.

Eg’i'lhe Lancaster GUIDE Project : http:/ /www.guide.lancs.ac.uk,/ = IEllil
Application Bookmark
¢ 2 b S 'l
&S|l | al £ |B 2 e
| Badk a3 Stop Refresh Irfa hisp Locator Help netwaok connection
=
"f\."f\‘:,- | am leading you towards the John of Gaunt Gateway to
|J St Lancaster Castle. To see this route as a map click here.
With your back to the Tourist Information Centre look
to wour right. There you will see the imposing John of
Gaunt gateway. Carefully cross over the road and walk
up the hill to toweards the Castle. The castle is still a
§ | working prison owned by her Majesty the Queen in her
right as Duke of Lancaster.
=
SRR Taur Guide f Route Guidance - | Interactive Senices ——
The Tourist Information Centre Create Repeat Show e
B ) ANew Last et @ @
- " Tour Instruction | | Instruction hessage ats
Currently receiving location updates L 1

Abbildung 7.4: Die Benutzungsoberfliche der GUIDE-Anwendung.

Die in der nachfolgenden Analyse verwendeten Protokolldaten stammen aus Feldver-
suchen, die im Rahmen dieses Projekts durchgefiihrt wurden. Diese Feldversuche sind
in der Literatur mehrfach beschrieben worden [Cheverst, Davies, Mitchell, Friday &
Efstratiou 2000, Cheverst, Davies, Mitchell & Friday 2000, Davies et al. 1998]. Die Da-
ten wurden freundlicherweise von den fiir die Implementierung des GUIDE-Systems
verantwortlichen Personen fiir die Evaluierung dieser Arbeit zur Verfiigung gestellt.

Der vollstindige Datensatz umfasst 360 kbyte und besteht aus 24 unabhangigen Proto-
kolldateien. In diesen Dateien sind jeweils alle Informationsanfragen protokolliert, die
ein Benutzer wihrend einer Besichtigungstour gestellt hat. Zusétzlich zu den Anfra-
gen wurden auch die Orte, an denen die Anfragen gestellt wurden, festgehalten. Die
24 Dateien stammen von 20 verschiedenen Benutzern, das heifst von vier Benutzern
wurden jeweils zwei Touren protokolliert. Insgesamt wurden 2639 Informationsan-
fragen protokolliert, die sich auf 385 verschiedene Informationsobjekte verteilt haben.
Unter diesen Objekten befinden sich auch solche, die keine ortsbezogenen Informatio-
nen beinhalten, wie beispielsweise Objekte zur graphischen Benutzerfiithrung, die auf
dem Server gespeichert sind. Leider ist die Unterscheidung der verschiedenen Orte
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sehr grob, so dass insgesamt nur fiinf Orte (Tourist Information Centre (TIC), Shire,
Castle, Priory und Judge) unterschieden werden.

7.2.2 Ergebnisse
Verteilung der Informationszugriffe

Anhand der vorliegenden Protokolldateien konnte die Annahme bestétigt werden,
dass die Zugriffswahrscheinlichkeiten auf einzelne Informationsobjekte Zipf-dhnlich
verteilt sind. Als eine gute Wahl fiir den Parameter « stellte sich der bereits in [Breslau
et al. 1999] vorgeschlagene Wert von 0.8 heraus. Wie Abbildung [.§ zeigt, stimmt die
tiir das GUIDE-System beobachtete Verteilung der Zugriffe sowohl insgesamt als auch
an einem einzelnen Ort sehr gut mit der theoretischen Verteilung iiberein, die sich er-
gibt, wenn Zipf-dhnlich verteilte Zugriffswahrscheinlichkeiten zu Grunde gelegt wer-

den.
450 T T T T 80 T T T T

o 400F GUIDE o | g 0r GUIDE =&
g 350 ¢ apha=1 ~ ] 5 60} Zipf1 < -
3 ggg - alpha=0.8 x 2 50 + Zipf 0.8 = |
o } i G 40 | .

S 200 |~ 1T 2 st
— m — - -
S 150 o, 1 € o0l"3 1
L % i - el -
58 Ixéﬁ%%ﬁmmm§%%@m$¥¥QQE 18 . Q?Q%%x§%%xx$m%%m

5 10 15 20 25 5 10 15 20 25
Informationsobjekte Informationsobjekte
(a) insgesamt. (b) einzelner Ort.

Abbildung 7.5: Verteilung der Zugriffe auf einzelne Informationsobjekte.

Anzahl der referenzierten Informationsobjekte

Ein weiterer wichtiger Parameter des Simulationsmodells ist die Anzahl der an einem
Ort referenzierten unterschiedlichen Informationsobjekte. Um eine Abschitzung fiir
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diesen Parameter zu erhalten, wurde in den vorliegenden Daten untersucht, auf wie-
viele verschiedene Informationsobjekte an jedem Ort zugegriffen wird. Darin sind

auch die bereits erwdhnten globalen Informationsobjekte enthalten.

In den vorliegenden Protokolldaten tauchen nur Informationsobjekte auf, auf die auch
mindestens einmal zugegriffen wurde. Sollte dennoch ein Informationsobjekt angebo-
ten werden, auf das bei allen registrierten Informationszugriffen nie zugegriffen wur-
de, so ist die Zugriffswahrscheinlichkeit auf dieses Objekt so gering, dass die Zugriffe
auf das Objekt vernachléssigbar sind.

Bei der Bestimmung der Anzahl der pro Ort referenzierten Informationsobjekte kommt
dem Ort , Tourist Information Center” (TIC) insofern eine Sonderstellung zu, als dass
es sich dabei nicht um eine einzelne touristische Attraktion handelt, sondern um ein In-
formationszentrum, das Informationen tiber alle Attraktionen anbietet. Entsprechend
weicht die Anzahl der dort referenzierten Informationsobjekte im Vergleich zu den tib-
rigen Orten nach oben ab. Fiir die tibrigen Orte ergibt sich eine durchschnittliche An-
zahl an referenzierten Informationsobjekten von 106.75. Diese Zahl ist in Abbildung

als Linie eingezeichnet.
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Abbildung 7.6: Gesamtanzahl der unterschiedlichen, an einem Ort referenzierten In-
formationsobjekte (a) und durchschnittliche Anzahl der Informations-
zugriffe eines Benutzers je Ort (b).
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Mittlere Anzahl der Informationszugriffe eines Benutzers je Ort

Wie bereits bei der Betrachtung der an einem Ort referenzierten Informationsobjekte
kommt dem Ort , Tourist Information Centre” auch hier eine Sonderstellung zu. Ent-
sprechend weicht die mittlere Anzahl der Informationszugriffe, die ein Benutzer an
diesem Ort durchfiihrt, von der an den {ibrigen Orten nach oben ab. Fiir die tibrigen
Orte ergibt sich ein Durchschnittswert von 23.357, der in Abbildung [/.6(b) wieder als

Linie eingezeichnet ist.

Eigenschaften des GUIDE-Systems

Die in Abschnitt /.1 beschriebenen Eigenschaften eines Informationssystems wurden
mit Hilfe der dort definierten Metriken fiir das GUIDE-System quantifiziert. Damit
wurden sowohl Anhaltspunkte fiir die in realen Systemen zu erwartenden Werte als
auch Vergleichswerte fiir die entsprechenden Werte des Simulationsmodells gewon-
nen. Tabelle [/.]] fasst die Werte fiir das GUIDE-System zusammen.

Metrik Wert

mittlere lokale 0.03169702349205264
Fokussierung

Fokussierung  0.02475058228935759

mittlere Orts-  0.48851837817354743
bezogenheit

Besuchsrate 0.8333333333333335

Tabelle 7.1: Werte der Metriken fiir das GUIDE-System.

Die Ortsbezogenheit der einzelnen Informationsobjekte ist recht unterschiedlich, weil,
wie zuvor beschrieben wurde, auch Objekte vorkommen, die keinen ortsspezifischen
Inhalt tragen und daher an (fast) allen Orten abgefragt werden. Abbildung
zeigt diese unterschiedlichen Ortsbezogenheiten anhand der Lorenzkurven fiir zehn
exemplarische Informationsobjekte, die entsprechend ihrer Ortsbezogenheit aufstei-
gend sortiert sind. Auf der x-Achse sind die verschiedenen Objekte abgetragen. Die y-
Achse gibt den Anteil der Orte an und auf der z-Achse sind die Trefferraten abgetra-
gen.
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Abbildung 7.7: Lorenzkurven zur Veranschaulichung der Ortsbezogenheit einzelner
Informationsobjekte (a) und Anteil der besuchten Orte je Tour (b).

Die Besuchsrate ist sehr hoch. Wie Abbildung zeigt, besuchen sehr viele Benut-

zer alle Orte. Keiner der Benutzer besucht weniger als drei der fiinf moglichen Orte.

7.2.3 Vorabibertragung von Informationen im GUIDE-Szenario

Zwei Eigenschaften des GUIDE-Systems wiirden sich auf den Einsatz des in dieser
Arbeit vorgestellten Verfahrens nachteilig auswirken. Das erste Problem ist, dass im
GUIDE die Ortsinformation nur sehr grob ist. Insgesamt werden tiberhaupt nur finf
Orte unterschieden. Folglich wird fast jeder Ort von jedem Touristen besucht. Da das
erweiterte Vorabiibertragungsverfahren aber gerade Wissen tiber nicht besuchte Orte
ausnutzt, um eine Ubertragung der zugehérigen Informationen zu vermeiden, fallt
der Vorteil dieses Verfahrens gegeniiber dem Basisverfahren im GUIDE-Szenario sehr

gering aus.

Ein weiteres Problem beim Einsatz der Vorabiibertragungsverfahren sind die nicht
ortsbezogenen Informationsobjekte, da sie fast immer vorab iibertragen werden mdis-
sen. Hier konnte es Sinn machen, diese grundsatzlich auf den mobilen Endgerédten

vorzuhalten, wodurch eine Vorabiibertragung dann nicht mehr notwendig wire.

Abbildung [/.§ zeigt die Trefferraten, die man mit beiden Vorabiibertragungsverfahren
im GUIDE-System erzielen wiirde. Um diese zu bestimmen, wurde davon ausgegan-

gen, dass jeder Benutzer zu Beginn seiner Tour Zugang zu einer Infostation hat und
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geniigend Zeit im Empfangsbereich der Infostation verbringt, um den fiir die Vorab-
tibertragung verfiigbaren Speicherplatz vollstindig auszunutzen. Fiir die Evaluierung

des erweiterten Verfahrens wurde angenommen, dass jeder Ort in einer eigenen Zone

liegt.
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Abbildung 7.8: Durchschnittlich erzielte Trefferraten.

In Vorbereitung der Tests beider Verfahren wurden die Infostationen mit allen 24 ver-
tigbaren Protokolldateien initialisiert. Das den Infostationen zur Verfiigung stehende
Wissen basierte also auf der Beobachtung von 24 Touren. Anschlieffend wurde fiir jede
der 24 Touren getrennt bestimmt, welche Trefferraten mit beiden Verfahren bei einer
gegebenen Anzahl an vorabiibertragenen Informationsobjekten erzielt worden wire.
In Abbildung [/.§ ist jeweils der Durchschnitt der ermittelten Trefferraten angegeben.

Aufgrund des kleinen Informationsraums und der damit verbundenen hohen Fokus-
sierung der Informationszugriffe werden trotz der hohen Besuchsrate bereits mit we-

nig vorabiibertragenen Informationsobjekten hohe Trefferraten erzielt.

7.2.4 Bewertung

Mit der Analyse des GUIDE-Systems konnte lediglich ein erster Eindruck vermittelt
werden, welche Trefferraten mit dem Vorabiibertragungsverfahren erzielt werden kon-
nen. Da es sich aber nur um eine konkrete Auspragung eines mobilen Informations-
systems handelt, konnte mit den GUIDE-Daten nicht festgestellt werden, wie sich die
einzelnen Parameter eines Informationssystems auf die Trefferrate auswirken.
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Ein weiterer Nachteil der GUIDE-Protokolldaten ist ihr vergleichsweise geringer Um-
fang von nur 24 Touren, der die Représentativitdt der Daten in Frage stellt. Ferner ist
das GUIDE-System eher als ein kleines Testsystem zu betrachten, was sich zum einen
in der geringen Grof3e des Informationsraums und zum anderen durch das vergleichs-

weise kleine Abdeckungsgebiet mit nur fiinf touristischen Attraktionen zeigt.

Das in dieser Arbeit vorgestellte Verfahren zielt jedoch auf sehr grofSe Informations-
rdume und Abdeckungsgebiete. Erst in solchen grofien Informationssystemen ist es
erforderlich bei der Auswahl vorab zu tibertragender Informationsobjekte moglichst
selektiv vorzugehen. Im erweiterten Verfahren wird auch von mehr unterscheidbaren
Orten ausgegangen als dies im GUIDE mit seiner rein zellbasierten Lokalisierung der
Fall ist. Insbesondere kann das erweiterte Verfahren seine Stirken erst bei einer ge-
ringeren Besuchsrate zeigen, die sich bei einem grofleren Abdeckungsgebiet und einer

genaueren Unterscheidung der Orte automatisch ergeben diirfte.

7.3 Simulationen

Die Bewertung der GUIDE-Analyse im vorherigen Abschnitt hat gezeigt, dass die Be-
urteilung der Vorabiibertragungsverfahren allein im GUIDE-Szenario fiir eine voll-
stindige Evaluierung der Verfahren nicht ausreichend ist. Daher wurden ergédnzend
die in diesem Abschnitt beschriebenen Simulationen durchgefiihrt. Dazu wurde die
Simulationsumgebung und das Simulationsmodell, wie sie in Kapitel f§ vorgestellt
wurden, verwendet. Die Wahl der Standardwerte fiir die Modellparameter wurde so
getroffen, dass ein Informationssystem nachgebildet wird, wie es fiir den typischen
Einsatz des Vorabiibertragungsverfahrens erwartet wird. Bei dieser Wahl wurden die
Erkenntnisse aus der Analyse des GUIDE-Systems beriicksichtigt. In den Simulatio-
nen wurde dann jeweils einer der Modellparameter variiert, um dessen Auswirkung

auf die erzielten Trefferraten zu analysieren.

7.3.1 Parametrisierung des Simulationsmodells
Fiir die Parametrisierung des Besuchsmodells wurden zehn Knoten des verwendeten

Infrastrukturgraphen, die von besonderem Interesse fiir Touristen sind, als bevorzug-
te Knoten ausgewdhlt. Fiir die Besuchswahrscheinlichkeit der bevorzugten Knoten
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wurde p, = 0.3 als Standardwert angenommen, im Falle nicht bevorzugter Knoten
pn = 0.0. Dies bedeutet nur, dass nicht bevorzugte Knoten nie als explizites Ziel einer

Tour ausgewihlt werden, aber dennoch besucht werden kénnen.

Entsprechend den Erkenntnissen aus der GUIDE-Analyse wurde der Parameter fiir die
Anzahl der einem bevorzugten Ort zugeordneten lokalen Informationsobjekte stan-
dardmaflig auf den Wert a, = 100 gesetzt. Da in den 106.75 durchschnittlich pro Ort
referenzierten Objekten im GUIDE die globalen Informationsobjekte bereits beinhaltet
sind, die in dem hier verwendeten Modell zu den lokalen Objekten noch hinzukom-
men, ist der Wert a, = 100 fiir das Vorabtibertragungsverfahren pessimistisch, das
heifit eher zu grof3, gewdhlt. Fiir nicht bevorzugte Orte wurde ein Wert von a,, = 5
angenommen. Diese Werte konnen zufillig um jeweils a. = 25% nach oben oder unten

variieren. Die Grofie des globalen Informationsvorrats betrug a, = 1500 Objekte.

Da in den Simulationen das mogliche Potenzial der Vorabtibertragungsverfahren ana-
lysiert werden soll, wurde zundchst von einem inhdrent ortsabhdngigen System aus-
gegangen, das heifst die Zugriffswahrscheinlichkeit auf globale Informationen wurde
mit p, = 0.0 angenommen. Spater wurde dieser Parameter variiert und somit unter-

schiedlich stark ortsbezogene Systeme simuliert.

Die Anzahl der durchschnittlich pro Benutzer an einem bevorzugten Ort abgerufenen
Informationsobjekte wurde auf den Wert r, = 25 Objekte gesetzt, fiir nicht bevorzugte
Orte wurde r, = 1 Objekt gewdhlt. Diese Werte konnten wiederum um r. = 25%
variieren, was im Falle nicht bevorzugter Orte keine Auswirkungen hat, da immer auf

ganze Informationsobjekte gerundet werden muss.

Fiir den Parameter o der Zipf-dhnlichen Verteilung der Zugriffswahrscheinlichkeiten
wurde entsprechend den Erkenntnissen aus [Breslau et al. 1999] und der GUIDE-Ana-
lyse ein Wert von o = 0.8 gewdhlt. Die Liange des Aktualisierungsintervalls A wurde

auf 100 Protokolldateien gesetzt und der Historienparameter ~ auf 0.5.

Bei der Evaluierung des erweiterten Verfahrens wurde im Allgemeinen davon ausge-
gangen, dass der genaue Pfad des Benutzers extern spezifiziert wird und dass diesem
externen Wissen voll vertraut wird (8; = 1). Zusétzlich wurde angenommen, dass sich
die Benutzer auch jeweils so verhalten, wie dies extern spezifiziert wurde und dass

jeder Ort in einer eigenen Zone liegt.

Die Anzahl der vorab tibertragbaren Informationsobjekte wurde mit 80 angenommen.
Bei einer durchschnittlichen Objektgrofie von 50 kbyte entspricht dies vier MBytes,
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einem Wert bei dem davon ausgegangen werden kann, dass er auf heute handels-
tiblichen PDAs fiir die Speicherung vorab iibertragener Informationen bereit gestellt

werden kann.

Fiir die Simulationen wurde eine Infostation betrachtet, deren Hoarding-Gebiet den
gesamten Infrastrukturgraphen abdeckt. In Vorbereitung einer jeden Simulation wur-
de die Infostation mit 1000 Protokolldateien initialisiert. Die Simulationen selbst be-
standen aus der Simulation von jeweils 100 Touren unabhéngiger Benutzer. Die Hoar-
ding-Entscheidung basierte jeweils auf dem Wissen der Infostationen, wie es nach der
Initialisierung vorlag. Fiir jede Tour wurde die erzielte Trefferrate bestimmt. Die Kur-
ven zeigen jeweils die durchschnittliche Trefferrate, die im Verlauf der 100 Touren er-

zielt wurde.

Mit den Standardparametern ergeben sich fiir die einzelnen Metriken zur Beschrei-
bung eines Informationssystems die Werte, wie sie in Tabelle /.7 angegeben sind. Die
mittlere lokale Fokussierung ist etwas hoher als im GUIDE-System, weil an jedem Ort
ausschlieSlich auf die ihm zugeordneten Informationsobjekte zugegriffen wird. Da je-
doch der gesamte Informationsraum deutlich grofser ist als im GUIDE ist die globale
Fokussierung geringer. Fiir die Bestimmung der mittleren Ortsbezogenheit wurden
nur die bevorzugten Orte betrachtet. Da der Zugriff auf globale Informationen zu-
ndchst ausgeschlossen wurde, ergibt sich, wie erwartet, fiir die Ortsbezogenheit der
Maximalwert 0.9. Die Besuchsrate ist niedriger als im GUIDE-System, weshalb nun
ein groflerer Vorteil des erweiterten Verfahrens gegeniiber dem Basisverfahren zu er-

warten ist.

Metrik Wert

mittlere lokale 0.05863611273856345
Fokussierung

Fokussierung  0.002861545600416785

mittlere Orts- 0.9
bezogenheit

Besuchsrate 0.11186956521739132

Tabelle 7.2: Werte der Metriken fiir das simulierte Informationssystem gemifs den
Standardparameterwerten.
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7.3.2 Ergebnisse
Anzahl vorab Ubertragener Informationsobjekte

Mit einer ersten Simulation wurde untersucht, welchen Einfluss die Zahl der vorab
tibertragenen Informationsobjekte auf die Trefferraten hat (siehe Abbildung [/.9(a)). Be-
reits mit dem Standardwert von 80 Objekten wird mit dem erweiterten Verfahren eine
Trefferrate von 61.5% erreicht, wihrend mit dem Basisverfahren 36% erreicht werden.
Der Grund fiir den nicht linearen Anstieg der Kurven ist, dass die populédrsten In-
formationsobjekte als erstes fiir eine Vorabiibertragung ausgewé&hlt werden, also auch
bereits wenn nur wenige Objekte iibertragen werden. Die Objekte, die mit einer stei-
genden Zahl vorab tibertragener Objekte zuséatzlich tibertragen werden, sind immer
weniger beliebt und entsprechend seltener wird darauf zugegriffen, so dass durch ihre

Vorabiibertragung die Trefferrate weniger stark zunimmt.

Zum Vergleich wurde auch die Trefferrate bestimmt, die man mit einem Caching-Ver-
fahren erzielen wiirde. Aus Griinden, die bereits in Abschnitt erlautert wurden,
ist Caching als Datenverwaltungsmechanismus in ortsbezogenen Systemen weniger
geeignet und entsprechend niedrig ist mit 22.9% die erzielte Trefferrate. Begiinstigend
wurde dabei angenommen, dass unbegrenzt viel Speicherplatz fiir das Caching zur
Verfiigung steht, so dass die ermittelte Trefferrate die maximal erzielbare Trefferrate

unabhéngig von der Ersetzungsstrategie darstellt.

Fokussierung

Um die Auswirkung unterschiedlicher Fokussierungen des Informationssystems auf
die Trefferraten zu analysieren, wurde der Parameter o der Zipf-dhnlichen Verteilung
variiert (siehe Abbildung [.9(b]). Ist o = 1, konzentrieren sich sehr viele Zugriffe auf
wenige sehr beliebte Informationsobjekte und es werden sehr hohe Trefferraten erzielt.
Bei o = 0 hingegen sind die Trefferraten sehr niedrig, da die Zugriffswahrscheinlich-
keiten dann gleich verteilt sind und beide Vorabiibertragungsverfahren keinen Nutzen
aus der Beobachtung der Zugriffswahrscheinlichkeiten ziehen kénnen. Niedrige Wer-
te von a konnten bislang in der Praxis jedoch nicht beobachtet werden. In [Breslau
et al. 1999] liegen die niedrigsten beobachteten Werte von « bei 0.64.
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Abbildung 7.9: Trefferraten in Abhdngigkeit von der Anzahl der iibertragenen Infor-
mationsobjekte (a) und dem Parameter o der Zipf-dhnlichen Zugriffs-
wahrscheinlichkeitsverteilung (b).

Ortsbezogenheit

Der FEinfluss der Ortsbezogenheit des Informationssystems auf die Trefferraten wurde
durch Variation der Zugriffswahrscheinlichkeit auf den globalen Informationsvorrat
evaluiert (siehe Abbildung [.T0(a)). Solange die Ortsbezogenheit hoch ist, das heifst
die Zugriffswahrscheinlichkeit auf den globalen Informationsvorrat ist gering, kann
das erweiterte Verfahren sehr viel Nutzen aus der Kenntnis des Bewegungspfads zie-
hen und einen entsprechend grofsen Vorteil gegeniiber dem Basisverfahren erzielen.
Der Grund dafiir ist, dass dann die Zuordnung der Objekte zu den Orten sehr deut-
lich ist und somit Objekte, die den nicht besuchten Orten zugeordnet sind, von der
Vorabiibertragung ausgeschlossen werden konnen. Mit einer zunehmenden Zugriffs-
wahrscheinlichkeit auf den globalen Informationsvorrat geht diese Zuordnung mehr
und mehr verloren, bis schliefilich an allen Orten auf die gleichen Objekte zugegriffen
wird. Dann liegt ein nicht ortsbezogenes Informationssystem vor und das erweiterte

Verfahren ist dem Basisverfahren nicht mehr tiberlegen.

Wenn die Zugriffswahrscheinlichkeit auf den globalen Informationsvorrat null ist, be-
ziehen sich alle Informationsanfragen auf eines der 1525 Informationsobjekte die ei-
nem Ort zugeordnet sind. Sobald jedoch die Zugriffswahrscheinlichkeit auf den glo-
balen Informationsvorrat erhoht wird, werden zusitzlich immer mehr der 1500 Objek-
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te des globalen Informationsvorrats referenziert. Dadurch sinkt die Fokussierung des
Informationssystems und mit ihr auch die Trefferraten. Mit einer weiteren Erhohung
der Zugriffswahrscheinlichkeit auf globale Informationen beginnt jedoch eine zuneh-
mende Konzentration auf ausschliefllich die Objekte des globalen Informationsvorrats.
Dadurch nimmt dann auch wieder die Fokussierung zu, was sich positiv auf die Tref-
ferraten auswirkt. Mit grofieren globalen Informationsvorréten ist die sich schliefslich
ergebende Fokussierung und daher auch der Anstieg der Trefferraten mit steigenden
Zugriffswahrscheinlichkeiten schwicher. Auch der Wendepunkt von fallenden zu stei-

genden Trefferraten wird dann erst spéter erreicht.
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Abbildung 7.10: Trefferraten in Abhdngigkeit von der Zugriffswahrscheinlichkeit auf
den globalen Informationsvorrat (a) und der Auswahlwahrschein-
lichkeit bevorzugter Orte (b).

Besuchsrate

Um unterschiedliche Besuchsraten zu erhalten, wurde die Wahrscheinlichkeit, mit der
bevorzugte Orte als Ziel einer Tour ausgewdhlt werden, schrittweise von 0.1 auf 1.0
erhoht (siehe Abbildung [/.10(b)). Wenn die Auswahlwahrscheinlichkeit klein ist, wer-
den nur wenige Orte besucht und das erweiterte Verfahren kann auf Grund der Kennt-
nis des Bewegungspfads sehr viele Informationen, die zu den vielen unbesuchten Or-
ten gehoren, von der Vorabiibertragung ausschliefien. Entsprechend grofs ist der Vor-

teil des erweiterten Verfahrens gegeniiber dem Basisverfahren.
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Mit steigender Auswahlwahrscheinlichkeit gibt es jedoch immer weniger unbesuchte
Orte, womit im erweiterten Verfahren weniger Objekte von der Vorabiibertragung aus-
geschlossen werden konnen. Daher sinkt die mit dem erweiterten Verfahren erzielte
Trefferrate bis sie schliefSlich nur noch so hoch ist wie die Trefferrate des Basisverfah-
rens. Die Trefferrate des Basisverfahrens ist unabhingig von der Auswahlwahrschein-

lichkeit, weil hier immer fiir alle Orte Informationen tibertragen werden.

GrolRe des Informationsraums

Nattirlich beeinflusst auch die Grofse des Informationsraums die erzielten Trefferraten.
Bei grofieren Informationsrdaumen und gleicher Anzahl vorab {ibertragener Informati-
onsobjekte ist ein kleinerer Anteil der Objekte im Informationsraum lokal verfiigbar.
Folglich werden sich mehr Anfragen auf lokal nicht vorhandene Informationsobjek-
te beziehen und damit die Trefferrate sinken. In der Simulation, deren Ergebnisse in
Abbildung dargestellt sind, wurde die Grofie des Informationsraums dadurch
verdndert, dass den bevorzugten Orten unterschiedlich viele Informationsobjekte zu-

gewiesen wurden.

Die Trefferraten sinken nicht linear mit der Zunahme der Grofse des Informations-
raums, da aufgrund der angenommen Zipf-dhnlichen Verteilung der Zugriffswahr-
scheinlichkeiten, auf zusatzliche Informationsobjekte in bereits sehr grofsen Informati-

onsrdumen nur selten zugegriffen wird.

Lerngeschwindigkeit

Wenn keine initialen Zugriffswahrscheinlichkeitstabellen und Besuchswahrscheinlich-
keitskarten durch den Betreiber einer Infostation angegeben werden kénnen, muss ein
neu gestarteter Infostation-Server das Benutzerverhalten zunédchst kennenlernen, be-
vor zuverldssige Hoarding-Entscheidungen getroffen werden konnen. Um festzustel-
len, wieviele Protokolldateien analysiert werden miissen, bis akzeptable Hoarding-
Entscheidungen getroffen werden konnen, wurde eine weitere Simulation durchge-
fihrt.

In dieser Simulation wurde die Infostation mit einer zunehmenden Zahl n von Pro-

tokolldateien initialisiert. Wobei das Aktualisierungsintervall A abweichend von der
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Abbildung 7.11: Trefferraten in Abhdngigkeit von der Anzahl der Objekte, die bevor-
zugten Orten zugeordnet sind (a), und der Anzahl der initial regi-
strierten Protokolldateien (b).

Standardldnge jeweils so gewdhlt wurde, dass genau nach Registrierung der n Pro-
tokolldateien eine Aktualisierung der Tabellen und Karten durchgefiihrt wurde. Wie
Abbildung . TI(b] zeigt, kann bereits nach Registrierung von nur zehn Protokolldatei-
en, mit anndhernd den maximalen Trefferraten gerechnet werden. Auch wenn noch
gar keine Protokolldatei {ibertragen wurde, ist die erzielte Trefferrate grofier als null.
Dies liegt daran, dass in diesem Fall zufédllig ausgewéhlte Informationsobjekte iiber-
tragen werden, auf die gelegentlich zugegriffen wird.

GroRRe des Hoarding-Gebiets

Der Einfluss der Grofle eines Hoarding-Gebiets auf die Trefferrate ist in Abbildung
dargestellt. Die Kurve wurde anhand von Simulationen ermittelt, bei denen die
Grofie des Hoarding-Gebiets jeweils so gewdhlt wurde, dass eine bestimmte Anzahl

bevorzugter Orte innerhalb des Hoarding-Gebiets liegt.

Abweichend vom Standardwert wurde die Auswahlwahrscheinlichkeit bevorzugter
Orte auf 1.0 gesetzt, um sicherzustellen dass auch in jeder Tour das gesamte Hoarding-
Gebiet bereist wird und somit zu gewdhrleisten, dass auch in sehr kleinen Hoarding-
Gebieten noch gentigend Knoten besucht werden, um statistisch fundierte Aussagen
zu ermoglichen. Da stets alle bevorzugten Orte besucht werden, ergeben sich mit dem
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erweiterten Verfahren die gleichen Trefferraten wie mit dem Basisverfahren. Folglich

wurde diese Simulationsreihe nur fiir das Basisverfahren durchgefiihrt.
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Abbildung 7.12: Trefferraten in Abhéngigkeit von der Grofie des Hoarding-Gebiets
(a) und der Anzahl der Zonen (b).

GroRe der Zonen

Um den Einfluss der Zonengrofie auf das erweiterte Verfahren zu ermitteln, wurde ei-
ne Reihe von Simulationen mit Zonen unterschiedlicher Grofie durchgefiihrt. In jeder
Simulation wurde das Hoarding-Gebiet in ein Raster rechteckiger Zonen gleicher Gro-
B3e unterteilt. Dieses Raster wurde von Simulation zu Simulation verfeinert, so dass

die Zahl der Zonen zunahm und ihre Grofie entsprechend abnahm.

Durch die Aufteilung des Hoarding-Gebiets in ein Raster entstanden teilweise auch
Zonen, in denen sich keine Knoten des Infrastrukturgraphen befanden. Da solche
Zonen fiir das Vorabiibertragungsverfahren nutzlos sind, wurden sie nicht weiter be-
trachtet. Daher sind in Abbildung bei der Anzahl der Zonen nur solche Zonen
berticksichtigt, in denen sich auch tatsachlich Knoten befanden.

Selbstverstandlich nimmt die Trefferrate mit einer Erhohung der Zonenzahl tenden-
ziell zu (siehe auch Abschnitt £.5.2), dennoch kam es in den Simulationen vor, dass

eine Erhohung der Zonenzahl zu einer Reduzierung der mittleren Trefferrate fiihrte.
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7 Evaluierung

Der Grund dafiir ist, dass die Zonen dann nach der Erh6hung der Zonenzahl ungiin-
stiger lagen als zuvor und so zum Beispiel zwei bevorzugte Orte, die zuvor noch in

getrennten Zonen lagen, von der gleichen Zone abgedeckt wurden.

Pfadberechnung

Man konnte vermuten, dass die Annahme, dass alle Besucher ihre Ziele stets auf der
kiirzesten moglichen Route besuchen, die erzielten Trefferraten begiinstigen, weil stets
die gleichen Wege benutzt werden. Tatsédchlich ist jedoch nur entscheidend, welche
Knoten besucht werden, nicht aber in welcher Reihenfolge dies geschieht. Um dies zu
tiberpriifen, wurde zusatzlich ein ,Random Walk”-Modell und eine , Nearest Neigh-
bor”-Strategie zur Bestimmung der Besuchsreihenfolge verwendet. Die erzielten Si-
mulationsergebnisse (siehe Abbildung [/.13(a)) bestatigen, dass die Besuchsreihenfolge
keinen Einfluss auf die Trefferraten hat. Die Abbildung zeigt exemplarisch die Ergeb-

nisse fiir das erweiterte Verfahren.
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Abbildung 7.13: Einfluss der Besuchsreihenfolge auf die Trefferraten (a) und Nutzen
von unscharfem Wissen (b).

Unscharfes Wissen

Bislang wurde das erweiterte Verfahren nur im Zusammenhang mit exakt spezifizier-
ten Pfaden benutzt. Ist jedoch nur unschérferes externes Wissen verfiigbar, ist zu er-

warten, dass die erzielten Trefferraten zwischen denen des Basisverfahrens und denen,
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7.3 Simulationen

die mit exaktem Pfadwissen erzielt werden, liegen. Um dies zu verifizieren, wurde ei-

ne weitere Simulation durchgefiihrt.

Fiir diese Simulation wurde das Besuchsmodell gedndert, so dass sich die simulierten
Benutzer vorzugsweise in siidlicher Richtung bewegen. Dazu wurden die Auswahl-
wahrscheinlichkeiten der bevorzugten Orte gedndert. Ein Startknoten im Norden des
Infrastrukturgraphen (Hauptbahnhof) bekam die Auswahlwahrscheinlichkeit eins zu-
gewiesen. Die weiteren Auswahlwahrscheinlichkeiten wurden so gewihlt, dass alle
bevorzugten Orte, die innerhalb eines vom Startknoten aus nach Stiden gerichteten
Kegels liegen, eine Auswahlwahrscheinlichkeit grofier null erhielten, wobei die Wahr-
scheinlichkeiten nach aufien hin abnahmen. Allen anderen Orten wurde die Wahr-
scheinlichkeit null zugewiesen. Der Offnungswinkel des Kegels war ein Simulations-

parameter und wurde auf Werte zwischen 30° und 180° gesetzt.

Die Spezifikation von unscharfem externem Wissen wurde unter Verwendung relati-
ver und absoluter Besuchswahrscheinlichkeitskarten simuliert. Die relativen Karten
spezifizierten wiederum fiir einen vom Startknoten aus nach Siiden gerichteten Ke-
gel unterschiedliche relative Besuchswahrscheinlichkeiten, die ebenfalls zum Kegel-
rand hin abnahmen. Die absoluten Besuchswahrscheinlichkeitskarten spezifizierten
eine Besuchswahrscheinlichkeit von null fiir alle aufierhalb des Kegels liegenden Orte.
Auch hier wurde der Offnungswinkel des Kegels variiert.

Fiir jedes sich aus der Variation des Offnungswinkels ergebende Besuchsmodell wur-
de eine eigene Simulationsreihe durchgefiihrt. Zunachst wurde die Trefferrate fiir das
erweiterte Verfahren mit exakt spezifiziertem Pfad und das Basisverfahren ermittelt.
Danach wurde das unscharfe externe Wissen evaluiert. Hierzu wurden jeweils ver-
schiedene Karten mit den Offnungswinkeln 15°, 30°, 60°, 90°, 120°, 150° und 180° spe-
zifiziert. Fiir jedes Besuchsmodell, das sich aus einem bestimmten Offnungswinkel
ergibt, wurden also jeweils eine ganze Reihe von Karten mit verschiedenen Offnungs-

winkel spezifiziert und die entsprechenden Trefferraten ermittelt.

Abbildung zeigt die Trefferraten in Abhingigkeit des Offnungswinkels, der fiir
das Besuchsmodell verwendet wurde. Die Kurve max gibt die maximale Trefferrate
an, die mit unscharfem Wissen erzielt wurde, wenn also der Offnungswinkel fur die
externen Karten optimal gewédhlt wurde. Entsprechend gibt min die schlechteste Tref-
ferrate an, wenn also der spezifizierte C)ffnungswinkel sehr ungiinstig gewahlt wurde,

zum Beispiel Spezifikation eines Offnungswinkels von 180°, wenn die Benutzer nur
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7 Evaluierung

maximal um 30° von der stidlichen Richtung abweichen. Die Kurve avg gibt schlief3-
lich den Mittelwert der Trefferraten an, die mit den unterschiedlichen spezifizierten
Offnungswinkeln erreicht wurden. Wie erwartet liegen die Trefferraten, die mit un-
scharfem Wissen erzielt werden, zwischen den Werten des Basisverfahrens und den

mit exaktem Pfadwissen erzielten Werten.

Der teilweise eckige Verlauf der ermittelten Kurven ist dadurch zu erkldren, dass die
Orte, die im Infrastrukturgraphen reprasentiert sind, nicht gleichméfiig in der Ebene
verteilt sind, so dass eine Erh6hung des Offnungswinkels um den gleichen Wert zu
einer unterschiedlichen Zunahme an im Mittel besuchten Orten fiihren kann.
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Kapitel 8

Zusammenfassung und Ausblick

In dieser Arbeit wurden zwei Verfahren, ein Basisverfahren und ein erweitertes Verfah-
ren, zur Vorabiibertragung ortsbezogener Informationen vorgestellt. Sie ermoglichen
es, bei einem mobilen Informationszugriff weitgehend oder vollstindig auf teure und
unzuverldssige Kommunikationsverbindungen {iiber drahtlose Weitverkehrsnetze zu
verzichten. Da fiir die verwendete Infostationsinfrastruktur lediglich standardisier-
te, gut verfiigbare und giinstige Komponenten benétigt werden, kann ein potenzieller
Informationsanbieter einfach und kostengiinstig eine solche Infrastruktur installieren
und damit einen Zugriff auf seine Informationen unabhingig von Mobilfunknetzbe-

treibern ermdglichen.

Im Basisverfahren weifs jede Infostation nur, welche Informationen in ihrer Umgebung
vorzugsweise referenziert werden. Daher ist die einzige Information iiber die Bewe-
gungen eines Benutzers, die in diesem Verfahren ausgenutzt werden kann, die Tatsa-
che, dass sich der Benutzer zum Zeitpunkt der Vorabiibertragung an einer bestimmten
Infostation befindet. Entsprechend wird er, so weit wie moglich, mit allen Informa-
tionen versorgt, die in der Umgebung dieser Infostation benotigt werden. Eventuell
vorhandenes Wissen {iber die zukiinftigen Aufenthaltsorte des Benutzers kann im Ba-

sisverfahren nicht genutzt werden.

Die wichtigste Innovation des erweiterten Verfahrens ist es, die lokalen Zugriffswahr-
scheinlichkeiten in beliebig kleinen Gebieten und deren Besuchswahrscheinlichkeiten
getrennt voneinander zu beobachten. Durch diese Entkoppelung von Zugriffs- und
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8 Zusammenfassung und Ausblick

Besuchswahrscheinlichkeiten ist es moglich, die beobachteten Besuchswahrscheinlich-
keiten durch externe Angaben zu ersetzen. So kann in den Anwendungen oder beim
Benutzer verfiigbares Wissen iiber dessen zukiinftige Aufenthaltsorte ausgenutzt wer-
den, um die Vorhersage der benétigten Informationen zu prézisieren. Die Schnittstelle
tiir diese externen Angaben ist sehr generisch gehalten, so dass sehr unterschiedliche
Angaben, beispielsweise ein exakter Bewegungspfad oder auch nur eine bevorzugte
Bewegungsrichtung, moglich sind. Dennoch kann das Verfahren auch génzlich ohne
externe Angaben auskommen, dann ist es jedoch dem Basisverfahren nicht mehr iiber-
legen. Das erweiterte Verfahren kann also ein breites Spektrum von externem Wissen
nutzen, ohne die Verfiigbarkeit von solchem Wissen vorauszusetzen. Damit ist es sehr

viel flexibler als vergleichbare Ansétze.

Ein Vorteil beider Verfahren ist, dass keine feste Zuordnung von Informationen zu
Orten vorausgesetzt werden muss, wie dies in verwandten Ansatzen der Fall ist, son-
dern dass diese Zuordnung durch Beobachtung des Benutzerverhaltens selbstindig
abgeleitet werden kann. Die Verfahren adaptieren sich sogar dynamisch an mogliche

Anderungen in dieser Zuordnung.

Neben den beiden Verfahren wurden Erweiterungen vorgestellt, die es erlauben, das
Profil eines Benutzers und individuelle Eigenschaften des Benutzers oder seines End-
gerdts bei der Entscheidung, welche Informationsobjekte vorab {ibertragen werden
sollen, zu berticksichtigen.

Beide Verfahren wurden vollstindig implementiert und sowohl anhand von theoreti-
schen Betrachtungen als auch anhand von umfassenden Simulationen evaluiert. Um
die fiir die Effizienz der Verfahren relevanten Eigenschaften eines Informationssystems
quantifizieren zu konnen, wurden eigens spezielle Metriken entwickelt. Fiir die Simu-
lationen musste ein Simulationsmodell aufgestellt werden, das die Beziehungen zwi-
schen Orten und Informationen widerspiegelt, und eine entsprechende Simulations-
umgebung implementiert werden. Die Simulationsergebnisse zeigen, dass die Aus-
nutzung externer Informationen iiber den zukiinftigen Aufenthaltsort eines Benutzers

im Allgemeinen sehr vorteilhaft ist.

Auch wenn Mobilfunknetze zukiinftig hohere Datenraten bieten werden, werden die
Vorteile der drahtlosen lokalen Netze gegeniiber den Mobilfunknetzen erhalten blei-
ben. Sie werden auch weiterhin stets hohere Datenraten bei geringeren Infrastruktur-
kosten bieten. Damit wird auch der Einsatz der in dieser Arbeit vorgestellten Verfahren
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in Verbindung mit einer Infostationsinfrastruktur stets von Vorteil sein, insbesondere
zur Unterstiitzung neuer Anwendungen, die immer umfangreichere Daten, wie zum
Beispiel Video oder 3D-Modelle, benétigen werden.

Interessante Aspekte fiir zukiinftige Forschungsarbeiten konnten sich aus einer starke-
ren Spezialisierung der Verfahren auf bestimmte Systeme, wie zum Beispiel die neXus-
Plattform, ergeben. In neXus kénnte man beispielsweise versuchen, neben den Ortsin-
formationen weitere Kontextinformationen, die moglicherweise aus dem neXus-Mo-
dell gewonnen werden konnen, fiir eine Vorabiibertragung auszunutzen. Mochte man
vollstandige Teilmodelle aus dem neXus-Modell vorab iibertragen, stellen sich weitere
interessante Fragen, zum Beispiel ob Informationen iiber mobile Objekte vorab tiiber-
tragen werden sollten und falls ja, wie diese konsistent gehalten werden kénnen. Man
kann sich auch vorstellen, das Modell in unterschiedlichen Detaillierungsgraden vor-
zuhalten. Dadurch wiirde sich die Auswahlmoglichkeit bieten, entweder einen klei-
nen geographischen Ausschnitt aus dem Modell mit hohem Detaillierungsgrad vorab
zu Ubertragen oder einen grofieren geographischen Ausschnitt in einem geringeren
Detaillierungsgrad. Auch Abhidngigkeiten zwischen einzelnen Objekten des Modells
miissten beachtet werden. Sonst konnte es vorkommen, dass ein Objekt vorab {iber-
tragen wird, das von anderen nicht iibertragenen Objekten, zum Beispiel auf Grund
einer raumlichen Inklusion, abhéngig ist und dessen isolierte Ubertragung daher kei-

nen Sinn macht.

Die in der Arbeit bereits erwdhnten tibergeordneten Strategien zur Kooperation mit
anderen Datenverwaltungsmechanismen stellen sicherlich eine weitere interessante
Aufgabe dar (siehe Abschnitt p.1.7). Auch die Kooperation zwischen verschiedenen
Hoarding-Klienten, die sich zuféllig treffen und tiber ein Ad-Hoc-Netzwerk Informa-

tionen austauschen konnen, ist denkbar.

Die Erprobung der entwickelten Verfahren im praktischen Einsatz, beispielsweise ei-
nem grofseren Stadtinformationssystem, wire ebenfalls sehr interessant. Insbesondere
konnte die Akzeptanz bei den Benutzern iiberpriift werden, sowie deren Vertrauen
in den Informationsanbieter beziehungsweise die eventuell eingesetzten Anonymisie-

rungstechniken.

Das notwendige Vertrauen des Benutzers entweder gegeniiber dem Informationsan-
bieter oder gegeniiber den verwendeten Anonymisierungstechniken zeigt, dass neben
den noch offenen technischen Fragen, die in naher Zukunft sicherlich bald gelost wer-
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den, auch Fragen nach den gesellschaftlichen Folgen eines allgegenwértigen, mobi-
len Informationszugriffs beantwortet werden miissen. Schon heute kdénnen die Mo-
bilfunknetzbetreiber sehr genau beobachten, an welchen Orten sich ihre Kunden auf-
halten, Betreiber von WWW-Servern kénnen beobachten, welche Informationen von
welchen Computern aus abgerufen werden. Durch die Moglichkeit eines mobilen In-
formationszugriffs werden diese beiden Aspekte zusammengefiihrt, so dass dann be-
obachtet werden kann, wo und wann auf welche Informationen zugegriffen wird. Da-
mit drangt sich zum Beispiel die Frage auf, ob mit der, ohne Zweifel, faszinierenden
Moglichkeit zu jeder Zeit und iiberall auf Informationen (information anytime-any-
where) zugreifen zu konnen, auch ein weiterer Schritt hin zum gldsernen Menschen

der modernen Informationsgesellschaft unternommen wird.
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Anhang A

Glossar und Abklrzungsverzeichnis

Abdeckungsgebiet einer Infostation
Geographisches Gebiet innerhalb dessen das —WLAN einer —Infostation verfiigbar
ist.

Abdeckungsgebiet eines Informationssystems
Geographisches Gebiet innerhalb dessen auf das Informationssystem zugegriffen wer-
den kann.

Absolute Besuchswahrscheinlichkeitskarte
Funktion, die — Zonen eines —Hoarding-Gebiets absolute Besuchswahrscheinlichkei-

ten zuordnet.

AP — Access Point
—Zugangspunkt.

Besuchsmodell
Teil des in dieser Arbeit verwendeten Simulationsmodells, der die Besuchswahrschein-
lichkeiten von Orten festlegt.

Bewegungsbedarfsmodell
Modell zur Beschreibung der Mobilitdt von Benutzern auf Grundlage des Bedarfs fiir

Bewegungen.

Bewegungsmuster
Wiederholt, mit einer gewissen Regelmafiigkeit auftretende Bewegung.
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BWK — Besuchswahrscheinlichkeitskarte
Oberbegriff fiir —absolute Besuchswahrscheinlichkeitskarten und —relative Besuchs-
wahrscheinlichkeitskarten.

EDGE - Enhanced Data Rates for Global Evolution
Protokoll zur paketorientierten Dateniibertragung in —GSM-Netzen.

Entkoppelter Betrieb

Betriebsart, in der ein mobiles Endgerédt ohne Netzanbindung betrieben wird.

Externes Wissen
Wissen iiber die zukiinftigen Aufenthaltsorte eines Benutzers, das dem erweiterten

Vorabiibertragungsverfahren von externen Informationsquellen bereitgestellt wird.

GPRS - General Packet Radio System
Protokoll zur paketorientierten Dateniibertragung in —GSM-Netzen.

GPS - Global Positioning System

Satelliten-gestiitztes System zur Bestimmung geographischer Positionen.

GSM - Global System for Mobile Communications
Weit verbreiteter Mobilfunkstandard der zweiten Generation (digitale Mobilkommu-

nikation).

Hoarding
Vorabiibertragung von Informationen, in der Regel mit dem Ziel, einen —entkoppelten
Betrieb zu ermoglichen.

Hoarding-Entscheidung
Entscheidung, welche Informationen auf das mobile Endgerét eines Benutzers iiber-
tragen werden sollen, um seine zukiinftigen mobilen Informationszugriffe so gut wie

moglich zu unterstiitzen.

Hoarding-Gebiet

Geographisches Gebiet, fiir das eine —Infostation Informationen bereitstellt.

Hoarding-Verfahren
Verfahren zur Vorabiibertragung von Informationen, in der Regel mit dem Ziel, einen

—entkoppelten Betrieb zu ermoglichen.

HSCSD - High Speed Circuit Switched Data
Protokoll zur leitungsvermittelten Datentibertragung in —GSM-Netzen.
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HTTP — Hypertext Transfer Protocol
Im World Wide Web verwendetes Protokoll zur Ubertragung von Dokumenten.

Informationsmodell
Teil des in dieser Arbeit verwendeten Simulationsmodells, der die Beziehungen zwi-
schen Informationen und Orten festlegt.

Informationsobjekt
Einzelne, diskrete Informationseinheit, die von einem Informationssystem bereitge-
stellt wird.

Informationsraum
Gesamtheit der von einem Informationssystem bereitgestellten —Informationsobjekte.

Infostation
Aus einem —WLAN und einem Software-Prozess bestehende Einheit, die eine breit-
bandige Dateniibertragung in einem Gebiet ermoglicht, in dem ansonsten nur eine

schmalbandige oder gar keine Dateniibertragung moglich ist.

Infostationsinfrastruktur
Eine Menge von —Infostationen, die iiber ein geographisches Gebiet verteilt sind und

miteinander kommunizieren konnen.

Infrastrukturgraph
Graph zur Repréasentation der Orte und Verbindungswege in einem geographischen
Gebiet.

LBS — Location-Based Service

—ortsbezogener Dienst.

Mobile IP

Erweiterung des Internet-Protokolls zur Unterstiitzung mobiler Endgerite.

Ortsabhangiger Informationszugriff
Informationszugriff, bei dem die Zugriffswahrscheinlichkeiten auf einzelne —Infor-
mationsobjekte eines —Informationsraums vom Aufenthaltsort des Benutzers abhéan-

gen.

Ortsbezogener Dienst
Dienst, der es seinen Benutzern ermdoglicht, in Abhédngigkeit von ihrem Aufenthaltsort

auf ortsspezifische Informationen zuzugreifen.
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Ortsbezogenes Informationssystem
Informationssystem, dessen —Informationsraum aus —ortsbezogenen Informations-
objekten besteht.

Ortsbezogenes Informationsobjekt
Informationsobjekt, bei dem die Wahrscheinlichkeit, mit der es angefordert wird, vom
Aufenthaltsort des Benutzers abhingt.

PDA — Personal Digital Assistant

Mobiler Kleinrechner, der meist zur Termin- und Adressverwaltung eingesetzt wird.

Prefetching-Verfahren
Verfahren zur Vorabiibertragung von Informationen, in der Regel ausschliefdlich mit

dem Ziel, die Antwortzeit eines Systems zu reduzieren.

Random-Walk-Model
Modell zur Beschreibung der Mobilitdt von Benutzern, bei dem ein zufallsgesteuerter

Bewegungsablauf angenommen wird.

Relative Besuchswahrscheinlichkeitskarte
Funktion, die —Zonen eines —Hoarding-Gebiets relative Besuchswahrscheinlichkei-
ten zuordnet.

Schwach gekoppelter Betrieb
Betriebsart, in der ein mobiles Endgerat mit schmalbandiger Netzanbindung betrieben
wird.

SNMP — Simple Network Management Protocol

Protokoll zur Uberwachung und Verwaltung von Rechnernetzen.

Travel Demand Model

—Bewegungsbedarfsmodell.

Trefferrate
Maf3 zur Beurteilung von Vorabiibertragungsverfahren, das das Verhiltnis der Infor-
mationsanfragen, welche mit vorab {ibertragenen Informationen beantwortet werden

konnen, zu der Gesamtzahl der Informationsanfragen angibt.

UMTS — Universal Mobile Telecommunications System
Mobilfunkstandard der dritten Generation.
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WAP — Wireless Application Protocol
Das Wireless Application Protocol definiert einen Standard fiir die Bereitstellung von

text- und grafikbasierten Informationen und Diensten fiir mobile Endgeréte.

WLAN — Wireless Local Area Network
Drahtloses lokales Netz.

Zipf-dhnliche Verteilung
Wahrscheinlichkeitsverteilung, bei der das i. wahrscheinlichste Ereignis mit der Wahr-
scheinlichkeit p(i) = 2= eintritt.

Zone
Geographisch begrenzter Teil eines —Hoarding-Gebiets. Zwei verschiedene Zonen
tiberlappen sich nicht gegenseitig.

Zugangspunkt

Ubergangspunkt zwischen einem drahtlosen Netzwerk und dem Festnetz.

Zugriffsmodell
Teil des in dieser Arbeit verwendeten Simulationsmodells, der das Zugriffsverhalten
der Benutzer beschreibt.

ZWT — Zugriffswahrscheinlichkeitstabelle
Tabelle, die die Zugriffswahrscheinlichkeiten auf einzelne —Informationsobjekte an-
gibt.
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Anhang B

Berechnung des Gini-Koeffizienten

Wie in Abschnitt B.T] beschrieben, ist der Gini-Koeffizient definiert als das Verhéltnis
der Fldache zwischen der Hauptdiagonalen und der Lorenzkurve zur Flache zwischen
der Hauptdiagonalen und der Abszissen-Achse. Da hier nur das Verhiltnis von Fla-
chen betrachtet wird, kann in der nachfolgenden Rechnung auf Langen- und Flachen-

einheiten verzichtet werden. Die verwendeten Bezeichner sind ebenfalls in Abschnitt
B beschrieben.

Zundchst kann der Inhalt A; der Flache unter der Lorenzkurve wie folgt berechnet

werden:

N
Vj v
Ay = Z ’ 2j - (UJ uj—l)
j=1
_ 1 iZfll‘H—Zf}lxz J ]_1
2 & n N N
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Damit kann schliefllich der Gini-Koeffizient GK berechnet werden:

Flache zwischen Hauptdiagonale und Lorenzkurve
Flache zwischen Hauptdiagonale und Abszissen-Achse
= 2. Flache zwischen Hauptdiagonale und Lorenzkurve

)

N .
e (B B

GK =

2N N-n

2.5V iia;, N+1
N -n N
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