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Kurzfassung

Anwendungen mit Ortsbezug bieten Informationen oder Dienste an, die abhéngig sind von der
aktuellen geographischen Position ihrer Benutzer oder anderer mobiler Gegensténde, wie Fahr-
zeuge oder Birogegensténde. Durch die Nutzung dieser Kontextinformation konnen dem Be-
nutzer situationsgerecht relevante Informationen und Dienste angeboten werden, anstatt ihn mit
I nformationen zu tberfrachten. Dadies besonderswichtig fur die wachsende Anzahl kompakter
mobiler Endgeréte wie Mobiltelefone und PDAs ist, werden Anwendungen mit Ortsbezug als
wichtiges Argument fir die Datendienste der kommenden Mobilfunkgeneration gesehen. Fort-
geschrittene ortsbezogene Anwendungen verarbeiten hochgenaue geographische Positionsin-
formationen, wie sie durch moderne Positionierungssensoren bereitgestellt werden, und bieten
eine Funktionalitat, die Uber das einfache Betrachten der aktuellen Position eines Benutzers hi-
nausgehen, z. B. indem sie alle mobilen Objekte bestimmen, die e n bestimmtes geographisches
Gebiet betreten haben. Eine Betrachtung existierender Technologien wird zeigen, dass diese
nicht fir die daf tr notwendige zentrale Verwaltung der Positions nformationen mobiler Objekte
geeignet sind.

In dieser Arbeit wird ein generischer skalierbarer Lokationsdienst vorgestellt, der speziell mit
dem Ziel entwickelt wurde, die hochdynamischen Positionsinformationen fiir eine grol3e An-
zahl mobiler Objekte zu verwalten. Der L okationsdienst kann als Infrastrukturkomponente von
ortsbezogenen Anwendungen genutzt werden und sein Dienstmodell ist speziell auf die beson-
deren Eigenschaften von Positionsinformationen, wie deren Dynamik und eine unterschiedlich
hohe Genauigkeit, ausgelegt. Die Skalierbarkeit des Dienstes wird durch eine hierarchische,
verteilte Architektur auch fir eine sehr grof3e Anzahl von mobilen Objekten und Klienten si-
chergestellt. Um den Lokationsdienst dartiber hinausin die Lage zu versetzen, mit den haufigen
Aktualisierungen zurechtzukommen, die sich aus der hochdynamischen Natur der Positionsin-
formationen ergeben, wird eine spezielle Datenhal tungskomponente vorgeschlagen, die auf e -
ner sehr effizienten Hauptspei cherdatenbank basiert.

Eine wichtige Voraussetzung fiir den Lokationsdienst sind effiziente Protokolle zur Ubertra-
gung von Positionsinformationen, deren Untersuchung ein zweiter Schwerpunkt dieser Arbeit
ist. Zu diesem Zweck wird eine umfassende Klassifizierung dieser Protokolle erarbeitet und die
sich ergebenden Protokol Ikl assen werden mittels Analyse und Simulation hinsichtlich ihrer Ef-
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fektivitat und Effizienz fir typische Einsatzbedingungen verglichen. Innerhalb der Klasse der
sogenannten Koppel navigationsprotokolle, die sich dabel as besonders Erfolg versprechend
herausgestellt hat, wird ein spezielles kartenbasiertes K oppel navigationsprotokoll entwickelt,
mit dem Ziel, den erforderlichen Nachrichtenaufwand weiter zu reduzieren.

Simulationsergebnisse und Experimente an einer prototypischen Implementierung des L okati-
onsdienstes zeigen die Machbarkeit und die Leistungsfahigkeit der beschriebenen Mechanis-
men. So |asst sich mit dem betrachteten kartenbasierten K oppel navigationsprotokoll biszu 91%
des Nachrichtenaufwands gegeniber bisher eingesetzten Protokollklassen einsparen. Fur den
L okationsdienst selbst zeigen die Ergebnisse, dass dieser Anfragen und Aktualisierungen effi-
zient und skalierbar bearbeiten kann. Bereits auf einfacher Hardwarebasisist unser Prototypin
der Lage, auf jedem einzelnen Lokations-Server Uber 500 Aktualisierungen pro Sekunde zu ver-
arbeiten.



Architecture of a Large-scale Location
Service

English Abstract

L ocation-aware applications offer information and services depending on the current geograph-
ic location of their users or other mobile objects like vehicles or office devices. Utilizing this
important context information these applications can provide information and services pertain-
ing to the current situation of their usersinstead of overwhelming them with information. This
isespecially important for the growing number of mobile devices like mobile phones or PDAS,
which can only offer alimited user interface due to their size. Location-aware applications are
therefore seen as an important argument for the data services of the coming generation of mobile
communication systems.

Advanced location-aware applications require highly accurate location information as can be
obtained from modern positioning sensors. They also provide a functionality that goes beyond
just considering the position of a single user, for example by determining all mobile objects that
have entered a certain geographic area. The latter functionality, for example, requires a centra
management of the mobile objects location information. An evaluation of related work will
show that existing technologies are not suitable for the management of the highly accurate lo-
cation information, which is required for advanced location-aware applications.

In this thesis we present a generic location service (LS), which has been developed especially
with the goal of managing the highly dynamic location information for alarge number of mobile
objects in ascalable way. It isintended to be used as an infrastructure component for location-
aware applications. Besides a position query, which returnsthe current location of a certain mo-
bile object, the main queries supported by the proposed L S are range and nearest neighbor que-
ries. A range query returns all mobile objects inside a queried geographic area; a nearest neigh-
bor query the object nearest to a certain geographic position. The service model of these queries
has been designed to take into account the special properties of location information, that is,
their dynamic nature and different accuracies. The scalability of the LS, even for alarge number
of mobile objects and clients, is achieved through a hierarchical, distributed architecture. To ad-
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ditionally enable the LS to perform position updates in an efficient way, which is necessary be-
cause of the highly dynamic nature of the location information, we propose a special data stor-
age component based on an efficient main memory database.

An important requirement for the LS is the ability to efficiently transmit location information
with a given accuracy. The examination of suitable update protocolsis therefore a second main
topic of thisthesis. To this end an extensive classification of protocols for updating location in-
formation is presented. The resulting protocol classes are compared by means of analysis and
simulation regarding their efficiency and effectivenessfor typical application environments. Es-
pecially the class of so-called dead-reckoning protocols proves to be very efficient. As part of
this class, a special map-based dead-reckoning protocol is developed, with the goal of further
reducing the number of required update messages.

Simulation results and experiments with a prototypical implementation of the LS show the fea-
sbility and the efficiency of the proposed mechanisms. With the new map-based dead-reckon-
ing protocol it is possible to reduce the necessary messages compared to currently used protocol
classes by up to 91%. For the L Sitself, the results show that queries and position updates can
be handled in an efficient and scalable way. Even on asimple hardware platform, our prototype
is able to process more than 500 position updates per second on each server.

The following sections contain an English summary of this thesis. In the next section related
work isdiscussed and how it relatesto the work donein the thesis. The following section sketch-
esthe architecture of the L Sand that of its data storage component, while the subsequent section
dealswith protocolsfor updating position information. In the thesiswe additionally discuss how
to handle security and privacy aspects of storing accurate location information, which are not
covered by this abstract because of space limitations. The interested reader isreferred to LEON-
HARDI & ROTHERMEL (2002) for more detail s about the architecture of the LS and to LEONHAR-
DI & ROTHERMEL (2001) and LEONHARDI, Nicu & ROTHERMEL (2002) for details about proto-
cols for updating location information.

Related Work

Much research effort has been invested in developing highly accurate positioning sensors.
While outdoors the GPS system offers auniversal and reliable solution, asimilar system for in-
doorsisstill thefocus of research efforts. Proposed indoor positioning systemsinclude the high-
ly accurate ultrasonic Active Bat system, the RADAR system, which utilizesthe field strengths
of awireless LAN, and the Cricket system, which combines low resolution radio and high res-
olution ultrasonic positioning. For an overview of positioning systems see HIGHTOWER &
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BORRIELLO (2001). However, all of these systems provide location information only for alocal
environment and use different location models and interfaces. Our proposed LS is designed to
take the input from such positioning systems and to makeit globally availablein auniform man-
ner.

A simple way of realizing the data storage for a LS would be to use a spatial extension to an
existing database product, as described in DAVIS (1998), or a Geographical Information System
(GIS). These are, however, optimized for large amounts of dataand complex queries and are not
suitable for frequent updates. Current issues in database research are therefore moving objects
databases (MODs) (see WOLFSON ET AL. (1998)) or spatio-temporal databases, which are espe-
cially designed for storing information about moving objects including their location. Research
interests focus on aspects of data storage, for example indexing and query processing. The dis-
cussed systems do not consider the distribution of the location information on more than one
node, which is necessary to create alarge-scale service like the proposed LS.

Much research has been done on efficient, scalable location management for Personal Commu-
nications Systems. Here a distributed |ocation management component is used for finding the
current communication cell of amobile phone when acall for this phone comesin. To improve
scalability over current 2-layered systems, as used for example in GSM, hierarchical concepts
and user profile replication have been proposed for future Personal Communication Systems
(see for example WANG (1993)). Although many concepts of location management, like the hi-
erarchical architecture and forwarding pointers, can be used for the LS, location management is
primarily concerned with finding a certain mobile phone and does not consider range or nearest
neighbor queries. Also, location information is only captured with the granularity of alocation
area, which consists of severa of the network’s communication cells and can be rather large (up
to 40 km).

As an aspect of the location management of Personal Communication Systems, protocols for
transmitting location information have also been examined extensively. In BAR-NOY, KESSLER
& SIDI (1995), for example, a distance-based, a movement-based and a time-based reporting
protocol are compared. In this case, the location information is a discrete identifier, describing
acertain location area of the communication network. Update policies for location management
have been optimized for these special requirements. Dead-reckoning strategies for updating
more accurate location information have first been introduced in WOLFSON ET AL. (1999) for
moving objects databases. With these promising protocol s the database estimates the current lo-
cation of a mobile object on a predefined route based on its last reported speed and the object
sends an update of its location when it differs from this estimation by more than a certain dis-
tance threshold. Different dead-reckoning strategies are proposed and compared. However, up-
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date protocols for highly accurate continuous location information have not so far been exam-
ined in agenera manner.

A directory service, likethe Intentional Naming System (ADIJE-WINOTO ET AL. (1999)) for ex-
ample, can be used to store and retrieve information about provided services — often physical
devices like a printer or computer. One possible attribute of the service description is the geo-
graphic location of such adevice. Service discovery systems (e.g., de-centralized systems like
JNI (2001)) are intended for mobile clients and allow them to discover near-by service provid-
ers. Both directory services and service discovery systems allow the retrieval of the position of
a device or service, but do not support general range or nearest neighbor queries nor varying
accuracies of thelocation information. They are also often not intended for alarge-scale use and
assume more static data with fewer updates. The proposed LS is not assumed to compete with
directory or service discovery services. Instead, the LS may be used to track the position of a
mobile device, which has been found through a directory service, or a directory service may
supply adescription of a mobile object, which has been found through the LS.

A service for locating mobile objects (mainly software objects) worldwide is being developed
as part of the Globe (see VAN STEEN ET AL. (1998)) project. To achieve the scalability for the
desired very large number of mobile objects, the service uses a hierarchical search tree. How-
ever, the Globe location service returns the contact address of aqueried object rather than ageo-
graphic position and therefore also does not support range or nearest neighbor queries.

The primarily targeted clients for the proposed LS are location-aware applications (such as
CHEVERST ET AL. (2000)), which require a component that manages the location information
for the involved mobile objects. Early systems were often limited to certain sensor systems or
applications. In HARTER ET AL. (1999) a more genera location service for a building-wide de-
ployment and intended for very accurate location information is presented, which provides an
efficient event mechanism based on the notion of geometric containment. Leonhardt
(LEONHARDT (1998)) has proposed alarge-scale distributed location service that isindependent
of application and sensor systems. In his PhD-thesis L eonhardt discusses fundamental issues of
alocation service, such as alocation model for the integration of different types of sensor data
and policies for access control, but does not propose or evaluate a specific architecture.

Architecture of the Location Service

In this section, we describe the service model and the architecture for the proposed large-scale
LS. Aspart of afuture location-aware information system for alarger city, such aLS may have
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hundred thousands of users. Its scalability and the efficient execution of location updates and
gueries are therefore of great importance.

Service Model

In our service model for the L Swe distinguish between the location serviceitself, which istyp-
ically implemented as a distributed system consisting of a number of location servers, tracked
objects, which are mobile objects whose | ocation information is managed by the LS, and clients
that query their location information through the LS. The LS is responsible for managing the
location information of mobile objects inside a certain service area. It stores the location infor-
mation for a certain tracked object in a so-called sighting record.

To become atracked object, a mobile device must register with the LS by issuing the register
operation, which also specifies the accuracy the location information should be stored with. To
update the sighting records stored in the LS's database, a tracked object or stationary tracking
system regularly sends update requests to the LS (according to a given update protocol de-
scribed in the following section), which guarantees the specified accuracy.

The LS basicaly offers three types of queries, namely position queries, range queries and near-
est neighbor queries, to retrieve the position information of tracked objects. A position query,
posQuery, isused to request the current position of agiven tracked object. In afleet management
system, for example, this type of query could be used to get the current position of a certain
truck, which has been scheduled for an inspection at short notice. A range query, rangeQuery,
determines all tracked objects inside a certain geographic area. Such an area can be defined as
an arbitrary connected polygon given by the geographic coordinates of its corners. An applica-
tion in the area of fleet management would be to find all trucksthat are in agiven part of acity.
Finally, the nearest neighbor query, neighborQuery, returnsthe object with the minimal distance
to a given geographic position. It could be used to find the nearest (free) truck for a load of
goods.

Location Service Architecture

The service area covered by aLSis structured in a hierarchical fashion: A service area can be
subdivided into sub service areas, which again can be subdivided, and so on. While the shape
of aservice areamay be any kind of polygon, the following two requirements must be fulfilled:
(1) A non-leaf service area consists of its child service areas, that is, it is the union of its child
areas, and (2) sibling service areas do not overlap.
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Associated with each service areais alocation server, which is responsible for tracking all ob-
jects visiting its service area. Consequently, the service area hierarchy resembles the location
server hierarchy:

» Leaf serversare associated with leaf service areas. Since leaf service areas may not overlap,
for each tracked object there exists exactly one leaf server that is responsible for keeping
track of the object’s position at any point in time. We will call this leaf server the object’s
agent. Of course, whenever a tracked object moves from one service area to another, the
tracking responsibility has to be handed over to another leaf server, which then becomes the
object’s new agent.

» A non-leaf server isresponsible for aservice areathat isthe union of the service areas asso-
ciated with its child servers. Obvioudly, the size of service areas associated with the servers
increases in a leaf-to-root direction. A non-leaf server records all tracked objects that are
currently within its service area and for each of these objects stores a so-called forwarding
reference. An object’s forwarding reference identifies the child server that is responsible for
the child service area this object is currently located in.

Consequently, only leaf servers store sighting records, whereas non-leaf servers store a refer-
ence to the child server whose service area contains the position of the corresponding mobile
object. Obviously, the collection of forwarding references stored for any given tracked object in
the server hierarchy specifies a path from the root server to the object’s agent, from where the
object’s sighting record can be retrieved.

L ocation updates for atracked object are always sent to the object’s agent, which then updates
the object’s sighting record. When a tracked object moves to a new service area, the tracking
responsibility is handed over and the forwarding path has to be adapted accordingly. Handover
processing must then make sure that the tracked object learns about its new agent. Due to the
hierarchical organization of service areas, handovers between higher level service areaswill oc-
cur more rarely than for lower level areas.

A client c that isinterested in the location information stored by the L S sends a query request to
anearby leaf server, which becomesthe entry server for this query. Because of an assumed high
locality of queries, the entry server will often be able to answer the query itself or hasto go only
a short distance to find the appropriate leaf server(s). If cis also atracked object of the LS, a
suitable entry server is already given by its current agent.

To execute a position gquery, the forwarding path is used to find the agent of the corresponding
tracked object. A position query is forwarded upwards until a server containing a forwarding
referencefor the object isfound. From there the request isforwarded along the object’sforward-
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ing path down to the object’s agent that sends the object’s location information back to the entry
server. Finally, the entry server returns the location information to c.

For arange and a nearest neighbor query the inclusion relationship for service areas is utilized
instead of the path of forwarding references. A request is propagated upwards from the entry
server until alocation server is found, whose service area includes the specified area entirely.
From there the request is propagated downwards to all children with service areas overlapping
with the specified area, until al leaf servers are reached that are responsible for parts of the re-
guested area. These leaf servers determine the objectsthat are in the corresponding sub areaand
send the result to the entry server, which is responsible for constructing the answer that is then
returned to the client. A nearest neighbor query is handled in asimilar way except that the | eaf
server has to be found that includes the given position (in some cases a so neighboring servers).

Data Storage

For the storage of the data on alocation server of the LS we distinguish between the storage of
the more static registration datain the visitor DB and the storage of the highly dynamic location
information in the sightingDB. The visitorDB is kept on stable storage, which is updated only
when an object isregistered, deregistered or ahandover occurs. In other words, the objects’ reg-
istration information and forwarding paths are supposed to survive system failures. Stable reg-
istration information also alows alocation server to ask avisitor for a position update to restore
its location information after a system restart following afailure.

We have decided to store the sightingDB in volatile main memory for two reasons. First, we ex-
pect position updates to occur very frequently, and hence, updates, in particular, should be per-
formed most efficiently. Second, the overhead for making location datarecoverable from stable
storage is not worth the effort since the recorded positions would be most probably out-dated
anyway after recovery. Instead, the position updates sent (periodically) by the tracked objects
can be used to restore the data in main memory.

A gpatial index over the location information in the sighting records is used to efficiently re-
trieve the results for range or nearest neighbor queries. We have performed experiments with a
number of spatial index structures and found a Quadtree to be well suited for our purpose. Po-
sition queries are efficiently processed by using a hash index structure defined over the object
identifiers. The index structures are also stored in volatile main memory. Our measurement re-
sults on a prototypical implementation show that even the spatial index can be built up very
quickly, for example after a system failure.
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Experiments

To evaluate the proposed mechanisms we have created a prototype implementation of the LS.
With this prototype implementation we have performed various experiments to determine the
throughput and response time of the data storage component and of local and distributed query
processing. Our experiments with asingle server show that the main-memory data storage com-
ponent is able to perform more than 2000 operations per second on a PC server even for range
gueries with a large queried area and will therefore not be a bottle-neck of an implementation
of the LS. For the overall performance we tested the performance of location updates and que-
rieswith different distributed configurations of the L Swith asmall hierarchy of 5 location serv-
ers. The achieved update rate would be sufficient to support location information for more than
55,000 mobile objects with an average speed of 3 km/h and an accuracy of 25 m. Similarly, lo-
cal and remote position, range and nearest neighbor queries can be performed very efficiently.

Updating Location Information

In order to guarantee a certain accuracy of the location information stored in the LS, the infor-
mation has to be transmitted (updated or requested) with an appropriate frequency from the
tracked object or an external positioning system to the LS. Most often the location information
istransmitted from a mobile device to alocation server where awireless channel has to be used.
In this case, bandwidth islow and expensive. It is therefore important to use an update protocol
that works efficiently, that is, requires as few messages as possible, as well as effectively, that
is, achieves the desired accuracy of the location information on the server.

In thisthesiswe discussthe characteristics of different classes of update protocolsand their sub-
classes aswell astheir strengths and weaknesses according to different areas of application. The
two main classes of update protocols that can be identified are reporting protocols, where the
location information is pushed by the mobile device, and querying protocols, whereit is pulled
by the location server.

With atime-based reporting protocol the location information istransmitted periodically when-
ever a certain time interval has elapsed. With a distance-based reporting protocol thisis done
when the mobile object has moved more than a predefined distance away from the last transmit-
ted position. The dead-reckoning protocol s discussed in the next section aso belong to the class
of reporting protocols.

Besides a periodic querying protocol, whose properties are similar to those of the time-based
reporting protocol, the class of querying protocols includes a cached querying protocol. This



English Abstract Xi

protocol storesthe last transmitted position and returns it to a subsequent request without con-
tacting the mobile object, when it is still considered to be accurate enough.

By means of an analysiswe discuss the efficiency and effectiveness of these protocols, compar-
ing the number of transmitted messages to the resulting minimum and average accuracy of the
location information at the server for different mobility characteristics of mobile objects. Final-
ly, we describe the results of various simulations, which we have performed based on real-world
GPS traces and which confirm the outcome of our analysis. Our results show that only the dis-
tance-based reporting protocol and the cached querying protocol can guarantee a certain accu-
racy of thelocation information, as required. Of these the former is better suited for frequently
gueried location information and mobile objects with changing mobility characteristics, the lat-
ter for more infrequently requested location information and more steadily moving mobile ob-
jects.

Additionally, we introduce the class of combined protocols, which have both the advantages of
reporting and querying protocols. Protocols of this class are able to adapt dynamically to differ-
ent types of environments, by finding an optimal ratio between the number of position updates
and the number of requests.

Dead-reckoning Protocols

A very promising approach to reduce the number of update messages when transmitting loca-
tion information are so-called dead-reckoning protocols. With this approach both the mobile ob-
ject and the location server that manages its location information assume the mobile object to
keep on moving on a certain agreed future route. Initially, the mobile object reports its position
and speed to the location server. When the location information is queried, the location server
calculates the expected position on the assumed route based on the elapsed time and the last re-
ported position and speed. The mobile object, on the other hand, monitorsitsactual position and
only if it differs from the expected position by more than a certain desired accuracy it updates
its current position and speed. Thus, a maximum deviation between the position returned by the
server and the mobile object’s actual position can be assured. Different dead-reckoning proto-
cols mainly differ in the future route that is assumed for the mobile object.

In this thesis we first present a general overview and an appraisal of possible variants of dead-
reckoning protocols. Based on this, we propose a new map-based dead-reckoning protocol,
which uses a road map to predict the object’s future movements by matching its position to a
road on amap. Based on the map the protocol determines at each intersection the road the mo-
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bile object is most likely to follow, and assumes that it keeps on moving on this road with its
current speed.

To evaluate the efficiency of dead-reckoning protocols, we have performed extensive smula-
tions based on real-world GPS traces with different movement characteristics of mobile objects.
Our simulations show that, in case of a car on afreeway, the map-based protocol can reduce the
number of necessary update messages by more than half as compared to a more simple dead-
reckoning protocol, which aready is a great improvement against a non dead-reckoning ap-
proach. It isalso more stable for non-uniform movements (e.g., in case of awalking person), as
it isable to predict the object’s future course more accurately.

Conclusion

In thisthesis we present the service model and the architecture for ageneric distributed location
service, which is suitable for large-scale deployment and for storing highly accurate location in-
formation. The service model proposed for the L S has been created especially for the highly dy-
namic location information of mobile objects. Its hierarchical architectureallowsfor an efficient
processing of distributed range and nearest neighbor queries as well as of position queries and
location updates. Finally, the proposed data storage component for the LS, which combines a
main memory and a stable storage part, is designed to allow an efficient processing of local up-
dates and queries. A performance evaluation of aprototype implementation of the LS showsthe
feasibility of our concepts. Each location server in a distributed configuration of this prototype
is able to handle more than 500 location updates and distributed queries per second.

Additionally, we discuss different protocols for transmitting highly accurate location informa-
tion and compare them according to their effectiveness and efficiency for characteristic types of
mobile objects. With the help of the presented analysis a suitable protocol can be found for a
given scenario. As an outcome of this evaluation, we also develop a new map-based dead-reck-
oning protocol and examine its performance compared to currently known protocols. Our sm-
ulations show that the number of update messages using this protocol can be reduced by up to
91%.
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Kapitel 1

Einleitung

1.1 Motivation

Mobilkommunikationist in den letzten Jahren zu einem aus dem 6Offentlichen Leben nicht mehr
wegzudenkenden Faktor geworden. So gab eslaut REGTP (2001) im September 2001 alleinein
Deutschland bereits Uber 55 Millionen Mobilfunkteilnehmer. Ab 2003 soll in Deutschland die
dritte Mobilfunkgeneration (siehe z. B. MURATORE (2001)) die heute vorhandene zweite Gene-
ration (GSM) mit paketvermittelnder statt verbindungsorientierter Datenkommunikation und
deutlich héheren Datenraten abldsen. UMTSwird so Datenraten von bis zu 2 M Bit/s gegentiber
nur 9,6 KBit/sin GSM bieten. Fir diese dritte Mobilfunkgeneration werden Datendienste als
ein wichtiges Gebiet fur weiteres Wachstum gesehen. Besonders fr die sogenannten Anwen-
dungen mit Ortsbezug (engl. location-aware applications, im Mobilfunkbereich auch engl. lo-
cation-based services, kurz LBS, genannt) wird, beispielsweisein LUTGE (2001), zukUnftig ein
hohes Potenzial vorhergesagt.

Einfache ortsbezogene Dienste entstehen zur Zeit bel vielen deutschen Mobilfunkbetreibern
und ermdglichen beispiel sweise die Suche nach einem nahegel egenen Restaurant oder das Ab-
rufen von einfachen Weginformationen auf Basisder Funkzelle, in der sich der Benutzer aufhalt
(sehez. B. VIAG INTERKOM (2001)). Eine weitere Klasse von Anwendungen, in denen die Po-
sition des Benutzers von zentraler Bedeutung ist und die sich zunehmender Beliebtheit erfreut,
sind Navigationssysteme fr Fahrzeuge. In naher Zukunft werden, zusatzlich zu einer flachen-
deckend mit hohen Datenraten verfgbaren Mobilkommunikation und dem auf3erhalb von Ge-
bauden vorherrschenden Satellitennavigationssystem GPS (HOFMANN-WELLENDORF, LICH-
TENEGGER & COLLINS (1997)), auch innerhalb von Gebauden hochgenaue Positionierungssen-
soren zur Verfigung stehen (vgl. Abschnitt 2.1). Vor dem Hintergrund dieser Moglichkeiten
bieten ortsbezogene Dienste die Grundlage fir eine Reithe von fortgeschrittenen, aul3erst viel
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versprechenden Anwendungen aus den Bereichen Navigationssysteme, Situierte Informations-
raume und ,, Sentient Computing”. Bel Navigationssystemen, die vor allem in Fahrzeugen be-
reitsweit verbreitet sind, wird der Benutzer unter Berticks chtigung seiner Umgebung, worunter
in Zukunft beispielsweise auch das aktuelle Verkehrsaufkommen fallen wird, zu einem meist
stationaren Ziel gefuhrt (sehe z. B. ZHAO (1997)). Situierte Informationsrdume, wie sie in
FiTzMmAURICE (1993) beschrieben sind, ordnen Informationen und Dienste einem bestimmten
geographischen Ort oder einem Objekt der realen Welt zu und ermoglichen es, mit diesen zu
»interagieren”. Die Vision von ,, Sentient Computing”, wiesiez. B. in ADDLESEE ET AL. (2001)
beschrieben ist, sieht vor, dass die Benutzungsoberfl&che von Programmen in die reale Umge-
bung ihrer Benutzer verlagert wird. Entsprechende Programme koénnen so Aktionen abhéngig
von der I nteraktion eines Benutzers mit realen Objekten seiner Umwelt ausl6sen, wie beispiels-
weise seine Arbeitsumgebung auf denjenigen Rechner zu Ubertragen, vor den er sich gerade
setzt (HARTER ET AL. (1999)).

Eine zentrale Voraussetzung fir Anwendungen mit Ortsbezug ist dabei immer die Kenntnis
Uber die geographischen Positionen der daran beteiligten mobilen Personen oder Objekte (z. B.
Fahrzeuge). Der in dieser Arbeit betrachtete generische L okationsdienst soll diese Positionsin-
formationen zentral fir ein breites Spektrum an ortsbezogenen Anwendungen erfassen und be-
reitstellen. Wahrend es fir manche Anwendungen ausreichend sein kann, die aktuelle Position
eines bestimmten Objekts zu erfragen, erfordern anderer Anwendungen weitergehende Funkti-
onalitét wie das Abfragen aler Objekte, die sich in einem bestimmten geographischen Gebiet
aufhalten (Gebietsanfrage) oder das Ermitteln des sich zu einem bestimmten Ort am nachsten
befindenden Objekts (Nachbarschaftsanfrage). Zum Beispiel konnte in einen elektronischen
Stadtftihrer mit Ortsbezug (wie er beispielsweisein CHEVERST ET AL. (2000) beschreiben wird)
ein Informationssystem fir den 6ffentlichen Nahverkehr integriert sein, das die Verspatung ei-
nes Busses allen Benutzern meldet, die an der néchsten Bushaltestelle warten. Ein Benutzer
konnte daraufhin diesen StadtfUhrer einsetzen, um nach dem nachsten verfligbaren Taxi zu su-
chen.

Wir sind der Uberzeugung, dass der Ortsbezug von Anwendungen nicht wie bisher auf einzelne
Einsatzgebiete innerhalb oder aulRerhalb von Gebauden beschrankt bleibt, sondern dass er ein
globales Ausmall erreichen wird. Um dem Rechnung zu tragen, muss ein entsprechender Loka-
tionsdienst auch ein breites Spektrum an Positionierungssensoren mit unterschiedlichen Ein-
satzgebieten unterstitzen. Weiterhin nehmen wir an, dass ein global verflgbarer Lokations-
dienst mit hunderttausenden von mobilen Objekten und Klienten gleichzeitig zurechtkommen
muss. Die Skalierbarkeit eines solchen Dienstes wird damit zu einer zentralen Fragestellung
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und macht einen verteilte Architektur des L okationsdienstes erforderlich, welche die zu erbrin-
gende Funktionalitét und die auftretende Last auf mehrere Lokations-Server aufteilt.

Waéhrend fir einfache Anwendungen eine vergle chswel se ungenaue Positionsinformation aus-
reicht, wie z. B. fUr die oben erwahnten LBS-Anwendungen in heutigen Mobilfunknetzen, die
eine Genauigkeit von im besten Fall wenigen hundert M etern erreichen, benétigen fortgeschrit-
tenere Anwendungen die Informationen mit einer deutlich hoheren Genauigkeit. Ein mobiles
»Augmented Reality”-System (FEINER ET AL. (1997)) benétigt z. B. sehr genaue Positionsinfor-
mationen (im Bereich von unter einem Meter), um mit Hilfe einer halbdurchl&ssigen Datenbril-
le elektronische Informationen in die Sicht eines Benutzers auf die reale Welt einzublenden.
Gleiches gilt auch fir das Nexus-Projekt (HOHL ET AL. (1999)), in dessen Rahmen diese Arbeit
entstanden ist und bei dem esu. a. moglich sein soll, mit einem entsprechenden Peripheriegerét,
das durch einen integrierten digitalen Kompassin der Lage ist, seine raumliche Ausrichtung zu
bestimmen, auf ein Objekt der realen Welt zu zeigen (z. B. ein Gebaude) und so Informationen
Uber dieses abzufragen. Die Genauigkeit einer Positionsinformation ist damit eln wichtiges Kri-
terium fir ihre,, Verwendbarkeit” und kann daher asMal3fir die Dienstgiite, die der L okations-
dienst erbringen soll, eingesetzt werden. Aus demselben Grund nimmt auch die Sicherheitsre-
levanz von Positionsinformationen mit steigender Genauigkeit zu.

Verschiedene Sensorsysteme zur Positionsbestimmung unterscheiden sich in der Genauigkeit,
mit der sie die Position eines mobilen Objekts ermitteln kdnnen. Wahrend GPS (HOFMANN-
WELLENDORF, LICHTENEGGER & COLLINS (1997)) eine Genauigkeit von bis zu 10 m aufweist,
koénnen Sensorsysteme innerhalb von Gebauden eine hohere Auflsung haben. Beispielsweise
besitzt das Active-Bat-System (WARD, JONES & HOPPER (1997)) eine Genauigkeit von unter
10 cm. Folglich werden die Positionsinformationen, die der Lokationsdienst verwalten soll, un-
terschiedliche Genauigkeiten aufwei sen, wenn sie von unterschiedlichen Sensorsystemen stam-
men. Diese Tatsache muss beim Entwurf der Anwendungsschnittstelle (engl. application pro-
gramming interface, kurz API) und der Mechanismen zur Anfragebearbeitung berticks chtigt
werden, um es den Anwendungen zu ermoglichen, eine fur die Positionsinformationen gefor-
derte Genauigkeit anzugeben. Verschiedene Sensorsysteme liefern darliber hinaus die Positi-
onsinformation in unterschiedlichen Formaten. Wéahrend ein Active-Badge-System
(WANT ET AL. (1992)) die Position in Form eines symbolischen Bezeichners, wie beispielswei-
se einer Raumnummer, zurtickgibt, liefert ein GPS-Empfanger eine geographische K oordinate.
Der vorgeschlagene Lokationsdienst soll diese Heterogenitét so weit wie moglich vor den An-
wendungen verbergen.

Da es sich bel dem gegenwaértigen Aufenthaltsort einer Person um eine sensitive Information
handelt, wird es schliefdich fir die Akzeptanz eines Lokationsdienstes von entscheldender Be-
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deutung sein, Datenschutz und Datensicherheit fir die von ihm verwalteten Positionsinforma-
tionen zu garantieren. Aus diesem Grund muss ein Lokationsdienst, der von unterschiedlichen
Anwendungen genutzt werden soll, entsprechende Mechanismen fiir die Authentifizierung und
Zugriffskontrolle bereitstellen (fir eine ausfuhrliche Diskussion dieser Problematik siehe auch
LEONHARDT (1998)). In diesem Zusammenhang sind wir der Uberzeugung, dass es wichtig ist,
den Benutzern die Mdglichkeit zu geben, die Genauigkeit festzulegen, mit der ihre Positionsin-
formation im L okationsdienst gespeichert wird (z. B. ,,1ch binim Birogebaude” im Gegensatz
zu ,Ich binin der Kaffeeecke”). Unabhangig von dem verwendeten Sensorsystem wird darauf-
hin ihre Positionsinformation nur noch mit dieser Genauigkeit an den Lokationsdienst Giberge-
ben. Der Benutzer soll in der Lage sein, diese Einschrankungen jederzeit entsprechend der je-
welligen Situation zu andern. Die Genauigkeit der im L okationsdienst gespeicherten Positions-
informationen hangt damit nicht nur von den technischen Méglichkeiten, d. h. von der Genau-
igkeit der verfligbaren Sensorsysteme, sondern auch von den Sicherheitsbedirfnissen seiner
Benutzer und dem Vertrauen, das sie in den Dienst bzw. seinen Betreiber haben, ab.

1.2  Problemstellung und Anforderungen

Ziel dieser Arbeit ist, einen Lokationsdienst zu definieren, der speziell fur die Verwaltung der
hochgenauen und daher hochdynamischen Positionsinformationen einer Vielzahl von mobilen
Objekten geeignet ist. Der L okationsdienst soll als Infrastruktur fr fortgeschrittene Anwendun-
gen mit Ortsbezug dienen und muss damit neben einfachen Anfragen nach der Position eines
mobilen Objekts auch Gebiets- und Nachbarschaftsanfragen beherrschen. Weiterhin muss auf
die speziellen Eigenschaften mobiler Endgerdte Riicksicht genommen werden, die zu einem
grof3en Teil als mobile Objekte und Klienten des L okationsdienstes fungieren werden. Klienten
des L okationsdienstes konnen dabel sowohl einzel ne Benutzeranwendungen, al's auch ortsbezo-
gene Informationsdienste sein, die verschiedene Benutzer mit Informationen versorgen.

Ausgehend von dem beschriebenen Einsatzzweck und den geforderten Zielen ergeben sich fir
den Lokationsdienst die folgenden speziellen Anforderungen:

» Genauigkeit der Positionsinformationen: Der L okationsdienst mussin der Lage sein, Positi-
onsinformationen mit unterschiedlicher und z. T. sehr hoher Genauigkeit zu speichern (im
Bereich von wenigen Metern oder darunter). Konkret muss sich die unterschiedliche
Genauigkeit der Positionsinformationen in der Anwendungsschnittstelle (API) widerspie-
geln. Fur die Behandlung von Positionsinformationen mit hoher Genauigkeit muss er daru-
ber hinaus mit einer haufigen Aktualisierung dieser Informationen zurechtkommen, da ein
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unmittelbarer Zusammenhang zwischen der Aktualisierungsrate und der Genauigkeit der
Positionsinformationen besteht (siehe auch Kapitel 6).

o Skalierbarkeit und Effizienz des Dienstes: Um wie gefordert die Positionen einer Vielzahl
von mobilen Objekten (z. B. hunderttausende von Fahrzeugen in einer grofderen Stadt) mit
hoher Genauigkeit zu speichern und dementsprechend auch mit vielen Klienten zurechtzu-
kommen, muss ein wichtiges Ziel beim Entwurf des Lokationsdienstes die Skalierbarkeit
von dessen Architektur und Mechanismen sein. Die erwartete grof3e Anzahl mobiler
Objekte und Klienten macht wiederum eine effiziente Bearbeitung von Anfragen und Aktu-
alisierungsnachrichten erforderlich.

» Datenschutz und Datensicherheit: Der Lokationsdienst muss Datenschutz und Datensicher-
heit fur die von ihm verwalteten Positionsinformationen garantieren. Dazu sind erstens ent-
sprechende Mechanismen anzubieten, mit deren Hilfe ein Benutzer steuern kann, welche
Anwendungen oder Personen mit welcher Genauigkeit Zugriff auf seine Positionsinformati-
onen bekommen sollen. Zweitens soll der Benutzer steuern kénnen, mit welcher Genauig-
keit der L okationsdienst selbst seine Positionsinformationen erhalt, was sich auch in dessen
API widerspiegeln muss.

» Fehlertoleranz: Da der Lokationsdienst in der hier anviserten Form eine wichtige Res-
source fur Anwendungen mit Ortsbezug darstellt, muss er in der Lage sein, fehlertolerant
gegentiber dem Auftreten von Fehlerfallen zu reagieren. Es sind daher M echanismen bereit-
zustellen, die dafur sorgen, dass dessen Funktionalitét und die gespeicherten Positionsinfor-
mationen das Auftreten von Fehlerféllen Uberdauern.

Die Betrachtung existierender Ansdtze zur Speicherung von Positionsinformationen in
Kapitel 2 wird zeigen, dass bidang keiner dieser Ansétze die hier gestellten Anforderungen in
befriedigender Weise erfiillen kann.

1.3 Struktur der Arbeit

In dieser Arbeit werden Mechanismen und Konzepte fir einen verteilten Lokationsdienst vor-
gestellt, die speziell fur die Verwaltung von hochdynamischen Positionsinformationen und eine
grof3e Zahl von mobilen Objekten bendtigt werden. Der Aufbau dieser Ausarbeitung soll nun
kurz dargestellt werden.

Kapitel 2 gibt zuerst einen Uberblick tiber verwandte Arbeiten und grenzt sie von den im wei-
teren beschriebenen Arbeiten, mit dem Ziel der Entwicklung eines allgemeinen L okationsdiens-
tes, ab. Fur ein besseres Verstandnis wird darauf folgend der Hintergrund dieser Arbeit, dieim
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Rahmen des Nexus-Projekts (NExus (2002)) an der Universitdt Stuttgart entstanden ist, in
Kapitel 3 kurz dargestellt.

In Kapitel 4 wird ein generisches Modell fur einen L okationsdienst (bzw. eine generische API)
erarbeitet, das auf den oben beschriebenen Einsatzzweck und die gestel lten Anforderungen aus-
gelegt ist. Dieses Modell beschreibt die Semantik der Registrierung mobiler Objekte, der von
Positionsaktualisierungen sowie von Positions-, Gebiets- und Nachbarschaftsanfragen unter
Bertcksichtigung einer durch die Genauigkeit der Positionsinformationen gegebenen Dienstgu-
te.

Kapitel 5 stellt eine hierarchische Architektur vor, anhand der ein skalierbarer effizienter Loka-
tionsdienst entsprechend dem generischen Dienstmodell aus Kapitel 4 implementiert werden
kann. Die dafur notwendigen Algorithmen flr Registrierung und Positionsaktualisierungen so-
wie fur die Bearbeitung von Positions-, Gebiets- und Nachbarschaftsanfragen werden ausfihr-
lich dargestellt und diskutiert. Beim Entwurf der Architektur und Algorithmen wird von einer
deutlichen Lokalitét der Anfragen ausgegangen, d. h. ein Benutzer des L okationsdienstes inte-
ressiert sich haufig fur mobile Objekte und Gebiete in seiner néheren Umgebung und weniger
haufig fir solche, die weiter entfernt sind.

Fir die Datenhaltungskomponente des L okationsdienstes wird ebenfallsin Kapitel 5 ein Redli-
sierungsansatz vorgestellt, bel dem eine Hauptspeicherdatenbank fUr die Speicherung der dyna-
mischen Positionsinformationen verwendet wird, wodurch Anfragen und insbesondere Positi-
onsaktualisierungen sehr effizient bearbeitet werden kdnnen. Mechanismen zur Wiederherstel -
lung der Positionsinformationen stellen sicher, dass diese auch nach Ausfall einer Komponente
schliefdlich wieder verfligbar werden.

Aktualisierungsprotokolle, die fir die Ubertragung hochdynamischer Positionsinformationen
geeignet sind, werden unter diesem Gesichtspunkt umfassend in Kapitel 6 diskutiert und ihre
Eigenschaften mittels Analyse und Simulation bestimmt und verglichen. Darauf basierend wird
ein kombiniertes Protokoll vorgeschlagen, das die Eigenschaften unterschiedlicher Protokoll-
klassen verbindet und an verschiedenartige Einsatzumgebungen angepasst werden kann. Die
viel versprechende Klasse der Koppel navigationsprotokolle wird genauer betrachtet und ein
neuartiges kartenbasi ertes K oppel navigationsprotokol | vorgestellt. Wahrend ein einfaches Kop-
pelnavigationsprotokoll gegenliber einem vergleichbaren Nicht-K oppelnavigationsverfahren
bereitsbis zu 83% der Aktualisierungsnachrichten einspart, reduziert das kartenbasierte Verfah-
ren diese um weitere bis zu 60%.

In Kapitel 7 werden die Messergebnisse beschrieben, die wir durch Experimente mit einer pro-
totypischen I mplementierung des L okati onsdienstes erhalten haben. Sie zeigen die Machbarkeit
und Leistungsfahigkeit der Datenhal tungskomponente sowie der verteilten Architektur des Lo-
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kationsdienstes. So kdnnen bereits auf einem einfachen PC fast 500 Positionsaktualisierungen
oder Positionsanfragen pro Sekunde abgearbeitet werden.

Schliefdlich werden in Kapitel 8 die Sicherheitsaspekte, die im Zusammenhang mit dem Loka-
tionsdienst entstehen, betrachtet und die Schnittstelle und Mechanismen fur eine einfache Zu-
griffskontrolle vorgestellt. Eine ausfuhrliche Betrachtung der Sicherheitsproblematik der Posi-
tionsi nformationen mobiler Benutzer wird von unseren Projektpartnern am Institut fir Kommu-
nikationsnetze und Rechnersysteme (IKR) der Universitdt Stuttgart durchgefihrt (siehe auch
HAUSER & KABATNIK (2001)) undist nicht Fokus dieser Arbeit. Kapitel 9 beschliefit die Arbeit
mit einer Zusammenfassung und einem Ausblick auf mégliche weiterfiihrende Arbeiten.
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Kapitel 2

Stand der Wissenschaft

Der in dieser Arbeit behandelte L okationsdienst steht in Bezug zu einer Reihe von Forschungs-
gebieten aus den Bereichen Mobilkommunikation und Datenbanken. Dieses Kapitel gibt einen
Uberblick tiber den Stand der Wissenschaft in den betroffenen Forschungsgebieten und ordnet
den in dieser Arbeit beschriebenen Lokationsdienst in den jewelligen Kontext ein (fir einen
Uberblick tiber verwandte Arbeiten im Bereich Mobilkommunikationssysteme siehe auch Pi-
TOURA & SAMARAS (2001)).

Die fUr den Lokationsdienst notwendigen Teilfunktionalitéten lassen sich in die folgenden vier
Aufgabenbereiche einteilen: Erstens die Bestimmung der Positionsinformation durch einen ge-
eigneten Positionierungssensor (was hier nicht Gegenstand der Forschung sein soll). Zweitens
die effiziente Ubertragung dieser | nformation von dem Positi onierungssensor zu einem entspre-
chenden Lokations-Server und von dort weiter zu einem Klienten, der die Information anfragt.
Drittens die Speicherung der Positionsinformation sowie die Bearbeitung entsprechender An-
fragen auf einem einzelnen Lokations-Servern und viertens Algorithmen fir das Auffinden der
angefragten Positionsinformation in einem verteilten System von Lokations-Servern. Abbil-
dung 2-1 setzt diein diesem K apitel besprochenen verwandten Forschungsgebietein Beziehung
zu den jeweiligen Aufgabenbereichen.

2.1  Sensoren zur Positionsbestimmung

Verschiedenste Sensorsystemen sind in den letzten Jahren mit dem Ziel einer moglichst genauen
und zuverl&ssigen Bestimmung der aktuellen Position eines mobilen Objekts entwickelt worden
(fir einen Uberblick uber verfiigbare Positionierungssensoren siehe z. B. HIGHTOWER &
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Abbildung 2-1. Ubersicht tiber verwandte Arbeiten.

BORRIELLO (2001)). In diesem Abschnitt soll ein Uberblick tiber die dazu eingesetzten Techno-
logien gegeben und jeweils deren wichtigste Vertreter vorgestellt werden, ohne dass ein An-
spruch auf Vollsténdigkeit erhoben wird.

Bei Systemen zur Positionsbestimmung kann nach LEONHARDT (1998) unterschieden werden
zwischen lokalen Sensorsystemen (engl. positioning systems), die auf dem mobilen Objekt
selbst die eigene Position bestimmen, und externen Systemen (engl. tracking systems), bei de-
nen eine externe Sensorinfrastruktur bendtigt wird. Ein weiteres wichtiges Unterscheidungs-
merkmal ist das Format der zurtickgelieferten Positionsinformationen. Dies kann einerseits ein
symbolischer Bezeichner fur die Position sein, wie eine Raumnummer, andererseitsauch ein ge-
ometrischer Bezeichner entsprechend einem lokalen oder globalen Koordinatensystem, wie
WGS84 (NIMA (1997)).

Ziel dieser Arbeit ist nicht, Forschung auf dem Bereich der Positionierungssensoren zu betrei-
ben, sondern sie setzt auf die in diesem Bereich erzielten Ergebnisse auf. Ohne eine zusétzliche
Infrastruktur ist die Ausgabe eines Positionierungssensors allerdings nur lokal auf dem mobilen
Objekt selbst (bei einem internen System) oder fir eine lokale Installation (bei einem externen
System) verfugbar. Der Lokationsdienst soll eine Infrastruktur bereitstellen, welche die Positi-
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onsinformationen der Sensorsysteme global verflgbar macht und integriert dazu die von belie-
bigen Sensorsystemen gelieferten Positionsinformationen.

2.1.1 Positionsbestimmung aul3erhalb von Gebauden

AulRerhalb von Gebauden hat sich fir die Positionsbestimmung das Satellitenpositionierungs-
system GPS (engl. global positioning system, siehe HOFMANN-WELLENDORF, LICHTENEGGER
& COLLINS (1997)) weitgehend durchgesetzt. Es handelt sich dabel um ein lokales System, das
geometrische Positionsinformationen in einem durch das globale K oordinatensystem WGS34
definierten Format zuriickliefert. GPSist weltweit verfligbar und erreicht, nach der Abschaltung
der kunstlichen Unschérfe (engl. selective availability) durch den Betreiber — das Verteidi-
gungsministerium der Vereinigten Staaten von Amerika —im Mai 2000, eine Genauigkeit von
10 bis 20 m. Durch den Einsatz von differentiellem GPS (DGPS) kann diese Genauigkeit auf
bis zu 1 m, mit gréferem Aufwand sogar auf bis zu 10 cm erhoht werden. Innerhalb von Ge-
bauden funktioniert GPS jedoch auf Grund des verwendeten Frequenzbandes nicht.

Fir Mobiltelefone wurden, um den Aufwand durch einen zusétzlichen GPS-Empfanger zu spa-
ren, verschiedene Systeme entwickelt, bel denen deren Position aus der Kommunikationsinfra-
struktur u. a. durch Messung der Signallaufzeiten zu nahegelegenen Basi sstationen (enhanced
observed time difference, kurz E-OTD) bestimmt werden kann. Das Cursor-System (siehe CAM-
BRIDGE POSITIONING SYSTEMS (2001)) benétigt zu diesem Zweck entsprechende M odifikatio-
nen an den Geraten sowie der Infrastruktur des Mobilkommunikationssystems und erreicht eine
Genauigkeit zwischen 15 und 150 Metern.

Im Rahmen einer Diplomarbeit hat Christian Seybold (SEyBoLD (2001)) untersucht, wie eine
Positionsbestimmung in GSM durchgeftihrt werden kann, bei der keine Modifikation an aktu-
eller Netzinfrastruktur oder Mobiltelefonen vorgenommen werden muss. Die Ergebnisse zei-
gen, dass unter diesen Bedingungen im Wesentlichen nur die Bestimmung eines Sektors der ak-
tuell verwendeten Funkzelle mit einer Genauigkeit von 500 bis 1500 m im Stadtbereich mdglich
ist.

Die Positionsbestimmung tber GSM funktioniert prinzipiell sowohl innerhalb als auch auf3er-
halb von Gebauden, allerdings erreicht sie nicht die fir Anwendungen in Gebauden erforderli-
che Genauigkeit.



12 2 Sand der Wissenschaft

2.1.2 Positionsbestimmung innerhalb von Gebauden

Die genaue Positionsbestimmung von mobilen Objekten innerhalb von Gebauden ist hingegen
immer noch Gegenstand der Forschung, wobei eine Vielzahl von unterschiedlichen Technolo-
gien untersucht wurde. Erste Ansétze haben zu diesem Zweck Infrarotsender verwendet, welche
periodisch ein eindeutiges Signal aussenden, sowie in den Raumen platzierte Empféanger, die
diese Signale empfangen und an eine zentrale Verwaltung weiterleiten. An der Universitdt Cam-
bridge wurde so das bekannte Active-Badge-System entwickelt (WANT ET AL. (1992)), bei Xe-
rox das ParcTab-System (SCHILIT, ADAMS & WANT (1994)). Diese externen Systemeliefern als
Ergebnis den Aufenthaltsort eines mit einem entsprechenden Sender ausgestatteten mobilen
Objekts als (symbolische) Raumnummer.

Genau entgegengesetzt funktionieren Systeme, die auf sogenannten Infrarot-Baken basieren.
Dort sendet ein einfacher Infrarotsender periodisch die Kennung fur seinen Standort aus, oft
ebenfalls eine Raumnummer. Diese Kennung wird entweder, wie bei dem vom MIT MediaL ab
entwickelten Locust-System (LocusT (2001)), Uber ein spezielles Peripheriegerdt eingelesen,
mit dem das mobile Endgeréat des Benutzers ausgestattet ist, oder direkt durch die in vielen Ge-
réten schon eingebaute IRDA -Schnittstelle, wie bei dem Eyeled-System (BuTz ET AL. (2001)).
Die mit Infrarot-Baken arbeitenden Systeme haben den Vorteil, dass im Gegensatz zu den auf
der Active-Badge-ldee basierenden Systemen, die Position des Benutzers nicht auf3erhalb des
eigenen Endgerats bekannt wird und daher meist weniger Sicherheitsbedenken gegentiber die-
sen Systemen bestehen.

Ein aktuellerer Ansatz ist dasin WARD, JONES & HOPPER (1997) beschriebene Active-Bat-Sys-
tem (ein Nachfolger der Active-Badges). Dieses basiert auf Ultraschallempfangern, dieim Ab-
stand von etwa einem Meter in die Decke eines Raumes eingelassen sind, und kann die Position
eines kleinen Ultraschallsenders bis auf 3 cm genau bestimmen. Fir das deutlich weniger auf-
wandige RADAR-System, das die Position aufgrund der Signalstérke der Basisstationen eines
Funk-L ANs bestimmt, berichten BAHL & PADMANABHAN (2000) von einer durchschnittlichen
Genauigkeit von etwa 3 m. Das verwandte Cricket-System (sehe z. B. PRIYANTHA, CHAKRA-
BORTY & BALAKRISHNAN (2000)) verwendet sowohl Funk als auch Ultraschall, wodurch ein
mobiles Objekt durch Betrachtung der Laufzeit der Ultraschallsignale einzelne Tellbereiche ei-
nes Raumes bis auf wenige Zentimeter genau unterscheiden kann.
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2.2  Protokolle zur Positionsaktualisierung

Um die Positionsinformationen von einem Positioni erungssensor zum L okationsdienst zu Uber-
tragen, wird ein geeignetes Protokoll bendtigt, das den Austausch dieser Informationen steuert.
Da sich die Positionsinformationen standig andern konnen und die Ubertragung mit einer be-
stimmten Genauigkelt stattfinden sowie moglichst wenig Nachrichten benétigen soll, wird ein
Protokoll bendtigt, das auf die speziellen Eigenschaften von Positionsinformationen zuge-
schnitten ist. Herkdmmliche Protokolle sind — wie sich zeigen wird — nicht fiir die Ubertragung
von hochdynamischen und sehr genauen Positionsinformationen geeignet.

2.2.1 Allgemeine Aktualisierungsprotokolle

Das Verhalten von allgemeinen Aktualisierungsprotokollen fir Kopien mit schwacher Konsis-
tenz (engl. weak consistency), die nicht auf Positionsinformationen mobiler Objekte speziali-
sert sind, wurde ausfuhrlich im Forschungsgebiet der Vertellten Systeme untersucht. So wird
in ALONSO, BARBARA & GARCIA-MOLINA (1990) der Begriff der Quasi-Kopie eingeftihrt, bel
der die Konsistenz bestimmten durch Prédikate formulierten Einschrankungen unterliegt. In
KovAcs (1999) werden entsprechende Aktualisierungsprotokolle z. B. fur Daten betrachtet, die
fUr die Verwaltung von Diensten in vertellten Systemen bendtigt werden.

Die in Kapitel 6 angestellten Betrachtungen beruhen dartiber hinausgehend sehr stark auf den
speziellen Eigenschaften der Positionsinformationen mobiler Objekte. So ist, aufgrund der sich
potenziell sténdig bewegenden Objekte und der Ungenauigkeit der Sensorinformationen, von
vorneherein nie eine vollstandige Aktualitdt und Genauigkeit der Informationen zu erreichen.
Weiterhin ergeben sich Besonderheiten aufgrund der durch die maximale Geschwindigkeit be-
schrankten Anderungen und die oft bestimmten Mustern folgenden Bewegungen der mobilen
Objekte, die z. B. beim Zwischenspeichern von Positionsinformationen (siehe Abschnitt 6.2.1)
und bei den Koppel navigationsprotokollen (siehe Abschnitt 6.3) ausgenutzt werden.

2.2.2 Lokationsverwaltung in Mobilkommunikationssystemen

Bei der Lokationsverwaltung fir Mobiltelefone in M obilkommunikationssystemen (wie z. B.
GSM, MouLY & PAUTET (1992)) ist die Aktualisierung der Positionsinformationen ein wichti-
ger Aspekt. Wenn ein Anruf an ein Mobiltelefon weitergel eitet werden soll, wird dieses auf ei-
nem speziellen Kanal in allen Funkzellen ausgerufen (engl. paging), in denen sich das Mobil-
telefon aufhalten kénnte. Das angesprochene Mobiltelefon meldet sich daraufhin und nimmt
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den Anruf entgegen. Um die Zahl der in Frage kommenden Zellen zu reduzieren, Ubermittelt
das Mobiltelefon regel méliig — entsprechend einer festgel egten Strategie — die Funkzelle, in der
es sich gerade aufhdlt, an die Mobilkommunikationsinfrastruktur. Diese Positionsinformation
wird daraufhin in dem zum Mobiltelefon gehdrenden Heimatregister (engl. home location re-
gister, kurz HLR) und in dem dieser Funkzelle zugeordneten Besucherregister (engl. visitor lo-
cation register, kurz VLR) gespeichert.

Im Zusammenhang der Lokationsverwaltung fur Mobilkommunikationssysteme (vgl. auch
Abschnitt 2.5) wurden unterschiedliche Strategien zur Positionsaktualisierung betrachtet, mit
dem Ziel, die Gesamtkosten fir Positionsaktualisierungs- und Ausrufnachrichten zu minimie-
ren. BAR-NoY, KESSLER & SIDI (1995) vergleichen ein entfernungsbasiertes (engl. distance-
based), ein bewegungsbasiertes (engl. movement-based) und ein zeitbasertes (engl. time-
based) Protokoll zur Positionsaktualisierung, wobei sich ersteres als am besten geeignet fir die
gegebene Aufgabe erweist. Bel dem entfernungsbasierten Protokoll wird eine Aktualisierungs-
nachricht gesendet, sobald eine bestimmte Anzahl von Funkzellen zwischen der aktuellen und
der zuletzt gesendeten Zelle liegt. Auf ahnliche Weise funktioniert das bewegungsbaserte Pro-
tokoll, bei dem dazu eine bestimmte Anzahl von Zellgrenzen Uberschritten werden muss, die
aber durchausimmer zu denselben Zellen gehtren konnen. Das zeitbasi ertes Protokol | schlief3-
lich sendet eine Aktualisierungsnachricht jeweils nach einem vorgegebenen Zeitintervall.

Protokolle zur Positionsaktualisierung in Mobilkommunikationssystemen nutzen oft die spezi-
ellen Eigenschaften aus, die sich aus der Zellstruktur dieser Systeme ergeben. So wird in BHAT-
TACHARYA & DAS (1999) ein “LeZi-update’ genannter Ansatz vorgestellt, der die zu Ubertra-
genden Bezeichner der Funkzellen als Alphabet verwendet und haufig auftretende K ombinati-
onen von nacheinander besuchten Funkzellen, analog zu dem bekannten Lempel-Ziv-Kompri-
mierungsverfahren, in einzelnen Aktualisierungsnachrichten zusammenfasst. Dies geschieht
jewells pro Benutzer, so dass das System haufig verwendete Wege | ernen und auch vorhersagen
kann. In dem Artikel wird auch gezeigt, dass dieses Verfahren eine annéhernd optimale L sung
in Bezug auf die Ubertragene Datenmenge darstellt.

In aktuellen Mobilkommunikationssystemen wie GSM wird eine Gruppe von angrenzenden
Funkzellen zu einem sogenannten Aufenthaltsbereich (engl. location area) zusammengefasst.
Positionsaktualisierungen werden jedesmal gesendet, wenn ein Mobiltelefon von einem Auf-
enthaltsbereich in einen anderen wechselt. Verschiedene Forschungsarbeiten (u. a. ABUTALEB
& LI (1997)) beschéftigen sich mit der Ermittlung einer optimalen Form und Grél3e fur diese
Aufenthaltsbereiche, abhangig von den zu erwartenden Bewegungs- und Anrufmustern. Fir ak-
tuelle Mobilkommunikationssysteme existieren auch bereits Erweiterungen fur die dort auf-
kommenden Anwendungen mit Ortsbezug, die Positionsinformationen mit einer htheren Ge-
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nauigkeit bestimmen und speichern kénnen. Zur Ubertragung der Positionsinformationen wer-
den allerdings bisher nur einfache anfragende oder zeitbasierte Protokolle verwendet (siehe
LIF (2001)).

Im Gegensatz zu der in Kapitel 6 betrachteten Problemstellung ist bei Mobilkommunikations-
systemen ohne eine vorherige Ubertragung der Positionsinformationen keine direkte Kontakt-
aufnahme von der Infrastruktur aus mit den mobilen Endgeréten moglich, da deren aktuelle
Funkzelle ja erst durch diese Mechanismen bestimmt werden soll. Damit kénnen auch keine
Protokolle (siehe unten) verwendet werden bei denen die Positionsaktualisierung von der Kom-
munikations nfrastruktur angestof3en wird. Obwohl die Ansétze, die von den mobilen Endgeréd
ten ausgehen, oft ahnlich sind, wird in unserer Aufgabenstellung kein Ausrufen (paging) des
mobilen Endgerats benttigt, was dazu fiihrt, dass die Ergebnisse der Untersuchungen an Mobil-
kommunikationssystemen nicht direkt Ubertragen werden kénnen. Schliefdlich basiert die Posi-
tionsaktualisierung bei M obilkommunikationssystemen auf den symbolischen Bezeichnern der
Aufenthaltsbereiche, die oft die Grole einer Stadt (bis 35 km) haben. Der LS verwendet dage-
gen geometrische Koordinaten, die eine sehr hohe Genauigkeit im Bereich von wenigen Metern
oder darunter aufweisen konnen.

2.2.3 Koppelnavigationsprotokolle

In WOLFSON ET AL. (1999) wird erstmals ein als Koppel navigationsstrategie (engl. dead-recko-
ning) bezeichnetes Verfahren beschrieben. Dieseswird im Rahmen einer Datenbank fr mobile
Objekte (siehe Abschnitt 2.3) zur Reduzierung der fur die Aktualisierung von Positionsinfor-
mationen bendtigten Nachrichten eingesetzt. Dabel wird angenommen, dass der Weg, auf dem
sich das betrachtete mobile Objekt bewegt, im Voraus bekannt ist. Die Datenbank nimmt solan-
ge an, dass sich das Objekt auf diesem Weg mit der zuletzt gemel deten Geschwindigkeit wei-
terbewegt, bis sie eine Aktualisierungsnachricht mit dessen aktueller Position und Geschwin-
digkeit erhdt. Das mobile Objekt versendet eine solche Aktualisierungsnachricht, wenn sich
durch eine Geschwindigkeitsdnderung die Entfernung zwischen der realen Position und der von
der Datenbank angenommenen einen bestimmten Entfernungsschwellwert Uberschreitet. Zur
Bestimmung eines optimalen Schwellwerts wird eine Kostenfunktion definiert, die sowonhl
Kosten fur den Entfernungsschwellwert und fir die Abweichung zwischen realer und angenom-
mener Position a's auch Kosten fir die versendeten Aktualisierungsnachrichten beinhaltet.

Verschiedene Varianten von Koppel navigationsstrategien werden mit dem Ziel, diese Kosten-
funktion zu minimieren, miteinander verglichen. Dabei zeigt sich, dass essich unter diesen Be-
dingungen im Vergleich zu einfacheren Verfahren (engl. speed dead-reckoning policy) lohnt,



16 2 Sand der Wissenschaft

den Entfernungsschwellwert adaptiv anzupassen (engl. adaptive dead-reckoning policy). Um
mit Unterbrechungen der Netzverbindung umgehen zu kénnen, wird bei einer weiteren Variante
der Schwellwert kontinuierlich verringert, falls keine weitere Aktualisierungsnachricht versen-
det bzw. empfangen wird (engl. disconnection detection dead-reckoning policy). Nicht Teil der
Arbeiten von WOLFSON ET AL. (1999) ist, wie das mobile Objekt seine (zuktinftige) Wegstrecke
bestimmt.

Das in Abschnitt 6.3.2 vorgestellte kartenbasierte Koppelnavigationsprotokoll (engl. map-
based dead-reckoning), das ausfthrlich in Nicu (2001) beschriebenist, bildet die Bewegung ei-
nes Objekts hingegen auf ein gegebenes Wegenetz ab und setzt daher im Gegensatz zu den oben
beschriebenen Ansétzen nicht voraus, dass der Weg, auf dem sich das mobile Objekt bewegt,
oder sein Zielort im Voraus bekannt ist. Des Weiteren wird ein allgemeinerer Uberblick tiber die
moglichen Klassen von K oppel navigationsprotokol len gegeben und das Verhalten eines einfa-
chen und eines kartenbasierten Protokolls ausfuhrlich fir unterschiedliche Bewegungscharak-
teristika mobiler Objekte mittels Simulationen untersucht und mit denen von Nicht-K oppelna-
vigationsprotokollen verglichen.

Urspringlich stammt der Begriff Koppel navigation aus der Schifffahrt, wo er fir das Verfahren
steht, die aktuelle Position anhand von einer bekannten Ausgangsposition und einem standigen
Aufaddieren der durch aktuellen Kurs, Geschwindigkeit, Abdrift etc. gegebenen Abweichun-
gen zu bestimmen. Entsprechende Verfahren werden heutzutage auch in der Robotik (z. B.
KLEEMANN (1992)), bel Luftaufnahmen oder bei der Fahrzeugnavigation eingesetzt, wo ein pri-
mérer Positionssensor (zumeist GPS) durch sekundare Sensoren, wie Geschwindigkeitsmesser
oder Inertialsensoren, die keine Position sondern nur Abweichungen von dieser liefern, unter-
stitzt wird (sehe SKALOUD & ScHWARZ (2000)). Diese sekundéren Sensorinformationen wer-
den verwendet, um die Genauigkeit der Positionierung zu erhéhen oder wenn der Primarsensor
kurzzeitig nicht verfugbar ist (z. B. weil der Benutzer ein Gebaude betreten hat). Allerdings ad-
dieren sich bei diesen Verfahren die Messfehler der Sekundérsensoren auf, so dass nach einer
gewissen Zeit wieder auf den Priméarsensor zugegriffen werden muss.

All diesen Verfahren ist jedoch gemeinsam, dass sie standig auf die aktuellen Werte der Sekun-
darsensoren zugreifen mussen. Sie sind im Rahmen der hier betrachteten Problemstellung also
nur fur die Erhéhung der Genauigkeit bzw. Verflgbarkeit der Positionsinformationen geeignet
und nicht fir die Reduzierung der zur Ubertragung benétigten Aktualisierungsnachrichten.
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2.3 Raumliche Datenbanken und Geographische Infor-

mationssysteme

Ein einfacher Ansatz fUr die Realisierung der Datenhal tungskomponente eines L okationsdiens-
teswére, die Positionsinformationen in einem als Produkt verflgbaren relationalen Datenbank-
system zu speichern. Mit einer einfachen Datenbank lassen sich allerdings nur Positionsanfra-
gen effizient durchfiihren. Um réaumliche Anfragen wie Gebiets- und Nachbarschaftsanfragen
effizient bearbeiten zu konnen, wird eine spezielle Erweiterung benétigt (wie der Spatial Exten-
der (DAvVIS (1998)) fur IBM’sDB2 oder die Spatial Cartridge (ORACLE (1997)) fur Oracle Da-
tenbanken), die eine spezielle mehrdimensionale Indexstruktur realisiert (fir einen Uberblick
Uber mehrdimensionale Indexstrukturen siehe GAEDE & GUNTHER (1998)). Die als Produkte
verflgbaren Erweiterungen fir réaumliche Daten besitzen allerdings nicht die fir den L okations-
dienst bendtigte L eistungsfahigkeit und sind zum Teil noch nicht voll ausgereift bzw. nicht fir
ale Plattformen implementiert (in Kapitel 7 sind entsprechende M essergebnisse gezeigt).

Geographische Informationssysteme (Gl S) kombinieren elne Datenbank mit Karteninformatio-
nen und sind daher speziell fur die Verarbeitung von rédumlichen Daten ausgelegt (siehe
WORBOY s (1995) oder OPEN GIS (2001)). Wie bei den entsprechenden Erweiterungen fir Da-
tenbanken auch, sind kommerzielle Produkte (wie z. B. ArcGIS, ESRI (2001)) fur die Verarbel -
tung von grof3en Datenmengen und komplexere Anfragen ausgelegt und bieten fir die einfa-
chen Anfragen des L okationsdienstes nicht den erwtinschten Durchsatz. Dartber hinaus sind
beide L 6sungen im Wesentlichen auf einzelne Installationen beschrankt und ermdglichen keine
Vertellung der gespeicherten Daten.

Aktueller Gegenstand der Forschung im Bereich raumlicher Datenbanken sind Mechanismen,
die speziell auf die Verwaltung der Daten mobiler Objekte ausgerichtet sind (engl. moving ob-
jects database, kurz MOD) und neben beschreibenden Attributen auch das Speichern einer ak-
tuellen Position ermdglichen. Entsprechende Datenbanken werden z. B. fir das Flottenmanage-
ment in Transportunternehmen eingesetzt, wo sie den aktuellen Aufenthaltsort der Fahrzeuge
verwalten. Untersucht werden auf diesem Gebiet die Definition elnes geeigneten Datenmodells,
die Erweiterung von Anfragesprachen um r&umliche und zeitliche Aspekte sowie Protokolle fur
das Aktualisieren der Informationen (ein Uberblick tber die Thematik zu MODs wird in
WOLFSON ET AL. (1998) gegeben). Wie bereits erwahnt (sehe Abschnitt 2.2.3) betrachtet
WOLFSON ET AL. (1999) im Zusammenhang mit MODs auch erstmals verschiedene Moglich-
keiten, um die Anzahl der fir die Aktualisierung von Positionsinformationen benétigten Nach-
richten durch Koppel navigationsmechanismen zu reduzieren.
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Eine Erweiterung davon sind sogenannte Raum-Zeit-bezogene Datenbanken (engl. spatio-tem-
poral databases), die zusitzlich auch die Anderungen von raumlichen Informationen, wie z. B.
der Positionsinformationen mobiler Objekte, Uber die Zeit betrachten. Sie erlauben somit An-
fragen hinsichtlich der ,, Geschichte” der Bewegungen eines mobilen Objekts (siehe z. B.
FORLIZzzI ET AL. (2000)). Betrachtet werden hier neben Datenmodellen und Anfragesprachen
vor alem geeignete Indexstrukturen, (z. B. in TAYEB, ULusoy & WOLFSON (1998) oder
SALTENISET AL. (2000)).

Bei der aktuellen Forschung zu MODs und Raum-Zeit-bezogenen Datenbanken stehen Fragen
der Datenhaltung im Vordergrund. Aspekte der Verteilung oder Foderation, diefir die Realisie-
rung eines L okationsdienstes mit vielen mobilen Objekten und haufigen Aktualisierungen not-
wendig sind, wurden bisher kaum betrachtet (vgl. auch PITOURA & SAMARAS (2001)). DesWel-
teren wird meist davon ausgegangen, dass es sich um einen nicht-6ffentlichen Dienst handelt
und daher keine speziellen Fragen des Datenschutzes und der Datensicherheit (z. B. die Berlick-
sichtigung einer vom Benutzer vorgegebenen maximalen Genauigkeit) auftreten.

2.4 Verzeichnisdienste

Verzeichnisdienste (engl. directory services) werden dazu verwendet, um Informationen tber
vorhandene Diensterbringer —in vielen Féllen sind dies gleichzeitig auch Peripheriegeréte, wie
ein Drucker oder ein Videoprojektor —zu verwalten und z. B. einen gewlinschten Dienst anhand
von beschreibenden Attributwerten aufzufinden. Bei mobilen Geréten ist dabei oft die Position
des Anfragenden und die des Diensterbringers ein wichtiges Suchkriterium. Ein haufig verwen-
detes Beispiel hierfir ist die Suche nach dem néchstgel egenen Drucker in einem fremden BU-
rogebaude. Positionsinformationen kénnen daher ein Tell der Dienstbeschreibung sein und be-
stehen meist aus Gebaudeadresse und Raumnummer.

Ein einfacher Ansatz fir die Zuordnung von Positionsinformationen zu Rechnern ist die in
DAVISET AL. (1996) beschriebene Erweiterung des Domain Name Systems (DNS, siehe
MOCKAPETRIS & DUNLAP (1988)) um einen zusétzlichen Eintrag (LOC), der die geographische
Position des betreffenden Rechners enthélt. Fir einen Rechner oder Drucker, dessen DNS
Name bekannt ist, kann somit Gber das DNS auch dessen geographische Position abgefragt wer-
den.

Fir mobile Geréte, die entweder als Dienstnehmer oder Diensterbringer agieren, ist eswichtig
Informationen Uber die in ihrer (sich stdndig andernden) Umgebung vorhandenen Ressourcen
zu erhalten. Es ist daher eine Vielzahl von Systemen entstanden, die fUr das Auffinden von
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Diensten (engl. service discovery) speziell in einer Umgebung mit mobilen Dienstnehmern und
Diensterbringern geeignet sind.

Systeme fir das |okale Auffinden von Diensten, wie das auf die Programmiersprache Java (sie-
he SuN (2001)) aufbauende Jini oder das von Microsoft entwickelte Universal Plug and Play
(kurz UPnP), verwenden fur das Ankiindigen und Auffinden von Diensten eine M ulticast-Nach-
richt, deren Lebensdauer (engl. timetolive, kurz TTL) auf wenige Teilstrecken begrenzt ist. Da-
mit werden nur Dienste in der néheren Umgebung des Anfragenden gefunden. Bei Jini missen
die fir das Auffinden der Dienste verwendeten Dienstbeschreibungen immer von einem oder
mehreren lokalen Lookup-Services verwaltet werden, bei UPnP konnen Dienstnehmer und
Diensterbringer auch direkt kommunizieren. Fir eine detaillierte Beschreibung der jeweiligen
Mechanismen siehe JiNI (2001) oder UPNP (2001).

Mit demdurch die |[ETFin GUTTMAN ET AL. (1999) standardisierten Service Location Protocol
(SLP) werden Dienste, die durch frel zu vergebende Attribut-Wert-Paare beschrieben sind,
ebenfalls mit Hilfe einer Multicast-Anfrage gesucht. Ein Dienst meldet sich dabei auf alle An-
fragen, die er Uber eine wohlbekannte M ulticast-Adresse empféngt und deren Suchprofil seiner
Dienstbeschreibung entspricht. Aus Griinden der Skalierbarkeit wurden sogenannte Verzeich-
nisagenten (vergleichbar mit den Lookup-Services von Jini) eingefuhrt, bei denen sich die
Dienste anmelden und die von den Klienten abgefragt werden kénnen. Ein geeigneter Verzeich-
nisagent wird ebenfalls tber eine lokale Multicast-Anfrage bestimmt. Um den Suchbereich ein-
zuschranken, kann die Einsatzumgebung des SLP weiterhin in einzelne Guiltigkeitsbereiche
(engl. scope) unterteilt werden. Ein Dienst muss sich dazu bei alen Verzeichnisagenten anmel-
den, die densel ben Giiltigkeitsbereich haben. Die Zuordnung eines Dienstes zu einer geographi-
schen Position ist, wie bel den folgenden Diensten auch, nicht explizit vorgesehen, kann aber
durch die Verwendung von entsprechenden Attributen erreicht werden?. Die Pradikate, mit de-
nen ein gesuchter Dienst spezifiziert wird, lassen fur die Attribute nur einfache Vergleiche zu
und erlauben daher keine allgemeinen Gebiets- und Nachbarschaftsanfragen. SLP wurde fur
den Einsatz in einem grofl3eren Unternehmensnetzwerk konzipiert und setzt eine einheitliche
Administration fur die Multicast-Infrastruktur und die Gultigkeitsbereiche voraus. Flr einen
weltverteilten Einsatz ist SLP in der jetzigen Form laut GUTTMAN ET AL. (1999) daher nur be-
dingt geeignet.

Weitere Ansdtze basieren auf einer verteilten Server-Infrastruktur, welchedie fir das Auffinden
von Diensten bendtigten Dienstbeschreibungen verwaltet. Oft wird fUr das Aussenden von

1. Eineimplizite Zuordnung ist allerdings durch die Lokalitdt der Mulitcast-Anfragen und -Ankiindigun-
gen gegeben.
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Dienstankiindigungen und Dienstanfragen ebenfalls ein lokal begrenzter Multicast verwendet.
ADIJE-WINOTO ET AL. (1999) schlagen das Intentional Naming System (INS) vor, bel dem die
Dienstbeschreibungen gleichzeitig als Namensraum verwendet werden. Ein Name besteht in
diesem Fall aus einer hierarchisch geschachtelten Kombination von Attribut-Wert-Paaren, die
den entsprechenden Dienst beschreiben. Ein Dienst oder eine Gruppe von Diensten wird dann
durch eine geeignete Beschreibung — gegebenfalls mit eingefligten Platzhaltern (engl. wild-
cards) —adressiert. Basierend auf diesen Namen realisiert das System eine Weiterl eitungsfunk-
tionalitat fur Dienstanfragen auf Anwendungsebene. Dabei wird entweder ein beliebiger zu der
Anfrage passender Dienst adressiert (intentional anycast) oder alle entsprechenden Dienste (in-
tentional multicast). Die einzelnen Knoten eines INS tauschen regel maldig | nformationen tber
die ihnen bekannten Namen mit benachbarten Knoten aus. Da bei dem aktuellen Ansatz jedem
Knoten sdmtliche Namen bekannt sein missen, ist er vorerst nur bis zu grofderen Firmennetz-
werken skalierbar.

Um auch fir eine grofRe Anzahl von Diensten skalierbar zu sein, verwendet der in
CZERWINSKI ET AL. (1999) beschriebene sichere Service Discovery Service (SDS) eine hierar-
chische Struktur, in der die Dienstanfragen weitergeleitet werden. Server auf hoheren Ebenen
speichern dazu eine lber eine spezielle Hash-Funktion erstellte Zusammenfassung der Dienst-
informationen auf ihnen untergeordneten Servern. Diese ist so gewahlt, dass bei einer Weiter-
leitungsentscheidung zwar falsche Tellpfade verfolgt, aber keine richtigen Pfade ausgelassen
werden. Ein wesentliches Ziel bei diesem Ansatz war eine geheime und authentifizierte Uber-
tragung der | nformationen, was sich in einem erhhten Aufwand fir die Verarbeitung und Uber-
tragung von Anfragen niederschlagt.

Als Teil des Globe-Projekts wird ein hochskalierbarer, weltweiter Dienst speziell fur die Ver-
waltung des Aufenthaltsorts von mobilen Objekten (im wesentlichen Softwareobjekten) entwi-
ckelt (sehe VAN STEEN ET AL. (1998)). Um die fUr die angestrebte sehr hohe Anzahl von mo-
bilen Objekten bendtigte Skalierbarkeit zu erreichen, verwendet der Dienst ebenfalls einen hie-
rarchischen Suchbaum. Die Kontaktadresse flr ein Objekt kann dabei, je nach Grad der Mobi-
litdt, auf verschiedenen Ebenen gespeichert sein und wird Uber Suchverweise in den htheren
Ebenen gefunden. In BAGGIO, BALLINITIIN & VAN STEEN (2000) wird zur Optimierung der Su-
che ein speziell dafiir ausgelegter Mechanismus zum Zwischenspeichern von Anfrageergebnis-
sen auf hoheren Ebenen vorgestelit.

Zusammenfassend unterstiitzen Verzeichnisdienste zumeist nicht die fir den Lokationsdienst
bendtigten Gebiets- und Nachbarschaftsanfragen, zumindest aber nicht fUr beliebige Gebiete
und Positionen, und sind nicht auf die Verwaltung von Positionsinformationen mit unterschied-
licher Genauigkeit ausgelegt. Im Gegensatz zu dem hier betrachteten Lokationsdienst liefern
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Verzeichnisdienste auch nicht die aktuell e Position des gesuchten Objekts, sondern die Kontakt-
adresse des betreffenden Gerdts oder eines zustandigen Rechners zurtick. Verzeichnisdienste
sind weiterhin flr Informationen ausgelegt, die sich weniger oft andern, als die Positionsinfor-
mationen, die der in dieser Arbeit betrachtete L okationsdienst verwalten soll (sehe z. B. Cou-
LOURIS, DOLLIMORE & KINDBERG (2001)). Vielesind fUr den Einsatz in einem Firmennetzwerk
und nicht als weltweiter Dienst konzipiert.

Verzeichnisdienste und der Lokationsdienst verfolgen damit unterschiedliche Ziele und kénnen
und sollen sich in einer Anwendungsumgebung gegenseitig erganzen. So kann der Lokations-
dienst verwendet werden, um die genaue Position eines mobilen Objekts zu ermitteln, das Uber
einen Verzeichnisdienst anhand einer allgemeinen Beschreibung bestimmt wurde. Andererseits
konnen Uber einen Verzeichnisdienst auch ndhere Informationen zu einem tber den L okations-
dienst bestimmtes Objekt, das vielleicht gerade einen bestimmten Raum betreten hat, abgefragt
werden.

2.5 Lokationsverwaltung in Mobilkommunikationssyste-

men

Systemen zur Lokationsverwaltung (engl. location management) in Mobilkommunikationssys-
temen sind in den letzten Jahren intensiv untersucht worden. Ziel solcher Systemeist dabei die
Entwicklung einer vertellten Komponente, die den aktuellen Aufenthaltsort einer sehr grof3en
Anzahl von Mobiltelefonen auf effiziente und skalierbare Weise speichern und zurtickliefern
kann. Obwohl sich einige der entstandenen Konzepte auf den Lokationsdienst Ubertragen las-
sen, ist die L okationsverwaltung in Mobilkommunikationssystemen speziell auf das Auffinden
eines Mobiltel efons ausgerichtet — Gebiets- oder Nachbarschaftsanfragen werden nicht betrach-
tet. Dartiber hinaus werden die Ortsinformationen nur mit einer der Granularitét der Funkzellen
des zugrundeliegenden Kommunikationsnetzes (von ca. 500 m bis Uber 10 km Durchmesser)
entsprechenden Genauigkeit erfasst.

In existierenden Systemen fur die Mobilkommunikation, wie zum Beispiel dem welt verbreite-
ten GSM-System (engl. global system for mobile communications), wird die Ortsinformation
zu einem bestimmten Mobiltelefon einmal in dessen HLR und zum anderen in dem fir den ak-
tuellen Aufenthaltsort zustandigen VLR gespeichert (SeheMouLy & PAUTET (1992)). Die Ort-
sinformation beschreibt dabel einen Aufenthaltsbereich (engl. location area), der mehrere
Funkzellen umfasst und in GSM eine Ausdehnung von bis zu 35 km haben kann. Bel einem ein-
gehenden Anruf wird der aktuelle Aufenthaltsbereich fir das angerufene Mobiltelefon anhand
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von dessen Nummer aus dem Heimatregister ermittelt und das Telefon in allen Zellen, die der
Aufenthaltsbereich enthélt, ausgerufen (engl. paging). Die Ortsinformation im Helmatregister
wird, wie bereits gesagt, aktualisiert, wenn das Mobiltelefon von einem Aufenthaltsbereich in
einen anderen wechselt. Verschiedene Varianten fr die dabei verwendeten Aktualisierungsme-
chanismen wurden in Abschnitt 2.2.2 vorgestellt.

Um fir zukinftige Mobilkommunikationssysteme, die einerseits deutlich kleinere Funkzellen
und andererseits eine wesentlich hthere Anzahl von Nutzern haben werden, eine effiziente und
skalierbare Lokationsverwaltung zu ermdglichen, wurden hierarchische Architekturen unter-
sucht (z. B. in WANG (1993), HO & AKYILDIZ (1997) oder ZIEGERT (2000)). Wie bei dem in
dieser Arbeit vorgestellten L okationsdienst speichern dabei die Blattknoten die Profile der Be-
nutzer in ihrem jeweiligen digunkten Zustandigkeitsgebiet, wahrend Knoten auf einer htheren
Ebene nur einen Verweis auf den zustandigen Knoten der néchst tieferen Ebene halten. In die-
sem Zusammenhang werden zu Optimierungszwecken oft auch Mechanismen fir das Zwi-
schenspeichern  oder Replizieren von  Benutzerprofilen  diskutiert (siehe z. B.
LAM ET AL. (1998)).

Fir Anwendungen mit Ortsbezug (LBS), die eine Uber die Aufenthaltsbereiche hinausgehende
Genauigkeit der Positionsinformationen benétigen, wird in aktuellen Mobilkommunikations-
systemen oft eine zusdtzliche Komponente bereitgestellt, die fur die Bestimmung und Verwal-
tung von genaueren Positionsinformationen zustandig ist. Ein sogenanntes Gateway Mobile Lo-
cation Center (GMLC, z. B. NOKIA (2001)), eine Zusatzkomponente zur GSM-Infrastruktur,
bestimmt den aktuellen Aufenthaltsort eines Mobiltelefons entweder, in einer einfacheren
Form, Uber dessen aktuelle Funkzelle oder durch Berticks chtigung mehrerer Funkzellen mittels
eines genaueren Verfahrens wie E-OTD (siehe Abschnitt 2.1.1). Bel einem GMLC handelt es
sich alerdings um eine zentralisierte Komponente, die im Wesentlichen nur Positionsanfragen
unterstitzt. Dasin LIF (2001) beschriebene fir den Zugriff auf ein GMLC konzipierte Mobile
Location Protocol (kurz MLP) ist dementsprechend auch auf Mobiltelefone zugeschnitten. Es
definiert Formate fir Anfrage- und Antwortpakete, die erlauben, die Position eines bestimmten
mobilen Endgeréts bei einem GML C abzufragen, wobei auch eine geforderte Genauigkeit an-
gegeben werden kann. Gebiets- und Nachbarschaftsanfragen werden allerdings noch nicht un-
terstitzt.

2.6  Lokationsdienste fur Anwendungen mit Ortsbezug

I nformationen Uber die genaue Position von mobilen Objekten werden vor allem in sogenannten
Anwendungen mit Ortsbezug (engl. location-aware applications) benétigt, die Informationen
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und Dienste abhéngig von der aktuellen Position ihrer mobilen Benutzer anbieten. Sie enthalten
daher auch meist direkt eine Komponente, diefir die Verwaltung der entsprechenden Positions-
informationen zustandig ist. Allerdings sind diese zumeist auf die Bedurfnisse der jewelligen
Anwendung und oft auch auf bestimmte Positions erungssensoren zugeschnitten. Der in dieser
Arbeit behandelte Lokationsdienst soll diese speziellen Lésungen ersetzen und von beliebigen
Anwendungen genutzt werden kénnen.

Die ersten Anwendungen mit Ortsbezug waren eng mit den entsprechenden Sensorsystemen
wie Active-Badges oder ParcTabs verbunden (siehe Abschnitt 2.1.2). Fir den Einsatz der Acti-
ve-Badge-Technologie in Biroanwendungen ist so ein einfacher Lokationsdienst entstanden
(seheHARTER & HOPPER (1994)). In Rizzo, LININGTON & UTTING (1994) wird darauf aufbau-
end ein L okationsdienst vorgestellt, der nicht auf die Active-Badge-Technologie beschrénkt ist,
sondern unterschiedliche Sensorsysteme integrieren kann. Allerdings werden die Positionsin-
formationen fur jede Installation des Systems zentral verwaltet; es existieren nur rudimentéare
Mechanismen fir den Austausch von Positionsinformationen zwischen einzelnen Installatio-
nen. In dem in SPREITZER & THEIMER (1993) und SCHILIT & THEIMER (1994) beschriebenen
L okationsdienst fUr das ParcTab-System wird vorgeschlagen, die Position eines Benutzers aus
Datenschutzgriinden jeweils durch einen speziellen Benutzeragenten zu kapseln, der Zugriffe
auf diese Uberwacht. Dies erschwert allerdings deutlich eine Durchfihrung von Gebiets- und
Nachbarschaftsanfragen.

Im Rahmen des Sentient Computing Projekts an den AT& T Laboratories in Cambridge (siehe
ADDLESEE ET AL. (2001)), wurde ein effizienter Lokationsdienst fir eine lokale Installation el -
nes Positionierungsg/s’[ems2 entwickelt, der einen Ereignismechanismus basierend auf dem
Konzept von Enthaltenseinsbeziehungen von Aufenthaltsbereichen bietet (siehe z. B.
HARTER ET AL. (1999) oder NAGUIB & COULOURIS (2001)). Dieser Ansatz fur einen L okations-
dienst, der intern auf einem Quadtree basiert (vgl. Abschnitt 5.3), erreicht laut
HARTER ET AL. (1999) auf einem 7-Prozessor SUN-Server lokal einen Durchsatz von 1700 Ak-
tualisierungen pro Sekunde. Verteilungsaspekte wurden allerdings nicht betrachtet.

Ulf Leonhardt behandelt in seiner Dissertation (LEONHARDT (1998)) die Thematik einesuniver-
sellen globalen L okationsdienstes, der unabhangig von einer bestimmten Anwendung oder ei-
nem bestimmten Sensorsystem ist. Er untersucht dazu die fundamentalen Eigenschaften eines
solchen Dienstes und klassifiziert diese in einem abstrakten Dienstmodell. Zusétzlich schl&gt er
ein Lokationsmodell vor, das verschiedene Typen von Positionsinformationen integriert, und
beschreibt die Anforderungen sowie Richtlinien fir die Zugriffskontrolle auf Positionsinforma-

2. Indiesem Fall ein Active-Bat-System (siehe Abschnitt 2.1).
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tionen. Die Arbeit betrachtet zwar Architekturaspekte eines solchen Lokationsdienstes, enthalt
aber keinen Vorschlag oder Bewertungen einer bestimmten Architektur.

MAASS (1997) beschreibt ein Datenmodell und die Zugriffsprotokolle, die notwendig sind, um
einen universellen Lokationsdienst auf Basis des X.500 Verzeichnisdienstes (ITU/1SO (1997))
zu betreiben. Der erweiterte Dienst unterstiitzt Positions-, Gebiets- und Nachbarschaftsanfra-
gen, sowie Benachrichtigungen, alerdings nur fur vordefinierte Gebiete. Verzeichnisdienste
sind, wie weiter unten beschrieben, nicht fir Informationen ausgelegt, die sich haufig andern;
vor alem die Mechanismen zum Zwischenspeichern und zur Replikation von Informationen,
durch die deren Skalierbarkeit erst erreicht werden kann, gehen von maRig haufigen Anderun-
gen aus.

2.7 Lokationsdienste fur Spezialanwendungen

Fir die Verwaltung von Positionsinformationen in speziellen Anwendungsbereichen sind ver-
schiedene Speziall6sungen entstanden. Zumeist gibt es in diesem Fall besondere Anforderun-
gen, die dazu fuhren, dass diese Losungen nicht fir einen generellen Einsatz geeignet sind.
Meist ist aus demselben Grund allerdings auch der hier beschriebene L okationsdienst nicht fur
diese Spezialanwendungen geeignet.

Ein solch spezieller Lokationsdienst ist der in LI ET AL. (2000) beschriebene Grid's location
service (GLS) zur Unterstitzung der Nachrichtenvermittiung (engl. routing) in Ad-Hoc-Netz-
werken. Fur die Nachrichtenvermittiung in solchen Netzen wurden Protokolle vorgeschlagen,
wel che die geographischen Positionen der mobilen Knoten verwenden, um z. B. bei der Wege-
findung (engl. route discovery) das sonst Ubliche Fluten des Netzwerks (siehe u. a. PERKINS,
ROYER & DASs (1999)) auf den zuletzt bekannten Aufenthaltsort des Empfangers zu beschrén-
ken. Laut Ko & VAIDYA (1998) ergibt sich dadurch im Vergleich zu herkbmmlichen Ansdtzen
ein deutlich niedrigerer Aufwand fir die Wegefindung.

GL S wurde entwickelt, um die fir diese Protokolle benttigten Positionsinformationen fir die
mobilen Knoten eines Ad-Hoc-Netzes zu speichern und unterstiitzt nur el nfache Positionsanfra-
gen. Die Positionsinformationen fir ein bestimmten mobilen Knoten kdnnen dabei prinzipiell
auf einem beliebigen anderen Knoten des Netzes gespeichert werden, wobel ein spezieller
Hash-Algorithmus dazu verwendet wird, um die jewells zustandigen Knoten zu bestimmen.
Eine Positionsanfrage wird durchgefiihrt, indem diese an bestimmte Knoten in der Umgebung
des Senders geschickt wird, die ebenfalls durch diese Hash-Funktion bestimmt werden. Wie bei
Ad-Hoc-Netzen Ublich, ist das Ziel keine garantierte oder besonders effiziente Ausfihrung der
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Anfragen, sondern eine moglichst hohe Erfolgsrate beim Auffinden der Positionsinformatio-
nen.

2.8 Zusammenfassung

Der vorangehende Uberblick tiber verwandte Arbeiten l4sst sich folgendermalen zusammen-
fassen: In den letzten Jahren hat es grof3e Fortschritte auf dem Gebiet der Positionierungssenso-
ren gegeben und es sind verschiedene Systemen entstanden, die fir unterschiedlichste Einsatz-
bereiche eine genaue und zuverlassige Bestimmung der Positionen mobiler Objekte ermdgli-
chen. Diese l6sen alerdings nur das Problem der |okalen Erfassung der Positionsinformationen
und erlauben nicht einen globalen, einheitlichen Zugriff darauf. Ein solcher Zugriff auf die Po-
sitionsinformationen wird durch einen Lokationsdienst erbracht, der auf diese Positionierungs-
sensoren aufsetzt und der in dieser Arbeit betrachtet werden soll.

Zu diesem Zweck muissen die Positionsinformationen zuerst effizient tber eine meist drahtlose
Verbindung zum L okationsdienst tibertragen werden. Zwar wurden Protokolle fur die Ubertra-
gung von Positionsinformationen unter den speziellen Randbedingungen von M obilkommuni-
kationssystemen und fur Spezialanwendungen untersucht, eine allgemeine Betrachtung von
Protokollen, die fiir die Ubertragung von Positionsinformationen mit einer hohen und/oder fle-
xiblen Genauigkeit geeignet sind, existiert allerdings noch nicht.

Der Lokationsdienst selbst muss effizient und skalierbar sein, um auch mit einer hohen Zahl
mobiler Objekte zurechtzukommen und die von modernen Positionierungssensoren gelieferte
hohe Genauigkeit der Positionsinformationen zu unterstitzen. Die Betrachtung verwandter Ar-
beiten hat gezeigt, dass zwar Systeme wie raumliche Datenbanken und erste Ansétze fir Loka-
tionsdienste in ortsbezogenen Anwendungen existieren, diez. T. die benétigte Funktionalitat er-
bringen, aber nicht die gewlinschte hohe Effizienz und Skalierbarkeit aufwei sen kdnnen. Ansét-
ze aus dem Bereich der L okationsverwaltung fr Mobilkommunikationsnetze und Verzeichnis-
dienste haben dagegen die geforderte Skalierbarkeit, unterstiitzen jedoch keine allgemeinen
Operationen auf rdumlichen Daten, wie Gebiets- und Nachbarschaftsanfragen, und kommen zu-
meist nicht mit Positionsinformationen unterschiedlicher Genauigkeit zurecht.

Ziel dieser Arbeit ist es daher, unter Beriicksichtigung der Ergebnisse der im Vorhergehenden
beschriebenen verwandten Arbeiten, die fUr einen universellen skalierbaren Lokationsdienst
bendtigten Mechanismen und Konzepte zu erarbeiten. Zu diesem Zweck betrachten wir im
nachsten Kapitel zuerst das Dienstmodell fir elnen solchen Lokationsdienst, das die von diesem
zu fordernde Funktionalitét festlegt.
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Kapitel 3
Hintergrund der Arbeit: Das Nexus-
Projekt

Die hier beschriebenen Arbeiten sind im Rahmen der von der DFG gefdrderten Forschergruppe
Nexus an der Universitat Stuttgart (NExus (2002)) entstanden, die zum Ziel hat, eine Plattform
fur Anwendungen mit Ortsbezug zu schaffen. Der L okationsdienst wird innerhalb dieser Platt-
form fur die Verwaltung der Positionsinformationen mobiler Objekte eingesetzt. Obwohl die
Konzepte des Lokationsdienstes unabhangig von dessen Verwendung innerhalb der Nexus-
Plattform sind, sollen die Zusammenhange fir ein besseres Verstandnis des Hintergrunds der
Arbeit hier kurz aufgezeigt werden.

Die Nexus-Plattform soll verschiedenartigen Anwendungen mit Ortsbezug ein detailliertes, um
digitale Informationen erweitertes Umgebungsmodel | (engl. Augmented World Model) zur Ver-
flgung stellen, Uber das sie Informationen zum aktuellen Zustand der Umgebung abfragen kén-
nen, in der sich ihre Benutzer bewegen (sehe z. B. HOHL ET AL. (1999) oder COSCHURBA, KU-
BACH & LEONHARDI (2000)). Das Umgebungsmodell umfasst stationédre (z. B. Gebaude oder
Baume) ebenso wie mobile Objekte (z. B. Personen oder Fahrzeuge) und neben realen Objekten
auch virtuelle Objekte, wiez. B. virtuelle Litfal3saulen oder virtuelle Post-1ts, die geographische
Orte oder reade Objekte mit Informationen oder Informationsdiensten verbinden (siehe
LEONHARDI ET AL. (1999) oder BAUMANN ET AL. (2001)). Durch die Einbeziehung von
Sensorinformationen soll das von der Nexus-Plattform verwaltete Umgebungsmodell konsis-
tent mit dem von ihm beschriebenen Tell der realen Welt gehalten werden. Ein wichtiger Aspekt
ist dabel, dass mobile Objekte mit ihrer aktuellen Position im Umgebungsmodell beschrieben
sind.

27
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Innerhalb der Nexus-Plattform wird das Umgebungsmodell durch eine verteilte Server-Infra-
struktur verwaltet. Anwendungen mit Ortsbezug kdnnen die dort gespeicherten Informationen
Uber eine speziell fir diesen Zweck entwickelte einheitliche Anfragesprache (engl. Augmented
World Querying Language, kurz AWQL) abrufen. FUr die Ergebnisse der Anfragen und fir den
Austausch von Daten steht entsprechend eine einheitliche M odellbeschreibungssprache (engl.
Augmented World Modelling Language, kurz AWML) zur Verfligung. Zuktnftig soll es Anwen-
dungen mit Ortsbezug auch maglich sein, sich tGiber enen Publish& Subscribe-Mechanismus fur
bestimmte Ereignisse zu registrieren, worauf sie von der Plattform bei dessen Eintreten benach-
richtigt werden. Z. B. konnte es fir einen Benutzer von Interesse sein, eine Benachrichtigung
zu erhalten sobald er in die N&he eines bestimmten Geschafts kommt.

Da sich die Handhabung der dynamischen und kompakten Positionsinformationen wesentlich
von der fur die statischen und umfangreichen ré&umlichen Daten stationérer Objekte unterschel-
det, wurde beschlossen, diese in einem ersten Schritt von zwei getrennten Komponenten ver-
walten zu lassen. Wéhrend die statischen Daten auf sogenannten Umgebungsmodell-Daten-
Servern (engl. Spatial Model Server, kurz SpaSe) gehalten werden, ist fur die Verwaltung der
dynamischen Positionsinformationen als zentrale Stelle der in dieser Ausarbeitung betrachtete
L okationsdienst zustandig. In darauf folgenden Projektphasen ist jedoch eine Zusammenfiih-
rung dieser Komponenten geplant (siehe auch Abschnitt 9.3).

Um die fUr einen angestrebten grol¥flachigen oder gar globalen Einsatz der Nexus-Plattform
notwendige Skalierbarkeit und Handhabbarkeit zu erreichen, muss es sowohl beim L okations-
dienst als auch bei den Umgebungsmodell-Daten-Servern moglich sein, die anfallenden Last,
die durch die zu bearbeitenden Anfragen aber auch den Administrationsaufwand entsteht, auf
mehrere Rechner zu verteillen. Bel den raumlichen Modellen ist ein Server jeweils fir ein be-
stimmtes Dienstgebiet zustandig (&hnlich wie ein Blatt-Server des L okationsdienstes) und spei-
chert Informationen tiber bestimmte Klassen! der sich darin befindenden Objekte mit einer ge-
gebenen Granularitat. Die Nexus-Plattform ermdglicht somit zum einen eine ,vertikale” Auf-
teilung, bei der jewells ein Rechner, ein sogenannter Nexus-Knoten, fir ein bestimmtes nicht
Uberlappendes geographisches Gebiet zustandig ist. Zum anderen verwalten bei einer ,, horizon-
talen” Aufteilung bestimmte Nexus-K noten das Umgebungsmodel | mit einer groben Aufldsung
(z. B. auf der Granularitat eines Stadtplans), wahrend andere Rechner Ausschnitte davon mit ei-
ner hoheren Auflsung speichern (beispielsweise ein detailliertes Modell der Innenrdume eines

1. Beispiele fir solche Klassen sind Informationen Uber Gasthauser oder Touristenattraktionen, fir die es
gunstig sein kann, sie auf verschiedenen Nexus-Knoten zu halten.
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Gebaudes). Die Zuordnung zwischen Dienstgebieten und Nexus-Knoten wird in einem speziel-
len Verzeichnis (engl. Area Service Register, kurz ASR) verwaltet.

Wegen der hohen Anforderungen an die effiziente Verwaltung von Positionsinformationen sind
fUr den Lokationsdienst allerdings spezielle Verteilungs- und Verwaltungsmechanismen not-
wendig (siehe auch unsere Betrachtung verwandter Arbeiten in Kapitel 2). Fur die Realisierung
eines skalierbaren Lokationsdienstes ist so eine hierarchische Architektur erforderlich, die in
der Lageist, fur die hochdynamischen Positionsinformationen Aktualisierungen und Anfragen
effizient zu bearbeiten. Diese Thematik wird in Kapitel 5 ausfihrlich behandelt.

Klienten

Anwendungsschnittstelle

AWQL AWML
Anfrage Ergebnlsse
Area

Service ) Dekomposmon Integratlon

Register
Teilanfragen Tellergebnlsse
Foderations-

komponente

//%\ Diensteschnittstelle

Lokations- SpaSe SpaSe
dienst 1 2

Abbildung 3-1. Die Foderationskomponente der Nexus-Plattform.

Fir die verteilte Bearbeitung einer AWQL-Anfrage an die Nexus-Plattform ist die Foderations-
komponente zustandig, die auf jedem Nexus-Knoten existiert. Ihre Funktionsweiseist in Abbil-
dung 3-1 gezeigt. Die Foderationskomponente bestimmt unter Zuhilfenahme des ASR und an-
hand des von der Anfrage betroffenen Gebiets, der geforderten Granularitét der Informationen
sowie der gesuchten Klassen von Objekten, welche Umgebungsmodell-Daten-Server von einer
Anfrage betroffen sind und leitet entsprechende Teilanfragen an diese weiter (siehe
NICKLASET AL. (2001) und NICKLAS & MITSCHANG (2001)). Anschlief3end sammelt sie die



30 3 Hintergrund der Arbeit: Das Nexus-Projekt

Teilergebnisse ein und integriert sie zu einem Gesamtergebnis. Zusétzlich bestimmt die Fode-
rationskomponente aus den Tellelementen der AWQL-Anfrage, ob die Positionsinformationen
mobiler Objekte von ihr betroffen sein konnten. Ist diesder Fall, z. B. weil ale Objektein einem
bestimmten Raum gesucht werden, wird zusétzlich eine entsprechende Teilanfrage an den Lo-
kationsdienst weitergegeben (in unserem Beispiel eine geeignete Gebietsanfrage). Dievom Lo-
kationsdienst zurtickgelieferten Ergebnisse werden ebenfalls in das Gesamtergebnis der Anfra-
ge integriert (siehe auch GROSSMANN ET AL. (2001)). Die Bearbeitung der Teilanfragen inner-
halb des L okationsdienstesist ein zentrales Themadieser Arbeit und wird in Kapitel 5 ausfhr-
lich beschrieben.



Kapitel 4

Dienstmodell des Lokationsdienstes

In diesem Kapitel soll aus den Anforderungen von ortsbezogenen Anwendungen ein Dienstmo-
dell fur den Lokationsdienst erarbeitet werden, das die von diesem anzubietenden Operationen
und deren Semantik beschreibt.

In unserem Dienstmodell unterscheiden wir zwischen dem Lokationsdienst (engl. location ser-
vice, kurz LS), der typischerweise vertellt durch eine grof3e Zahl von Lokations-Servern reali-
dert ist, den mobilen Objekten, deren Positionsinformationen vom LS verwaltet werden (engl.
tracked objects), und den Klienten, die Gber den LS auf Informationen Uber die Positionen der
mobilen Objekte zugreifen (siehe Abbildung 4-1). Der LS ist dafiir zustandig, die Positionsin-
formationen fur die bel ihm registrierten mobilen Objekte innerhalb eines bestimmten geogra-
phischen Gebiets, seines Dienstgebiets (engl. service area), zu verwaten. Die Positionsinfor-
mationen der mobilen Objekte werden dabel durch lokale oder externe Positionierungssensoren
(siehe Abschnitt 2.1) bestimmt und sténdig in der Datenbank des LS aktualisiert.

Klienten des LS benutzen diesen, um Anfragen beziiglich der Positionsinformationen der mo-
bilen Objekte zu stellen, z. B. nach der aktuellen geographi schen Position el nes bestimmten Ob-
jekts oder nach allen Objekten innerhalb eines gewissen geographischen Gebiets. Das mobile
Endgerét eines Benutzers (beispielsweise ein PDA oder ein Mobiltelefon) wird dabel oft beide
Rollen einnehmen, die eines mobilen Objekts, dessen Position der LS verwaltet, und die eines
Klienten des LS. Ein mobiles Gerdt kommuniziert mit dem LS Uber ein drahtloses Kommuni-
kationsmedium, wie GSM (siehe MouLY & PAUTET (1992)) bzw. GPRS oder ein Funk-LAN
(definiert durch den |EEE Standard 802.11, siehe IEEE COMPUTER SOCIETY (1997)).

31
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Lokations-
dienst

b4

Registrierung,

Anfragen, Positions-
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Registrierung, Dé%?gtt_
Anfragen Positions- o ; -
P Ergebnisée aktualisierung mop|les
Klient Objelt
@ Kiient &

mobiles Objekt

Abbildung 4-1. Grundlegende Komponenten und Inter aktio-
nen des Lokationsdienstes.

4.1 Positionsdaten

Aus Sicht einesKlienten speichert der LSin seiner Datenbank fir jedes von ihm verwaltete mo-
bile Objekt o einen sogenannten Lokationsbezeichner. Dieser setzt sich zusammen aus der ge-
ographischen Position von o0 sowie einer Angabe der Genauigkeit dieser Information. Die Posi-
tionsinformation ist dabei als Koordinate eines globalen geographischen Koordinatensystem
angegeben. Intern verwendet der LS ein eindeutiges Koordinatensystem (in unserem Fall das
bei GPS eingesetzte, weit verbreitete WGS84 Koordinatensystem (NIMA (1997)), um die fur
einen verteilten Dienst notwendige Einheitlichkeit zu gewéhrleisten. Allerdings kann er an sai-
nen Schnittstellen eine Konvertierung in andere Koordinatensysteme, wie das in Deutschland
haufig fur Kartenmaterial verwendete Gauss-Kriiger-System oder ein lokales K oordinatensys-
tem, das z. B. auf einen Bezugspunkt in einem Gebaude ausgerichtet ist, anbieten.

Dieim LS gespeicherten Koordinaten sind dreidimensional, d. h. sie beinhalten eine Hohenin-
formation. Die Semantik der Anfragen und die Mechanismen desL S sind allerdingsim Folgen-
den fur den zweidimensionalen Fall beschrieben, wobei die Hoheninformation der Koordinaten
ignoriert wird. Dies dient elnerseits einer einfacheren Darstellung und ist andererseits fir die
meisten Falle bereits ausreichend, dabel den bisherigen Einsatzszenarien fir ortsbezogene An-
wendungen, wie einem Stadtflihrer, selten Ubereinander liegende mobile Objekte berlicksichtigt
werden miissen. Eine Erweiterung auf den dreidimensionalen Fall ist ohne grofRe Anderungen
der im Weiteren beschriebenen Mechanismen moglich.
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Aufgrund der technisch bedingten Ungenauigkeit der Sensorsysteme und der Verzégerung bei
der Ubertragung der Positionsinformationen, kann der LS diese Informationen nur bis zu einer
bestimmten Genauigkeit speichern. Die Genauigkeit hangt dabei von verschiedenen Faktoren
ab, hauptsachlich von dem zur Aktualisierung der Informationen eingesetzten Protokol | und der
Aktualisierungshéaufigkeit sowie der Genauigkeit des Sensorsystems, das die Informationen lie-
fert (Protokolle zur Aktualisierung von Positionsinformationen werden ausfihrlich in Kapitel 6
besprochen).

Ein Lokationsbezeichner (engl. location descriptor) fur eéin vom L S verwaltetes mobiles Objekt
o (o O O, der Menge der vom L S verwalteten mobilen Objekte) wird mit Id(o) bezeichnet und
besteht aus zwei Elementen:

Id(0).pos: Die fur das Objekt o gespeicherte Position, beschrieben durch
eine geographische Koordinate. Die Menge aller moglichen
Koordinaten wird mit Pos bezeichnet.

Id(o).acc: Die Genauigkeit der Positionsinformation, definiert as maxi-
male Entfernung (in Metern) zwischen Id(o).pos und der tatsich-
lichen Position von o.

Wenn rp(0) die tatsachliche aktuelle Position von Objekt o bezeichnet, gilt daher die folgende
Beziehung:

DISTANCE(ld(0).pos - rp(0)) <ld(0).acc (4-1)

Wie in Abbildung 4-2 gezeigt, wird damit garantiert, dass sich o innerhalb des kreisférmigen
Gebiets aufhalt, das sich mit Mittel punkt Id(0).pos und Radius|d(o).acc ausd(0) ergibt. Dieses
Gebiet bezeichnen wir als Aufenthaltsbereich von o (engl. location area). Es ist wichtig zu be-
achten, dassdamit ein kleinerer Wert fir |d(o0).acc eine grof3ere Genauigkeit der Positionsinfor-
mationen bedeutet. Die Genauigkeit, mit welcher der LS die Positionsinformation fir o verwal-
tet, kann bei der Registrierung ausgehandelt werden (siehe Abschnitt 4.2).

Wenn ein mobiles Objekt beim LS registriert wird oder es seine Position aktualisiert, wird ein
sogenannter Positionierungsdatensatz (engl. sighting record) an den LS gesendet. Ein Positio-
nierungssdatensatz s hat die folgenden Eigenschaften:

s.olD: Der Bezeichner fir das mobile Objekt, der innerhalb des entspre-
chenden Namensraumes des LS, Old, eindeutig ist.

st Ein Zeitstempel, der den Zeitpunkt der Positionsbestimmung
angibt.!
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. Aufenthaltsbereich
ld(o).acc ~. von Objekt o

Id(o).pos

Abbildung 4-2. Der durch den Lokationsbezeichner |d(o) beschriebene
Aufenthaltsbereich.

S.pos: Die Position des mobilen Objekts zum Zeitpunkt s.t beschrieben
als geographische K oordinate.

S.aCCqens- Die Genauigkeit des Positionierungssensors, mit dem die Positi-
onsbestimmung durchgeftihrt wurde, wiederum als die maximale
Entfernung zwischen der angegebenen Position s.pos und der
wirklichen Position des Objekts zum Zeitpunkt s.t.

Der LSkann s.t und s.accgy,g auch verwenden, um zusammen mit der maximalen Geschwindig-
keit des mobilen Objekts v die Genauigkeit der Positionsinformation zu einem spéteren Zeit-
punkt t > s.t zu berechnen, d. h. die maximale Abweichung maxdev() zu bestimmen. Dieswird
z. B. bei denin Kapitel 6 beschriebenen Protokollen zur Ubertragung von Positionsinformatio-
nen verwendet. Die maximale Abweichung ergibt sich folgendermal3en aus der maximalen Ent-
fernung, um die sich das Objekt in dem gegebenen Zeitraum bewegt haben kann:

maxdev(s, t) = s.acCgys + V(t - Sit) (4-2)

Beim Entwurf des Positionierungsdatensatzes haben wir ein geometrisches Modell fir die Be-
schreibung der Positionsinformationen gewahlt, bei dem die Position durch eine Koordinate in
einem geographischen K oordinatensystem dargestellt wird. Die Alternative dazu wére ein sym-
bolisches Modell gewesen, bel dem die Positionsinformationen durch einen diskreten Bezeich-
ner, z. B. eine Raumnummer oder die Zelle eines Mobilfunksystems, gegeben ist. Solche Be-
zeichner stehen jewells fir ein bestimmtes geographisches Gebiet und konnen hierarchisch or-

1. Fur die Erzeugung dieses Zeitstempels setzen wir voraus, dass auf den mobilen Endgeraten und L oka-
tions-Servern synchronisierte Uhren verflgbar sind. Zur Synchronisierung der Uhren kann z. B. die
hochgenaue Zeitangabe verwendet werden, die ein GPS-Empfanger zurtckliefert.
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ganisiert sein. Der Grund fur die Auswahl des geometrischen Modells war dessen bessere Ska-
lierbarkeit, die auch die Darstellung von sehr genauen Positionsinformationen erlaubt, die
vereinfachte Zusammenarbeit mit GIS-Systemen bzw. den Umgebungsmodell-Daten-Servern
der Nexus-Plattform, die ebenfalls auf geographischen Koordinaten basieren. Ein weiterer
Grund war die Mdglichkeit verschiedene Berechnungen, wie die Ermittlung der Entfernung
zwischen zwei Koordinaten oder der Bewegungsrichtung, auf einfache Art und Weise durch-
fuhren zu kénnen, was z. B. den Umgang mit Positionsinformationen unterschiedlicher Genau-
igkeit erleichtert. Fur die Umrechnung von symbolischen auf geometrische Koordinaten und
umgekehrt kann auf einen externen Diendt, z. B. ein GIS-System oder einen Verzeichnisdienst,
zurtickgegriffen werden. Im Rahmen der Nexus-Plattform wird diese Funktionalitét durch die
Umgebungsmodell-Daten-Server, auf denen die rdumlichen M odelle gespeichert sind, erbracht.
Fir eine ausfuhrlichere Betrachtung der Vor- und Nachteile von geometrischen und symboli-
schen Modelle siehe LEONHARDT (1998).

Der hier verwendete Aufbau des Positionierungsdatensatzes ist wegen der Wahl des geometri-
schen Modells naturgemald besser geeignet fur den Umgang mit Positionierungssystemen, die
als Ergebnis eine geographische Koordinate liefern, wie z. B. GPS oder das Active-Bat-System
(WARD, JONES & HOPPER (1997)). Bei Positionierungssystemen, wie dem Active-Badge-Sys-
tem (WANT ET AL. (1992)), die stattdessen einen symbolischen Bezeichner fir den Aufenthalts-
bereich liefern (in diesem Fall die Raumnummer), wird als Position s.pos das Zentrum (d. h. der
Schwerpunkt) des entsprechenden Gebiets verwendet. Die maximale Ungenauigkeit S.aCCgeng
ist dann die grofite Entfernung eines Punktes aus diesem Gebiet von dessen Zentrum. Weil dabel
dlerdings ein Teil der Semantik der Positionsinformationen verloren geht, wére eine alternati-
ve, besser geeignete Behandlung von symbolischen K oordinaten winschenswert, die alerdings
Uber den Rahmen dieser Arbeit hinausgehen wiirde (fir einen Ausblick siehe Abschnitt 9.3).

4.2  Registrierung und Positionsaktualisierung

Mobile Objekte werden von einer registrierenden Instanz (engl. registering instance) beim LS
angemeldet, z. B. wenn der Benutzer eine ortsbezogene Anwendung auf seinem mobilen End-
gerét startet und die Anmeldung beim L S aktiviert. Bel der registrierenden Instanz kann es sich
wieim obigen Beispiel um das mobile Endgerét eines Benutzers handeln, bei anderen Objekten,
deren Position z. B. von einem externen Sensorsystem erfasst wird, aber auch um einen fir sie
zustandigen Zentralrechner. Im Folgenden soll aus Griinden einer einfacheren Darstellung an-
genommen werden, dass es sich bei der registrierenden Instanz um das mobile Endgerét selbst
handelt.
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Aus Sicherheitsgriinden dirfen Anmelden und Abmelden sowie das Einstellen der Genauigkeit
mit welcher der LS die Positionsinformationen verwaltet nur von der registrierenden Instanz
durchgefiihrt werden, die sich unter der Kontrolle des entsprechenden Benutzers befindet. Wei-
tere Mechanismen, die Datenschutz und -sicherheit gewéhrleisten, werden in Kapitel 8 bespro-
chen.

Registrierung (engl. register): Mit Aufrufen der Funktion register meldet sich ein mobiles Ob-
jekt beim LS zur Verwaltung seiner Positionsinformation an. In der grundlegenden Variante hat
die Registrierungsfunktion die folgende Signatur:

register (s, olnfo, acl, desAcc, timeout) - offeredAcc

Im Parameter s tbergibt das mobile Objekt dazu seine aktuelle Position, der Parameter desAcc
legt die gewlinschte Genauigkeit der Positionsinformation fest. Diese ist auch gleichzeitig die
maximale Genauigkeit mit welcher der Benutzer dem LS mit der Verwaltung der Positionsin-
formationen vertraut. Der Parameter olnfo enthadlt weitere Informationen Uber das registrierte
Objekt, darunter eine Liste mit den verfligbaren Sensorsystemen und deren Eigenschaften. Mit
dem Parameter acl wird eine Zugriffskontrollliste Ubergeben, die angibt, welche Perso-
nen(gruppen) auf diese Information zugreifen dirfen (siehe Abschnitt 8.3). Der Parameter time-
out gibt einen Zeitschwellwert an, nach dem der LS das mobile Objekt automatisch deregist-
riert, wenn er innerhalb dieses Zeitraums keine Positionsaktualisierung empfangen hat (siehe
Abschnitt 5.3.3). Der Ruckgabewert offeredAcc gibt schliefdich die auf dem LS verfligbare Ge-
nauigkeit (engl. offered accuracy) der Positionsinformation an und entspricht desAcc, wenn die
Anmeldung erfolgreich war und elnes der aktuell verfligbaren Sensorsysteme diese Genauigkeit
unterstitzt. Andernfalls wird el ne entsprechende Fehlermeldung zurtickgegeben.

Bislang existiert allerdings kein Positionierungssensor, der global verfugbar ist. Verschiedene
(auch sich tiberschneidende) Bereiche werden zumeist, wie in Abbildung 4-3 gezeigt, von un-
terschiedlichen Sensorsystemen abgedeckt. So kann es passieren, dass sich die verfligbare Ge-
nauigkeit offeredAcc verschlechtert, wenn das mobile Objekt ein Gebiet betritt, in dem ein un-
genaueres Sensorsystem verwendet werden muss oder Uberhaupt keines verflgbar ist.

Nach der Registrierung kann der LS auch jederzeit von der registrierenden Instanz angewiesen
werden, die aktuelle Genauigkeit der Positionsinformationen zu andern:

changeAcc(o, desAcc) - offeredAcc

Registrierung mit Garantie einer minimalen Genauigkeit: Es gibt eine Reihe von Anwen-
dungen, die eine bestimmte minimale Genauigkeit der Positionsinformationen fiir die Realisie-
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rung ihrer Funktionalitét bendtigen und fur wel che die einfache Registrierung nicht ausreichend
ist. Wenn z. B. ein Verkehrsleitsystem den Abstand zwischen einzelnen Verkehrsteilnehmern
kontrollieren soll, wird es wéhrend seiner gesamten Laufzeit eine Positionierungsgenauigkeit
fUr ale Verkehrsteilnehmer bendtigen, die deutlich unter dem einzuhaltenden Abstand liegt.
Wenn die registrierende Instanz solche Anwendungen unterstiitzen will, muss sie mit dem LS
eine minimale verflgbare Genauigkeit aushandeln.

Bei der zweiten Variante der Registrierungsfunktion wird daher eine minimal geforderte Genau-
igkeit minAcc = desAcc mitgegeben:

register (s, olnfo, acl, desAcc, minAcc, regArea) —
(true, offeredAcc) | (false, possibleArea)

Ob minAcc garantiert werden kann hangt dabei von den im Dienstgebiet des LS verfligbaren
und von dem mobilen Objekt unterstiitzten Positionierungssensoren ab?. Bei einem verteilten
LSist es allerdings nur mit hohem Aufwand maoglich zu Uberprifen, ob minAcc im gesamten
Dienstgebiet eingehalten werden kann. Esist aul3erdem zu erwarten, dass sich in einem grof3e-
ren Dienstgebiet Teilgebiete befinden, in denen kein Sensorsystem verfiigbar ist. Das mobile
Objekt gibt daher bei der Registrierung im Parameter regArea das Gebiet an, in dem es sich vo-
raussichtlich bewegen wird und fir das minAcc garantiert werden soll. Ist dies von den inner-
halb von regArea verfiigbaren Sensorsystemen aus moglich, gibt der LS true zurtick und in
offeredAcc die verfligbare Genauigkeit aus dem geforderten Intervall [desAcc, minAcc.

Ist die Registrierung nicht erfolgreich, so wird false zurtickgegeben. Der Grund daf ir kann z. B.
ein ungunstig gewahltes Registrierungsgebiet sein. Um eine hachfolgende Registrierung zu er-
leichtern, wird bei einer abgelehnten Registrierung zusétzlich das grofdte Teilgebiet possibleA-
rea [ regArea zurtickgegeben, in dem eine Garantie von minAcc moglich ist.

Wie bei der einfacheren Registrierung kann die verfligbare Genauigkeit auch nachtraglich durch
Aufrufen von changeAcc gedndert werden, zum Beispiel, wenn das Objekt das zuvor angege-
bene Aufenthaltsgebiet regArea verlassen will:

changeAcc(o, desAcc, minAcc, regArea) —
(true, offeredAcc) | (false, possibleArea)

2. Von der verfigbaren Genauigkeit hangt auch in groRem Mal3e ab, mit welcher Haufigkeit die Positi-
onsinformationen aktualisiert werden missen (siehe Kapitel 6). Ein weiterer, hier nicht betrachteter
Grund, dass eine Registrierung scheitert, konnte daher auch in der zu hohen Last liegen, die eine be-
stimmte Genauigkeit erzeugen wirde.
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Abbildung 4-3. Beispiel fur eine Einsatzumgebung des LS mit ver schiedenen
Sensor systemen. Gezeigt ist eine fehlgeschlagene Registrierung mit einer gefor-
derten Genauigkeit von 20 mund dem Registrierungsgebiet regArea sowie dem

zurtickgegebenen moglichen Gebiet possibleArea.

Positionsaktualisierung (engl. position update): Um die im LS gespeicherten Positionsinfor-
mationen zu aktualisieren, sendet das mobile Objekt (oder ein externes Sensorsystem) regel mé-
[3ig eine Positionsaktualisierungsnachricht (update) mit dem aktuellen Positionierungsdatensatz
san den LS. Fir die Steuerung der Ubertragung muss dabei ein Protokoll eingesetzt werden,
das eine resultierende Genauigkeit der Positionsinformationen auf dem LS von offeredAcc ga-
rantiert. Verschiedene Varianten solcher Aktualisierungsprotokolle werden in Kapitel 6 aus-
fuhrlich besprochen.

update(s)

Abmelden (engl. deregister): Durch Aufrufen der Funktion deregister wird schliefdlich dasmo-
bile Objekt beim LS abgemeldet, der daraufhin alle Kenntnisse Gber dieses Objekt verliert.

deregister(0)
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4.3  Anfragen

Der LS unterstiitzt drel Typen von Anfragen: Positionsanfragen, Gebietsanfragen und Nachbar-
schaftsanfragen. Mit einer Positionsanfrage wird die aktuelle Positionsinformation fir ein be-
stimmtes mobiles Objekt abgefragt. Ein Stadtinformationssystem kann dies bei spiel sweise ver-
wenden, um die Position el nes bestimmten Buses zu ermitteln und so dessen eventuelle Verspéa-
tung zu errechnen. Eine Gebietsanfrage dagegen liefert alle Objekte zuriick, die sich zur Zeitin
einem bestimmten Gebiet aufhalten. Das Stadtinformationssystem konnte damit alle Personen
abfragen, die an einer bestimmten Bushaltestelle warten und diese Uber die Verspatung des Bu-
sesinformieren. Bei einer Nachbarschaftsanfrage schliefdlich wird das mobile Objekt zuriickge-
geben, das sich am néchsten zu einer angefragten geographischen Position befindet. Ein Bel-
spiel fur eine Nachbarschaftsanfrageist die Suche nach dem néchsten (freien) Taxi. Andere An-
fragen lassen sich zumeist auf diese drel Anfragetypen sowie auf geometrische Operationen zu-
ruckfihren.

Im Folgenden wird die Semantik der einzelnen Anfragen des LS beschrieben. Die geforderten
Bedingungen gelten dabei immer zu dem Zeitpunkt, an dem die Anfrage auf dem L S ausgewer-
tet wird.

Positionsanfrage (engl. position query): Eine Anwendung kann die aktuelle Position eines be-
stimmten Objekts o abfragen, indem sie die folgende Anfrage an den LS stellt:

posQuery(o) - Id

Als Antwort wird der betreffende Lokationsbezeichner Id(0) zurlickgegeben, falls es sich um
ein vom Lokationsdienst verwaltetes Objekt handelt.

Gebietsanfrage (engl. range query): Eine Gebietsanfrage liefert die L okationsbezeichner fur
allevom L S verwalteten Objekte zurtick, die sich innerhalb eines vorgegebenen Gebiets aufhal -
ten. Da es sich bei den vom LS gespeicherten Positionsinformationen um (kreisformige) Auf-
enthaltsbereiche und nicht um exakte Punkte handelt, ist in Grenzfallen nicht immer klar, wel-
che Objekte in der Ergebnismenge enthalten sein sollen und welche nicht. In demin Abbildung
4-4 gezeigten Beispielszenarioist sicher Objekt 0, in der Ergebnismenge enthalten und o, nicht.
Bei den Objekten 03 und o4, deren Aufenthaltsbereiche sich zu einem unterschiedlichen Grad
mit dem angefragten Gebiet Uberschneiden, ist diesjedoch nicht so deutlich. Die Wahrschein-
lichkeit, mit der sich diese Objekte im angefragten Gebiet befinden, hangt vom Grad der Uber-
schneidung zwischen diesem Gebiet und dem Aufenthaltsbereich des Objekts ab3. Da Anwen-
dungen diesbeztiglich unterschiedliche Anforderungen haben kdnnen, erlaubt ihnen der LS den
Grad der Uberschneidung anzugeben, den ein Objekt haben muss, um zu der Ergebnismenge
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der Gebietsanfrage zu gehdren. Sei a das angefragte Gebiet und 1d(0) der durch den Lokations-
bezeichner gegebene (kreisformige) Aufenthaltsbereich von o, dann ist der Grad der Uberlap-
pung folgendermal3en definiert:

Overlap(a, 0) = SZE(a n ld(0)) / SZE(Id(0))

Die Funktion liefert damit einen reellen Wert aus dem Intervall [0,1].

Ein weiterer Parameter, der einen grof3en Einfluss auf das Ergebnis einer Anfrage hat, ist die
Genauigkeit der Positionsinformationen. Angenommen die Genauigkeit einer Positionsinfor-
mation ist 200 m, wohingegen das angefragte Gebiet die Grof3e eines Raumes hat. In diesem
Fall ist es schwierig, eine Aussage dartiber zu treffen, ob sich das mobile Objekt in dem ange-
fragten Gebiet befindet. Aus diesem Grund gibt ein weiterer Parameter, zusétzlich zu dem ge-
forderten Grad an Uberschneidung, einen Grenzwert fiir die minimale Genauigkeit der Positi-
onsinformationen an. Objekte, deren Positionsinformationen nicht die geforderte Genauigkeit
haben, werden bei der Berechnung des Anfrageergebnisses nicht berticksichtigt. In dem in Ab-
bildung 4-5 gezeigten Beispiel wird og nicht berlicksichtigt, da seine Genauigkeit unterhalb des
geforderten Grenzwertsliegt. Wird kein Wert fUr die geforderte Genauigkeit angegeben, sower-
den allevom LS verwalteten Objekte beriicksichtigt.

Eine Gebietsanfrage wird durch den Aufruf der folgenden Operation angestol3en:
rangeQuery(a, regAcc, reqOverlap) — objSet

Der Parameter a gibt dabel das angefragte geographische Gebiet an, das durch einen beliebigen
Polygonzug beschrieben ist, wahrend regAcc und reqOverlap die geforderte Genauigkeit und
den geforderten Grad an Uberschneidung darstellen. Dabei muss reqOverlap aus dem Intervall
(0,1] sein. In objSet werden Paare aus Objekt- und Lokationsbezeichner (o, 1d(0)) fur die Ob-
jekte zurtickgegeben, die sich in der Ergebnismenge der Anfrage befinden:

objSet = { (o, 1d(0)) | o0 O and Overlap(a, 0) = reqOverlap > 0 and
Id(0).acc < regAcc }

3. Wir gehen dabei von einer gleichverteilten Aufenthaltswahrscheinlichkeit einen Objektsinnerhalb sei-
nes Aufenthaltsbereichs aus.
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nicht enthalten nicht enthalten, da Genauigkeit
: nicht ausreichend

angefragtes
Gebiet, a

reqAcc: L———

reqOverlap = 0,3

Position /d(o0).pos und
Genauigkeit /d(o).acc fir Objekt o

X

Abbildung 4-4. Beispielszenario fur eine Gebietsanfrage.

Nachbar schaftsanfrage (engl. nearest neighbor query): Eine Nachbarschaftsanfrage ermittelt
aus der Datenbank des L S das mobile Objekt mit der minimalen Entfernung zu einer gegebenen
Position. Sie kann folgendermal3en aufgerufen werden:

neighbor Query(p, regAcc, nearQual, maxDist) — (nearestObj, near ObjSet)

Fir das entsprechende Objekt o ist in nearestObj das entsprechende (o, 1d(0))-Paar enthalten.
Dabei gilt, dass bezliglich der vom LSin|d(0).pos gespeicherten Position kein anderes mobiles
Objekt ndher an der gesuchten Position p ist. Wie bel Gebietsanfragen kann eine Anwendung
einen Schwellwert fir die Genauigkeit regAcc angeben, wobei Objekte mit einer geringeren Ge-
nauigkeit (d. h. mit einem Aufenthaltsbereich, dessen Radius grofl3er a's regAcc ist) nicht be-
rucksichtigt werden. Weiterhin sind Anwendungen elnerseits oft nicht an Objekten interessiert,
die mehr as eine gewisse Distanz entfernt sind, z. B. bei der Suche nach dem néchsten Taxi;
andererseits nimmt der Aufwand fir eine Nachbarschaftsanfrage auch mit der Grof3e des zu
durchsuchenden Gebiets zu (siehe Abschnitt 5.4.5). Aus diesen Griinden erlaubt es der Parame-
ter maxDist, den maximalen Abstand anzugeben, den ein mobiles Objekt der Ergebnismenge
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von der gesuchten Position p haben darf. Das mobile Objekt, das als Ergebnis der Nachbar-
schaftsanfrage zurtickgeliefert wird, hat folgende Eigenschaften:

nearestObj = (0o, Id(0)) with o [0 O and
DISTANCE(ld(0).pos, p) < DISTANCE(Id(0’).pos, p) Lo’ [0 O and
Id(o).acc <regAcc and Id(0’).acc < regAcc and
DISTANCE(Id(0).pos, p) < maxDist; ¢ else

I nfolgedessen hat auch kein anderes mobiles Objekt, dessen Positionsinformation die geforder-
te Genauigkeit aufweist, eine geringere Entfernung zu p als DISTANCE(ld(0).pos, p) - regAcc
(siehe Abbildung 4-5). Ein Klient kann dieser untere Grenze beispielsweise dazu verwenden,
die maximale Sendestarke fur eine drahtlose Kommunikation zu bestimmen, mit der kein ande-
rer mobiler Sender gestort wird. Voraussetzung dafur ist, dass alle Sender ihre Position mit der
geforderten Genauigkeit beim LS angemeldet haben.

e . nicht betrachtet, da Genauigkeit
- “*-._ nicht ausreichend

nearQual

:.’ozx '.: . . o,

o - . Mminimale
AR Entfernung
zuruickgeliefertes

Objekt o o

angefragte regAcc: ——
Position p

Abbildung 4-5. Beispielszenario fur eine Nachbar schaftsanfrage.

Wegen der eingeschrankten Genauigkeit der im LS gespei cherten Positionsinformationen kann
alerdings auch nicht garantiert werden, dass das so bestimmte Objekt tatsachlich der nachste
Nachbar zu Punkt p ist. In dem in Abbildung 4-5 gezeigten Szenario kann zum Beispiel die
wirkliche Position von Objekt o, naher bei p sein als die von o, wenn die Position von 04 inner-
halb der ndher bei p liegenden Halfte des entsprechenden Aufenthaltsbereichs liegt und die des
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Objekts o in dem von p weiter entfernten Tell seines Aufenthaltsbereichs. Allerdings kann ge-
zeigt werden, dass damit das Objekt ausgewahlt wird, das mit der hochsten Wahrscheinlichkeit
der néchste Nachbar zu p ist. Die Wahrscheinlichkeit hangt zwar neben der Entfernung auch von
der Grofe des Aufenthaltsbereichs ab, jedoch ist deren Einfluss sehr gering, wenn die Entfer-
nung zu p vergleichsweise grof3 ist? (fur Details siehe Anhang E).

Bedingt durch diese Ungenauigkeit werden einige Anwendungen nicht nur an dem néchsten
Nachbarn, sondern auch an anderen “nahen” Nachbarn von p interessiert sein. Was “nahe’ be-
deutet wird dabel durch den Parameter nearQual bestimmt. Wenn o das als ndchster Nachbar
zu p bestimmte Objekt ist, dann ist near Obj Set folgendermalien definiert:

nearObjSet = { (0, 1d(0’)) | o O O, 0 # o and DISTANCE(Id(0’).pos, p) <
(DISTANCE(ld(0).pos, p) + nearQual) and
Id(0’).acc <regAcc and
DISTANCE(ld(0’).pos, p) < maxDist }

Wird nearQual auf null gesetzt, so ist near ObjSet gleich der leeren Menge. Durch Setzen von
near Qual auf 2 - regAcc kann garantiert werden, dass alle Objekte, die sich méglicherweise n&
her an p befinden als o, in der Ergebnismenge der entsprechenden Anfrage enthalten sind. In
dem Beispielszenario, das in Abbildung 4-5 dargestellt ist, gehort zum Beispiel Object 0, zu
near Obj Set. Objekt o, gehort jedoch nicht dazu, da die Position von o, aul3erhalb des Kreises
um p liegt, der durch einen Radius entsprechend der Entfernung zwischen o und p + nearQual
gebildet wird. Objekt oz wird wiederum nicht betrachtet, da es nicht den Genauigkeitsanforde-
rungen entspricht.

4.4  Ereignisse

Anders als bei den bisher diskutierten Anfragen, die entsprechend einem klassischen Klient-
Server-Modell ablaufen, ist bel ortsbezogenen Anwendungen oft eine I nteraktion nach dem Pu-
blish& Subscribe-Modell sinnvoll, bei dem Klienten vom LS Uber das Eintreten bestimmter Er-
eignisse (engl. events) benachrichtigt werden (fir einen Vergleich dieser beiden Interaktionsfor-
men siehe z. B. COULOURIS, DOLLIMORE & KINDBERG (2001)). Ein Klient meldet sich dazu mit
einer Beschreibung desihninteressierenden Ereignissesbeim LSan (engl. subscribe) und erhalt

4. Wieder unter der Annahme, dass die Aufentha tswahrscheinlichkeit innerhalb des Aufenthaltsbereichs
gleichverteilt ist.
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eine Benachrichtigung (engl. notification) wenn das betreffende Ereignis eintritt. Da Anwen-
dungen mit Ortsbezug zumeist auf Veranderungen in der Umgebung des Benutzers reagieren
(seheauch ScHILIT, ADAMS & WANT (1994)), kann ein ereignisorientiertes I nteraktionsmodel |
oft deren Entwicklung erleichtern.

Folgende Ereignisse sind im Zusammenhang mit mobilen Objekten und réumlichen Informati-
onen vorstellbar. Ein Ereigniswird definiert, indem ein entsprechendes Préadikat beim LSregis-
triert wird. Jedesmal wenn dieses Prédikat wahr wird, sendet der LS bis zu dessen Deregistrie-
rung eine entsprechende Benachrichtigung zurtick an den Klienten.

» OnEnter: Eswird eine Benachrichtigung erzeugt, sobald ein mobiles Objekt das durch den
Parameter a beschriebene Gebiet betritt. Dieses Ereignis konnte z. B. verwendet werden,
um Besucher eines Messestandes automatisch mit Informationsmaterial zu versorgen. Bel
der Feststellung, ob dieses Ereignis eingetreten ist, gilt dieselbe Semantik wie bel der
Gebietsanfrage mit den entsprechenden Parametern regAcc und reqOverlap. Die Benach-
richtigung enthélt dann das betretene Gebiet und das betretende mobile Objekt o.

Pradikat: onEnter(a, regAcc, reqOverlap)
Benachrichtigung: notifyEnter (o, a)

» OnLeave: Entspricht onEnter nur dass eine Benachrichtigung erzeugt wird, sobald ein
mobiles Objekt das angegebene Gebiet verldsst.

Pradikat: onLeave(a, regAcc, reqOverlap)
Benachrichtigung: notifyEnter (o, a)

« OnCrossing: Das onCrossing-Ereignis beschreibt das Ubertreten der durch den Parameter
line angegebenen Linie durch ein mobiles Objekt.

Pradikat: onCrossing(line, regAcc, reqOverlap)
Benachrichtigung: notifyCrossing(o, line)

* OnMeseting: Dieses Ereignis wird ausgel 6st, wenn sich diein der als erstem Parameter Uber-
gebenen Liste befindenden mobilen Objekte (04, 05, ...) mit einem maximalen Abstand von
dist zusammenfinden, wobel deren Positionsinformation mit der Genauigkeit regAcc ver-
flgbar sein muss. Die bei einer Besprechung ausgetauschten oder entstandenen Dokumente
konnten so beispielsweise automatisch mit Daten Uber die dabel anwesenden Personen
annotiert werden (siehe LAMMING & FLYNN (1994)).

Pradikat: onMeeting({0,, 0,, ...}, dist, regAcc)
Benachrichtigung: notifyMeeting({0,, 0,, ...})
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» ContPosUpdate: Dieses Ereignis entspricht einer kontinuierlichen Positionsanfrage, wobei
der Klient bis zur Abmeldung des Ereignisses regelmaliig tber die Position eines bestimm-
ten mobilen Objekts o informiert wird. Die Haufigkeit der Benachrichtigung ist dabei durch
den Parameter reportinterval gegeben, der das zwischen aufeinander folgenden Benach-
richtigungen liegende Zeitintervall festlegt.

Pradikat: contPosUpdate(o, regAcc, reportinterval)
Benachrichtigung: notifyPos(Id(0))

o ContAreaUpdate. Entsprechend zu contPosUpdate fir ale Objekte innerhalb eines
bestimmten geographischen Gebiets a.

Pradikat: contAreaUpdate(a, regAcc, reqOverlap, reportinterval)
Benachrichtigung: notifyArea({(04, Id(0y)), (05, 1d(05)), ... })

Dartber hinaus sind weitere, auch zusammengesetzte, Ereignisse denkbar. Die Betrachtung von
Erei gnismechanismen wurde jedoch den Rahmen dieser Arbeit sprengen. Der interessierte Le-
ser findet in BAUER (2000) und Dubkowsk1 (2002) weitere Informationen zu dieser Thematik
sowie zu weiterfuhrenden Arbeiten auf diesem Gebiet.

4.5 Zusammenfassung

In diesem Kapitel wurde ein Dienstmodell fir elnen L okationsdienst entwickelt, dasauf die spe-
ziellen Eigenschaften der Positionsinformationen mobiler Objekte und die Anforderungen von
Anwendungen mit Ortsbezug ausgerichtet ist. In diesem Dienstmodell wird die Semantik der
einzelnen vom L S anzubietenden Operationen beschrieben, unter Berticksichtigung der von den
Sensorsystemen und den Sicherheitsbedenken der Benutzer vorgegebenen eingeschrankten Ge-
nauigkeit der Positionsinformationen sowie der von den Klienten des LS in den Anfragen ge-
forderten Genauigkeit. Die nachsten Kapitel beschaftigen sich mit der Architektur einesdiesem
Dienstmodell entsprechenden verteilten Lokationsdienstes, der die fir die Verwaltung genauer
Positionsinformationen einer hohen Zahl mobiler Objekte notwendige Skalierbarkeit und Effi-
Zienz aufweist.
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Kapitel 5
Architektur und Funktionsweise des

Lokationsdienstes

Die fur den LS geforderte Skalierbarkeit und Effizienz machen eine Realisierung durch eine
verteilte Architektur erforderlich. In diesem Kapitel sollen die grundlegenden M echanismen be-
schriebenen werden, die zur Datenhaltung der gespeicherten Positionsinformationen und die
Ausfihrung der im vorigen Kapitel definierten Operationen in einer solchen verteilten Archi-
tektur notwendig sind. Die hier vorgestellten Konzepte wurden erstmals in LEONHARDI &
KUBACH (1999) und LEONHARDI & ROTHERMEL (2002) verdffentlicht.

Nach einer Beschreibung des verwendeten System- und Fehlermodells in Abschnitt 5.1 gibt
Abschnitt 5.2 zuerst einen Uberblick tiber die Architektur des LS. Abschnitt 5.3 beschreibt die
Datenhaltung und Wiederherstellung der Daten einzelner Lokations-Server. Im Detail werden
die vorgestellten Algorithmen in Abschnitt 5.4 besprochen und Abschnitt 5.5 beschéftigt sich
mit moglichen Optimierungen.

5.1 System-und Fehlermodell

Bei der Beschreibung der Architektur und Algorithmen des LS wird das folgende System- und
Fehlermodell angenommen, das auf der Terminologie und Klassifizierung von JALOTE (1994)
beruht. Das Systemmodell beschreibt dabel die Bestandteile eines Systems, das Fehlermodell
die Annahmen Uber die Fehler, diein diesem System auftreten konnen.

Ein vertelltes System, wieesdie am L S beteiligten Einheiten (L okations-Server, mobile Objek-
te und Klienten) bilden, setzt sich aus mehreren autonomen Knoten (d. h. den dazugehtrenden
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Rechnern) und einem diese Knoten verbindenden Netzwerk zusammen. Bei den Knoten wird
weiter unterschieden zwischen stationdren Knoten (Lokations-Server) und mobilen Knoten
(mobile Objekte). Klienten konnen sowohl stationér al's auch mobil sein. Ein Knoten besteht aus
Sicht des L Saus einem Prozessor und privatem fltichtigem und stabilem Speicher. Wahrend die
auf fluchtigem Speicher gehaltenen Daten bel einem Ausfall (engl. fault) verloren gehen, sind
die auf stabilem Speicher nach einer Wiederherstellung des K notens wieder verfiigbar. Uber das
Kommunikationsnetzwerk konnen zwei beliebige Knoten Nachrichten miteinander austau-
schen (Punkt-zu-Punkt-K ommunikation). Fir mobile Knoten setzen wir dabei elnen geeigneten
Mechanismus, wie bei spiel sweise Mobile P (PERKINS (1996)) voraus, der die Kommunikation
unabhangig von deren aktueller geographischer Position und Bewegung ermdglicht.

In unserem Fehlermodell gehen wir davon aus, dass Knoten nur Zusammenbruchsfehlern (engl.
crash fault), wiein JALOTE (1994) definiert, unterliegen. Dader LS als Teil einer Infrastruktur
fUr ortsbezogene Anwendungen eingesetzt werden soll, kann davon ausgegangen werden, dass
die Lokations-Server nach einem Fehler repariert und neu gestartet werden. Wir nehmen daher
weiterhin an, dass ein stationérer Knoten (L okations-Server) nach einem Zusammenbruch nach
endlicher Zeit wiederhergestellt wird und dass die auf stabilem Speicher gehatenen Daten wie-
der verfugbar sind. Die mobilen Endgeraten, welche zumeist die Funktionalitét der beim LS an-
gemeldeten mobilen Objekte und der Klienten erbringen, sind allerdings im Vergleich zu stati-
onéren Servern wesentlich anfélliger fir Fehler (Sehe z. B. SATYANARAYANAN (1996)). Aus
diesem Grunde gehen wir nicht davon aus, dass mobile Knoten (mobile Objekte und Klienten)
in allen Fallen nach eine Fehler wiederhergestellt werden.

Durch Zusammenbruchsfehler in der Kommunikationsschicht, was wiederum haufiger bei Mo-
bilfunkverbindungen als bel Festnetzverbindungen auftreten wird, kdnnen dariber hinaus zeit-
weilige Netzwerkpartitionierungen entstehen. Knoten innerhalb einer Partition knnen kommu-
nizieren, Knoten unterschiedlicher Partitionen nicht. Wir gehen davon aus, dassinnerhalb einer
Netzwerkpartition ein zuverlassiger Nachrichtenaustausch maéglich ist, der durch Ubliche Me-
chanismen wie Empfangsbestatigungen und das wiederholte Senden von Nachrichten erreicht
werden kann.

5.2 Architektur des Lokationsdienstes

In diesem Abschnitt sollen zundchst die grundlegenden Konzepte und Mechanismen fir die Ar-
chitektur des verteilten Lokationsdienstes vorgestellt werden. Die hier nur kurz angerissenen
Algorithmen fir Registrierung, Zustandigkeitstibergabe und Anfragebearbeitung werden in
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Abschnitt 5.4 néher betrachtet. Auf eine Darstellung von mdglichen Optimierungen wurde dort
verzichtet, sie werden zusammenfassend im darauf folgenden Abschnitt besprochen.

5.2.1 Hierarchische Struktur des Lokationsdienstes

Wenn der LS zukunftig als Teil eines ortsbezogenen Informationssystems eingesetzt werden
soll, soist z. B. in einer gréf3eren Stadt mit hunderttausenden von mobilen Objekten und Benut-
zern zu rechnen. Um die Skalierbarkeit fir einen solchen grof3flachigen Einsatz zu gewdahrleis-
ten, sind die L okations-Server, aus denen sich eine Installation des L S zusammensetzt, in einer
hierarchischen Struktur organisiert. Vergleichbare hierarchische Architekturen wurden fir die
L okationsverwaltung in Mobilfunknetzen (WANG (1993)) oder fur den GLOBE L okations-
dienst fur mobile Software-Objekte (VAN STEEN ET AL. (1998)) vorgeschlagen.

Ein Lokationsdienst wird so konfiguriert, dass er ein bestimmtes geographisches Gebiet ab-
deckt, sein sogenanntes Dienstgebiet. Der Lokationsdienst ist fUr die Verwaltung von mobilen
Objekten zustandig, die sich innerhalb seines Dienstgebiets aufhalten; wenn eine mobiles Ob-
jekt dieses Dienstgebiet verlasst, wird es automatisch abgemeldet. Das Dienstgebiet des LS
kann hierarchisch strukturiert werden, indem es in verschiedene Teildienstgebiete aufgeteilt
wird, diewiederum selbst aus verschiedenen Teil dienstgebi eten bestehen kdnnen, und so weiter.
Die Form eines Dienstgebiets wird dabel durch ein beliebiges zusammenhangendes Polygon
beschrieben. Falls ein Dienstgebiet weiter unterteilt ist, muss dessen geographisches Gebiet
vollstandig durch das der untergeordneten Dienstgebiete abgedeckt sein. Die untergeordneten
Dienstgebiete dirfen sich dabei nicht gegenseitig Uberlappen.

Einem Dienstgebiet ist jewells ein L okations-Server zugeordnet, der daflir zustandig ist, die mo-
bilen Objekte zu verwalten, die sich innerhalb des entsprechenden geographischen Gebiets auf-
halten. Der hierarchischen Struktur der Dienstgebiete entsprechend, sind die Lokations-Server
ebenfalls in einer Hierarchie organisiert. Ein Wurzel-Server (engl. root server) ist fur das Ge-
samtdienstgebiet des LS zustandig und hat demnach auch als einziger Lokations-Server keine
Vorganger. Blatt-Server (engl. leaf server) hingegen haben keine Nachfolger und sind fr nicht
weliter unterteilte Dienstgebiete zustandig. Dazwischen liegende Server werden als innere Ser-
ver bezeichnet und haben sowohl Vorganger als auch Nachfolger. Abbildung 5-1 zeigt ein Bei-
gpiel fur einen Ausschnitt einer dreischichtigen Server-Hierarchie und die dazugehérenden
Dienstgebiete.

Bei den Aufgaben der Lokations-Server kann grundlegend zwischen Blatt-Servern und Nicht-
Blatt-Servern unterschieden werden:
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oid [v| —
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oid |[¥| — oid |¥| —
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Server Dienstgebiete
Positions-
aktualisierungen
mobile Objekte o0 o000 v Suchverweise

Abbildung 5-1. Hierarchische Architektur des Lokationsdienstes.

Blatt-Server sind fr die nicht weiter unterteilten Dienstgebiete auf unterster Ebene der Hie-
rarchie zustandig. Ein Blatt-Server ist fur die Verwaltung der Positionsinformationen der
beim LS angemeldeten mobilen Objekte, die sich innerhalb seines Dienstgebiets aufhalten,
verantwortlich. Da sich die Dienstgebiete einer Ebene nicht Gberlappen dirfen, ist zu jeder
Zeit fur ein bestimmtes mobiles Objekt nur ein Blatt-Server zustéandig und empfangt von
diesem die Positionsaktualisierungen. Wir nennen diesen Server den Agenten des mobilen
Objekts (in Anlehnung an Mobile IP, PERKINS (1996)). Wenn sich das mobile Objekt von
einem Dienstgebiet in ein anderes bewegt, muss die Zustandigkeit fur die Positionsinforma-
tion an den entsprechenden Blatt-Server Ubergeben werden, der dann zum neuen Agenten
des mobilen Objekts wird.

Ein Nicht-Blatt-Server ist einem Dienstgebiet zugeordnet, das der Vereinigung der Dienst-
gebiete seiner Nachfolger entspricht. Die Grof3e der Dienstgebiete nimmt damit ausgehend
von den Blatt-Server bis hin zum Wurzel-Server zu, dessen Dienstgebiet schliefdlich dem
Gesamtdienstgebiet des LS entspricht. Die Nicht-Blatt-Server dieser Hierarchie sind fir das
Auffinden eines bestimmten Objekts zustandig und verwalten fir jedes mobile Objekt
innerhalb ihres Dienstgebiets einen Suchverweis. Der Suchverweis gibt denjenigen der
Nachfolger des Nicht-Blatt-Servers an, der fUr das Telldienstgebiet zustandig ist, in dem
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sich das betreffende mobile Objekt aufhélt. Da sich die Dienstgebiete der Nachfolger nicht
Uberlappen durfen, ist dieser eindeutig bestimmt.

Die Positionsinformationen fr ein mobiles Objekt werden demnach nur auf den Blatt-Servern
gespeichert (in Form des zuletzt gemeldeten Positionierungsdatensatzes), wahrend ein Nicht-
Blatt-Server fur das mobile Objekt einen Verweis auf denjenigen seiner Nachfolger besitzt, des-
sen Unterhierarchie den Blatt-Server mit der gesuchten Positionsinformation einschliefdt. Die
Suchverwei se bilden damit einen Suchpfad, der vom Wurzel-Server bis zum Agenten des mo-
bilen Objektsreicht, der dessen Positionsinformationen vorhéalt.

Die aktuelle Positionsaktualisierung eines mobilen Objekts wird immer zum Agenten des Ob-
jekts gesendet. Wenn ein mobiles Objekt sein aktuelles Dienstgebiet verlésst und ein neues be-
tritt, muss die Zusténdigkeit fir dieses auf den zugehorigen Lokations-Server tbertragen und
der Suchpfad entsprechend angepasst werden. Der Bearbeitungsvorgang muss dann sicherstel-
len, dass das mobile Objekt Uber seinen neuen Agenten informiert wird. Wieviele Server von
einer Pfadaktualisierung betroffen sind, hangt von Hohe des niedrigsten Teilbaums ab, der so-
wohl den alten als auch den neuen A genten des mobilen Objekts enthalt. Auf Grund der hierar-
chischen Struktur der Dienstgebiete, betrifft eine Zustandigkeitsiibergabe allerdings die oberen
Ebenen wesentlich seltener als die unteren.

5.2.2 Mechanismen des Lokationsdienstes

In diesem Abschnitt soll ein Uberblick tiber die Mechanismen zur Zustandigkeitsilbergabe und
Anfragebearbeitung in der hierarchischen Struktur des L S gegeben werden. Abbildung 5-2 zeigt
dazu eine dreistufige Server-Hierarchie, die in den folgenden Beispielen verwendet wird. Die
Algorithmen werden ausfihrlich in Abschnitt 5.4 besprochen.

In unserem Beispiel fur eine Zusténdigkeitsiibergabe (Abbildung 5-2 links) empfangt Server 4
(kurz s,) eine Positionsaktualisierung von einem mobilen Objekt o, dessen Position nicht mehr
in seinem Dienstgebiet liegt. Er sendet daraufhin eine Anforderung fir eine Zustandigkeitstiber-
gabe an seinen Vorganger. Dieser erkennt, dass sich o weiterhin in seinem Dienstgebiet befindet
und leitet es daher an denjenigen seiner Nachfolger (in diesem Fall s5) weiter, dessen Dienstge-
biet die neue Position von o enthélt, anstatt es nach oben weiterzugeben. Der Blatt-Server sg
wird damit der neue Agent von o und sendet elne Bestatigung der Zustandigkeitstibergabe auf
demselben Weg zurtick an s,, wodurch der Suchpfad fur o aktualisiert wird. Davor benachrich-
tigt s das mobile Objekt o Uber die Zustandigkeitstibergabe und meldet sich als dessen neuer
Agent.
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Abbildung 5-2. Grundlegende Mechanismen des Lokationsdienstes.

Anfragen konnen an einen beliebigen Blatt-Server des L S gestellt werden. Damit lokale Anfra-
gen effizient bearbeitet werden kdnnen, sollte ein mobiler Klient dabei den Blatt-Server kontak-
tieren, dessen Dienstgebiet seine aktuelle Position enthdt bzw. das zu seiner Position am néchs-
ten liegt (siehe auch Abschnitt 5.4).

Bei der Bearbeitung einer Positionsanfrage wird der Suchpfad des betreffenden mobilen Ob-
jekts verwendet, um dessen Agenten zu finden. In unserem Beispiel gehen wir davon aus, dass
eine Positionsanfrage an s, gesendet wurde und sich das gesuchte Objekt o gegenwaértig im
Dienstgebiet von sg aufhélt. Die Positionsanfrage wird in diesem Fall bis zum Wurzel-Server
hochpropagiert, daerst dieser einen Suchverweisfir o besitzt. Von dort ab wird die Anfrage ent-
lang 0's Suchpfad bis zu s weitergeleitet, der die aktuellsten Positionsinformation fur o an s,
zurtickliefert. In vielen Féllen ist es jedoch nicht notwendig, die Server-Hierarchie in ihrer ge-
samten Hohe zu durchlaufen (siehe unten). Falls sich o im Dienstgebiet von sg befindet, erreicht
die Anfrage nur den Server s, auf der nachsthoheren Ebene.

Fir die Beschreibung der Gebietsanfrage nehmen wir an, dass sich das angefragte Gebiet a mit
den Dienstgebieten von s und s; Uberlappt. Anstatt der Suchpfade fir die mobilen Objektewird
in diesem Fall die hierarchische Struktur der Dienstgebiete verwendet, um die zusténdigen Ser-
ver zu finden. Eine Anfrage wird ausgehend von s, nach oben weitergegeben, bisein Server ge-
funden wurde, dessen Dienstgebiet das angefragte Gebiet vollstandig enthdlt, in diesem Fall s;.
Von dort auswird die Anfrage in allen Zweigen nach unten weitergegeben, deren Dienstgebiete
sich mit a tberlappen, solange bis sq und s; erreicht sind. Beide ermitteln die mobilen Objekte,
die sich in den entsprechenden Teilgebieten von a aufhalten, und senden die Ergebnisse zurlick
an s4. Dieser ist dafur verantwortlich, aus diesen Teilergebnissen die Antwort zusammenzuset-
zen, die dann an den Klienten Gbergeben wird.
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Nachbarschaftsanfragen sind vergleichbar mit Gebietsanfragen und werden in Abschnitt 5.4.5
ausfuhrlich besprochen.

Die Moglichkelt, die Funktionalitét des LS auf mehrere Rechner zu verteilen, ist eine wichtige
Voraussetzung fUr einen skalierbaren Dienst. In friheren Untersuchungen wurde belegt, dass
unter Berticksichtigung von Positions- und Gebi etsanfragen eine Verteilung anhand von Gebie-
ten, wie sie durch die Zuordnung von Servern zu Dienstgebieten gegeben ist, wesentliche Vor-
teile gegenuiber einer Verteilung nach Objekten, z. B. indem jeder Server fir eine bestimmte
Menge von Objekte zustandig ist, bietet (siehe KUBACH ET AL. (1999)). Die hier vorgestellte
hierarchische Struktur des LS wurde dabel gewahlt, um die Lokalitat von Operationen ausnut-
zen zu konnen.

Positionsaktualisierungen und Zustandigkeitsiibergaben sind grundsétzlich lokal, da ein mobi-
les Objekt natlrlich nur in ein benachbartes Dienstgebiet tberwechseln kann (falls kein Ausfall
der Kommunikationsverbindung oder des Positionierungssensors auftritt). Dartiber hinaus ge-
hen wir ebenfalls davon aus, dass Anfragen in einem hohen Mal3e lokal sind, dasich die Benut-
zer einer Anwendung mit Ortsbezug haufig fir mobile Objekte in ihrer Umgebung interessieren
werden (z. B. alleTaxis, diein funf Minuten bei ihnen sein kénnen, oder alle Personen im selben
Raum). Eine hohe Lokalitét von Anfragen wurde fur ortsbezogene Anwendungen (HARTER &
HoOPPER (1994)), fur Anrufe in einem Mobilkommunikationsnetz (LAM ET AL. (1998)) und im
Falle des Globe Lokationsdienstes fir Software-Objekte (VAN STEEN ET AL. (1998)) beobach-
tet.

Ein weiterer Vortell der hierarchischen Struktur ist, dass sie sich einfach auf eine hierarchische
Organisationsstruktur abbilden 18sst, die Voraussetzung fur die Administration eines Internet-
weiten Dienstesist (vgl. z. B. das DNS des Internets, MOCKAPETRIS & DUNLAP (1988)).

Die Lestungsfahigkeit des Systemswird durch die Hohe der Server-Hierarchie, deren Verzwel-
gungsgrad (d. h. die Zahl der Nachfolger eines Lokations-Servers) und der Grof3e der (Blatt-)
Dienstgebiete beeinflusst. Eine optimale Einstellung dieser Parameter ist abhéngig von der Zahl
der beteiligten mobilen Objekte im Gesamtdienstgebiet, von deren Verteilung innerhalb dieses
Gebiets (d. h. an welchen Stellen sie sich befinden) und von deren Bewegungsverhalten (z. B.
durchschnittliche Geschwindigkeit und Bewegungsradius). Die Leistungsfahigkeit von unter-
schiedlichen Konfigurationen des LS wird in Kapitel 7 mittels Experimenten an einer protoypi-
schen Implementierung betrachtet.

Dartber hinaus hangt die Leistungsfahigkeit des L S natiirlich auch davon ab, welche Anfragen
mit welcher Haufigkeit gestellt werden, d. h. wie der Anfrage-Mix aussieht, der von den Klien-
ten des LS, erzeugt wird. Ein weiterer Aspekt ist der Aufstellungsort der Server, der die Kom-
munikationskosten und Anwortzeiten betrifft. Wegen der angenommenen hohen Lokalitét von
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Positionsaktualisierungen und Anfragen, sollten die Blatt-Server moglichst nahe (in Bezug auf
Kommunikationsbandbreite und -verzégerung) bei den ihnen zugeordneten Dienstgebieten auf-
gestellt werden.

5.2.3 Replikation und Partitionierung

Bei den bisherigen Betrachtungen wurde angenommen, dass einem Dienstgebiet jeweils nur ein
einzelner Lokations-Server zugeordnet ist. Aus Griinden der Fehlertoleranz und der Verbesse-
rung des Durchsatzes kann es jedoch sinnvoll sein, einem Dienstgebiet mehr als einen Lokati-
ons-Server zuzuordnen und damit eine Replikation oder Partitionierung der Datenspeicherung
zu erreichen. Besonders wichtig ist dies beim Wurzel-Server und den Servern auf den oberen
Ebenen, die entsprechend der zunehmenden Grof3e der Dienstgebiete eine grof3e Anzahl von
mobilen Objekten verwalten missen. Replikation und Partitionierung von Daten wird in der Li-
teratur ausfuhrlich betrachtet (siehe z. B. COULOURIS, DOLLIMORE & KINDBERG (2001)). In
dieser Arbeit wird diese Problematik daher nur angesprochen und nicht weitergehend diskutiert.

Wie im Folgenden besprochen, verwaltet jeder Lokations-Server eine Datenbank, in der er die
I nformationen zu den mobilen Objekten in seinem Dienstgebiet speichert. WWenn einem Dienst-
gebiet mehrere Lokations-Server zugeordnet sind, kann die entsprechende Datenbank sowohl
im Ganzen auf diesen Servernrepliziert, asauch partitioniert und auf die Server aufgeteilt wer-
den (siehe Abbildung 5-3). Auch eine Kombination davon ist maglich.

/ Replikation
.ot » ‘ I I I I
R : I I I I .
o 811 Oy O3 Oy o
(o) (o) [©)
_ 13 22 32 42
o o o o

Partitionierung nach Objekten

Abbildung 5-3. Replikation und Partitionierung der Daten eines
Lokations-Servers.

Eine Replikation der Datenbank dient der Ausfallsicherheit und einer Verbesserung des Durch-
satzesbel Anfragen. Dawir alerdings von einer haufigen Aktualisierung der Positionsinforma-
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tionen ausgehen, wirde deren Replikation zu einem hohen Aufwand fihren. Esist daher sorg-
faltig abzuwégen, ob und auf welcher Ebene eine Replikation der Datenbank sinnvoll ist.

Im zweiten Fall werden die mobilen Objekte, z. B. anhand des Objektbezeichnersbzw. eines be-
stimmten Teils davon, auf die einzelnen Server verteilt (vgl. die Partitionierung des HLR in
GSM, bei welcher der zustéandige Server durch die ersten Ziffern der Mobilfunknummer be-
stimmt wird, MouLY & PAUTET (1992)). Damit kann die Belastung, die sich aus der Grof3e der
zu verwaltenden Datenbank, der Haufigkeit der Aktualisierungen und der von Positionsanfra-
gen (nicht aber Nachbarschafts- und Gebietsanfragen) ergibt, auf die einzelnen Server verteilt
werden. Diesist besonders fur Server auf den hoheren Ebenen sinnvoll.

5.3 Speicherung der Positionsinformationen

Um dieim vorherigen Abschnitt beschriebene Funktionalitét umzusetzten, muss ein L okations-
Server entsprechende K onfigurationsinformationen verwalten und in elner Datenbank Informa-
tionen Uber die mobilen Objekte in seinem Dienstgebiet speichern. Die dazu verwendeten Da-
tenstrukturen und Mechanismen sollen im Folgenden besprochen werden.

5.3.1 Datenstrukturen

Jeder Lokations-Server s speichert einen Konfigurationsdatensatz ¢ auf stabilem Speicher, der
dazu dient, dessen Position in der Server-Hierarchie zu definieren und das dem Server zugeord-
nete Dienstgebiet mit den darin verfligbaren Sensorsystemen beschreibt. Ein Konfigurationsda-
tensatz enthalt daher die folgenden Informationen:

c.sa Der Eintrag c.sa beschreibt das Dienstgebiet, das dem Lokations-
Server szugeordnet ist.

C.parent: Dieser Eintrag identifiziert den in der Hierarchie direkt Gbergeordne-
ten Server von s. Nur fur den Wurzel-Server ist s.parent nicht defi-
niert ().

c.children:  In der Menge c.children ist jeder Nachfolger von s durch einen Da-

tensatz beschrieben. Dieser Datensatz enthélt im Feld id die Adresse
des Nachfolgers und in sa dessen Dienstgebiet. Fur einen Blattkno-
ten ist s.children natirlich leer.

c.sensorMap: Der Eintrag c.sensorMap beschreibt die im Dienstgebiet von s ver-
flgbaren Sensorsysteme.
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Eine Sensorenkarte (engl. sensor map) wird fur die Garantie einer minimalen Genauigkeit (sie-
he Abschnitt 4.2) bendtigt und kann entfallen, wenn die Installation des LS die erweiterte Re-
gistrierung mit garantierter minimaler Genauigkeit nicht unterstiitzt. Die Sensorenkarteteilt das
Dienstgebiet des Servers vollstandig in disunkte maximal grof3e Teilgebiete auf, fir die eine
eindeutige Menge von verflgbaren Sensorsystemen angegeben werden kann. FUr jedes dieser
Teilgebiet enthélt die Sensorkarte einen Eintrag der Form (a x (sensorld x acc)*). Dieser Ein-
trag beschreibt die Ausdehnung des jeweiligen Tellgebiets a und enthélt eine Liste mit einem
eindeutigen Bezeichner sensorld und der Positionierungsgenauigkeit acc fur jedes dort verflg-
bare Sensorsystem. Fallsin einem Teilgebiet kein Sensor verflgbar ist, wird diesdurch den Ein-
trag (a, 0) beschrieben.

Diese Darstellung der Sensorkarte wurde gewahlt, um eine effiziente Bestimmung der Uberde-
ckung eines Teil gebiets durch Sensoren zu ermdglichen (siehe Abschnitt 5.4.1). Die Sensorkar-
te eines Lokations-Servers wird in der Initialisierungsphase aus einer Liste der im Dienstgebiet
verfligbaren Sensorsysteme generiert und aktualisiert, wenn ein neues Sensorsystem hinzu-
kommt oder eines wegfallt.

Ein beim LS angemeldetes mobiles Objekt wird als Besucher (engl. visitor) eines Lokations-
Servers bezeichnet, wenn es sich zu dem entsprechenden Zeitpunkt im Dienstgebiet des Servers
aufhdlt. Fir die Informationen Uber seine Besucher verwaltet jeder Lokations-Server eine Be-
sucherdatenbank (kurz: visitorDB), die flr jeden Besucher einen sogenannten Besucherdaten-
satz (engl. visitor record) beinhaltet (vgl. das VLR in GSM, ScHILLER (2000)). Der Aufbau ei-
nes Besucherdatensatzes hangt davon ab, ob es sich bei dem Lokations-Server um einen Bl att-
oder Nicht-Blatt-Server handelt.

Ein Besucherdatensatz v auf einem Blatt-Server des LS besteht aus folgenden Eintrégen:

v.old: Der (eindeutige) Bezeichner fir das mobile Objekt.

v.offeredAcc:. Beschreibt die Genauigkeit mit der die Positionsinformation fir das
mobile Objekt gegenwaértig im LS verflgbar ist.

v.reglnfo: Registrierungsinformationen fur das mobile Objekt bestehend aus
den Felder reglnst, olnfo, acl, desAcc, minAcc, regArea und timeout,
welche die Adresse der registrierenden Instanz, Informationen tber
das mobile Objekt, die Zugriffskontrollliste, die gewtinschte und mi-
nimale Genauigkeit, das Registrierungsgebiet sowie eine Zeitvorga
be fir die automatische Abmeldung angeben, entsprechend zu den
gleichnamigen Parametern der in Abschnitt 4.2 beschriebenen Re-
gistrierungsfunktion.
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Auf einem Nicht-Blatt-Server enthélt der Besucherdatensatz v anstelle der Registrierungsinfor-
mationen nur einen Verweis, der das Auffinden des zustandigen Blatt-Servers ermdglicht.

v.old: Der Bezeichner des mobilen Objekts.

v.forwardRef: Ein Verweis auf den nachsten untergeordneten Server, der auf dem
Suchpfad zu dem Agenten des betreffenden mobilen Objekts liegt.

Dartber hinaus speichert jeder Blatt-Server eine Datenbank mit den aktuellen Positionsinfor-
mationen der mobilen Objekte (kurz: sightingDB). Diese beinhaltet fir jedes mobile Objekt den
zuletzt Ubertragenen Positionierungsdatensatz.

5.3.2 Datenhaltung

Zur Verwaltung der im vorigen Abschnitt beschriebenen Datenstrukturen besitzt ein Lokations-
Server die beiden Datenbanken visitorDB und sightingDB, die unterschiedlich behandelt wer-
den (siehe Abbildung 5-4).

sightingDB

T
/'
b
flichtiger

raumlicher ' Objektindex Speicher

Index I

persistenter
visitorDB Speicher

Abbildung 5-4. Komponenten der Datenhaltung auf einem
Lokations-Server.

Die visitorDB mit den Registrierungs- und Suchpfadinformationen muss nur aktualisiert wer-
den, wenn ein neues Objekt registriert, ein registriertes Objekt abgemeldet oder eine Zustandig-
keitstibergabe durchgefuhrt wird, was im Vergleich zu Positionsaktualisierungen weit weniger
haufig vorkommt. Sie wird daher auf stabilem Speicher gehalten. Dies ermdglicht es, nach ei-
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nem Systemausfall den Suchpfad und die Registrierungsinformationen fir ein mobiles Objekt
wiederherzustellen.

Im Gegensatz dazu wird die sightingDB aus den zwei folgenden Griinden im fltichtigen Spei-
cher gehalten. Dader LS mit dem Ziel entworfen wurde, moglichst aktuelle Positionsinforma-
tionen zu speichern, gehen wir erstensvon einer haufigen Aktualisierung der Positionsinforma-
tionen aus, die deshalb im Besonderen effizient ausgefiihrt werden sollen (siehe die M essergeb-
nisse zu unserem Prototyp in Abschnitt 7.2). Zweitens sind die gespei cherten Positionsinforma-
tionen damit auch nur fir einen kurzen Zeitraum gultig und es macht keinen Sinn einen grof3en
Aufwand in ihre Wiederherstellung zu investieren, da die wiederhergestellten Positionen mit
hoher Wahrscheinlichkeit veraltet sind. Anstelle dessen werden die Positionsinformationen
durch die von den mobilen Objekten empfangenen Positionsaktualisierungen automatisch wie-
der im fltchtigen Speicher hergestellt. Die M echanismen zur Wiederherstellung der Positions-
informationen werden ausfthrlich im néchsten Abschnitt beschrieben.

Um Gebiets- und Nachbarschaftsanfragen effizient durchfihren zu kdnnen, verwenden wir ei-
nen mehrdimensionalen Index Uber den Positionsinformationen in den Positi onierungsdatensat-
zen. Fir einen Uberblick und eine Beschreibung verschiedener mehrdimensionaler Indizes sie-
he GAEDE & GUNTHER (1998). Beispiele fur solche mehrdimensionalen Indizes sind z. B. der
Quadtree (SAMET (1990)) oder der R-Baum (GUTTMANN (1984)). Im Rahmen einer Diplomar-
beit (HASSLER (2001)) wurden verschiedene reprasentative Vertreter von mehrdimensionalen
Indexstrukturen im Hinblick auf ihren Einsatz in einer Hauptspei cherdatenbank des LS unter-
sucht. Im Einzelnen wurden dort kd-Baum, Grid-File, Quadtree und R-Baum verglichen. Unter
diesen speziellen Bedingungen hat sich der Quadtree, der auch fir die Lokationsverwaltung
beim Sentient Computing Projekt eingesetzt wird (ADDLESEE ET AL. (2001)), als am geeigne-
testen erwiesen (&hnlich effizient ist nur das Grid-File, das aber mit einem héheren Aufwand
verbundenist). In unserer Implementierung des LS haben wir daher einen Punkt-Quadtree ein-
gesetzt (sehe Abschnitt 7.1).

Fir eine effiziente Ausfiihrung von Positionsanfragen wird ein Hash-Index Uber die Objektbe-
zeichner verwendet. Beide Indizes werden auf fllchtigem Speicher gehalten. Unsere in
Abschnitt 7.2 beschriebenen Messergebnisse zeigen, dass selbst der mehrdimensionale Index
sehr schnell aufgebaut werden kann (z. B. bei Eintreffen der von den mobilen Geréten nach el-
ner Wiederherstellung eines L okations-Servers gesendeten Aktualisierungsnachrichten).

1. Falls auch das Ausfiihren von dreidimensiona en Abfragen durch die Indexstruktur unterstiitzt werden
soll (vgl. Abschnitt 4.1), muss hier anstelle des Quadtree ein entsprechend aufgebauter Octtree verwen-
det werden.
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5.3.3 Wiederherstellung nach Systemausfallen

In diesem Abschnitt sollen Mechanismen zur Behandlung von Ausféllen mobiler Objekte und
L okations-Server betrachtet werden. Es wird dabei das in Abschnitt 5.1 beschriebene Fehler-
modell vorausgesetzt und angenommen, dass diese nur von Zusammenbruchsfehlern betroffen
sind.

automatische
Deregistrierung U: unknown

T: tracked

Aktualisierung

Registrierung Uberfallig
O, ()

Server-
Zusammenbruch

D: disconnected

C: server crashed

R: recovering

Aktualisierung
Uberfallig

Aktualisierung

c) -
Beginn der

Wiederherstellung

Abbildung 5-5. Zustande eines mobiles Objekt bei der Speicherung auf einem
Lokations-Server.

Die im LS gespeicherten mobilen Objekte beachten dabei ein maximales Zeitintervall zwi-
schen ihren Positionsaktualisierungen, miu. In Kapitel 6 werden verschiedene Protokolle zur
Aktualisierung von Positionsinformationen betrachtet und es zeigt sich, dass es fur alle Proto-
kolle mdglich ist, einen entsprechenden Wert fir miu anzugeben. Falls der Agent des mobilen
Objekts langer als miu auf die nachste Aktualisierungsnachricht warten muss, wird der Zustand
des mobilen Objekts vom normalen tracked auf disconnected gesetzt, um anzugeben, dass die-
ses voraussichtlich nicht erreichbar und die Positionsinformation daher veraltet ist (sehe Ab-
bildung 5-5). In diesem Zustand wird eine entsprechende Fehlermeldung al's Ergebnis auf eine
Positionsanfrage zurlickgegeben. Bel der Bearbeitung von Gebiets- und Nachbarschaftsanfra-
gen wird das Objekt ignoriert.

Falls sich das mobile Objekt |anger als ein bestimmtes Zeitintervall rtv (engl. registration time-
out value), der fr jedes Objekt bei der Registrierung vorgegeben und in v.regl nfo.timeout ge-
speichert wird?, im Zustand disconnected befindet, wird es automatisch deregistriert. Damit
halten wir uns an das sogenannte Soft-Sate-Prinzip (CLARK (1988)), um sicherzustellen, dass
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die zu einem mobilen Objekt gehdrenden Informationen schlussendlich wieder von den Loka-
tions-Servern entfernt werden, selbst wenn das mobile Objekt nach einem Zusammenbruchs-
fehler nicht wiederhergestellt wird. Fallsein Objekt vor Ablauf des Zeitintervallsrtv wiederher-
gestellt wird, sendet es einfach eine neue Positionsaktualisierung an seinen Agenten und kehrt
dort wieder zum Zustand tracked zurtick. Falls es erst danach wiederhergestellt wird, muss es
sich wieder beim LS anmelden.

Bei der Wiederherstellung nach einem Zusammenbruchsfehler 1&dt ein L okations-Server seine
Konfigurationsinformationen von stabilem Speicher und findet so seinen Platz in der Server-
Hierarchie wieder. Lokations-Server stellen darliber hinaus die Suchverweise (Nicht-Blatt-Lo-
kations-Server) bzw. die Registrierungsinformationen (Blatt-L okations-Server) fir die mobilen
Objekte in ihrem Dienstgebiet wieder von stabilem Speicher her. Die Positionsinformationen
der mobilen Objekte, die im Hauptspeicher gehalten werden, gehen jedoch bel einem Zusam-
menbruch verloren (siehe Abschnitt 5.3.2). Der Zustand der mobilen Objekte wird daher nach
einer Wiederherstellung eines Blatt-L okations-Servers auf recovering gesetzt. Um diese wie-
derherzustellen kdnnen zwei gegensétzliche Ansdtze verwendet werden: (a) ein objektinitiierter
und (b) ein Server-initiierter Ansatz.

Beim objektinitiierten Ansatz werden die Positionsinformationen durch die eintreffenden Posi-
tionsaktualisierungen der mobilen Objekte wiederhergestellt. Das mobile Objekt sendet dazu —
nachdem es erkannt hat, dass sein Agent nicht mehr erreichbar ist (spétestens nach miu) — peri-
odisch eine Positionsaktualisierungsnachricht mit einer geeigneten weniger haufigen Aktuali-
sierungsrate rui (engl. recovery update interval) an seinen Agenten. Wie wir in Abschnitt 7.2
zeigen werden, ist das Aufbauen der Indizes nicht wesentlich langsamer als das regulére Bear-
beiten von Aktualisierungsnachrichten. Im Falle eines objektinitiierten Ansatzes muss der
Blatt-Lokations-Server das Zeitintervall rui abwarten, bis er entweder die Positionsinformatio-
nen fur die mobilen Objektein seinem Dienstgebiet erhalten hat oder annimmt, dass die Verbin-
dung zu ihnen abgebrochen ist.

Beim aufwandigeren Server-initiierten Ansatz fragt der wiederhergestel lte Blatt-L okations-Ser-
ver die aktuelle Positionsinformation aktiv bei den mobilen Objekten ab, indem er die von sta-
bilem Speicher wiederhergestellten Registrierungsinformationen verwendet. Dieser Ansatz
setzt voraus, dass die zu den mobilen Objekten gehdrenden Endgeréte auf Positionsanfragen re-
agieren konnen und fuhrt zeitweise zu einer hohen Belastung des Netzwerks. Wir schlagen da-
her einen kombinierten Ansatz vor, bei dem die Positionsinformationen hauptséchlich durch die

2. Diese Angabe ist objektspezifisch, da die vom LS verwalteten mobilen Objekte sehr unterschiedliche
Genauigkeiten der Positionsinformationen und Bewegungsei genschaften aufweisen konnen.
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Positionsaktualisierungen der mobilen Objekte erlangt werden, wieim objektinitiierten Ansatz.
Nur die von einer Anwendung angefragten Positionsinformationen werden direkt bei den mo-
bilen Objekten angefordert. Diesist zur Zeit nur fir Positionsanfragen maoglich, bei denen der
Server das zum mobilen Objekt gehdrende Endgerét kontaktieren kann, das ihm Uber die wie-
derhergestellten Registrierungs nformationen bekannt ist. Um dies auch fr Gebiets- und Nach-
barschaftsanfragen zu erméglichen, bei denen ale mobilen Objekte in dem entsprechenden Ge-
biet abgefragt werden mussen, wird ein Mechanismus wie GeoCast benétigt (siehe NAVAS &
IMIELINSKI (1997) oder COSCHURBA, ROTHERMEL & DURR (2002)). GeoCast erlaubt es, eine
Nachricht effizient an alle mobilen Endgerate innerhal b eines geographi schen Gebiets auszulie-
fern.

5.4  Algorithmen

In diesem Abschnitt werden die wichtigsten Algorithmen, die fUr die Realisierung des hierar-
chisch verteilten Lokationsdienstes notwendig sind, ausfihrlich beschrieben. Im Einzelnen
werden die Algorithmen fir die Registrierung, die Positionsaktualisierung und die Zustandig-
keitsiibergabe (engl. handover) sowie fir die Anfragebearbeitung besprochen. Bei der Be-
schreibung der Algorithmen gehen wir von einem mobilen Objekt mit angeschlossenen lokalen
Positionierungssensoren aus; eine Erweiterung der Algorithmen auf externe Sensorsysteme ist
alerdingsleicht moglich. In diesem Kapitel werden weiterhin nur die grundlegenden hierarchi-
schen Algorithmen behandelt. Optimierungsméglichkeiten, die sich durch das Zwischenspei-
chern von Informationen ergeben, werden kurz in Abschnitt 5.5 vorgestel|t.

Um die Funktionalitdt des LS zu benutzen, kontaktiert ein Klient einen nahegelegenen Blatt-
Server, der im Folgenden als Kontakt-Server (engl. entry server) bezeichnet wird. Wir setzen
dabei einen geeigneten Mechanismus zum Auffinden eines solchen Servers voraus, der z. B.
durch Jini (JiNn1 (2001)) oder SLP (GUTTMAN ET AL. (1999)) erbracht werden kann. Fallsessich
—wasoft der Fall sein wird —bei dem Klienten ebenfallsum ein mobiles Gerét handelt, das tber
eine Moglichkeit zur Bestimmung seiner Position verfligt, sollte essich bei dem Kontakt-Server
um den Blatt-Server handeln, in dessen Dienstgebiet sich der Klient gegenwaértig befindet, um
die Lokalitat von Anfragen bestmdglich auszunutzen. Falls der Klient gleichzeitig a's mobiles
Objekt beim LS angemeldet i, ist ein geeigneter Kontakt-Server schon durch seinen Agenten,
der durch den Zustandigkeitstibergabemechani smus bestimmt wird, gegeben.

Der Kontakt-Server sorgt fur eine Weiterleitung der Anfrage zu den betroffenen Blatt-L okati-
ons-Servern. Er sammelt dazu deren Teilergebnisse und integriert diese, bevor er das Gesamt-
ergebnis an den Klienten zurticksendet. Eine Alternative hierfir wéare gewesen, dass die Blatt-
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L okations-Server die Teilergebnisse direkt an den Klienten zurtickschicken, wodurch ein Kom-
munikationsschritt eingespart wird (vgl. auch unsere Messergebnisse in Abschnitt 7.3). Aller-
dingshandelt es sich bei desKlienten desLSinvielen Fallen um mobile Endgeréte, die oft eine
geringere Rechenleistung und eine schlechtere Kommunikationsanbindung aufweisen al's stati-
onére Rechner. Bei der hier gewéhlten Vorgehensweise wird ihnen die Aufgabe, die Teilergeb-
nisse zu integrieren, durch den Kontakt-Server abgenommen.

Bei der folgenden Beschreibung der Algorithmen wurde zum Zweck einer einfacheren Darstel-
lung auf die Betrachtung der Fehlerbehandlung verzichtet und u. a. angenommen, dass ange-
fragte Objekte beim L S registriert und angefragte Gebiete vollstandig in dessen Gesamtdienst-
gebiet enthalten sind.

5.4.1 Registrierung

Um ein mobiles Objekt beim LS zu registrieren, sendet die registrierende I nstanz eine Regist-
rierungsanfrage (engl. registration request) register Req an einen beliebigen Blatt-Server (siehe
Abschnitt 4.2 fir eine Beschreibung der Parameter) und wartet auf die Antwort registerRes,
welche die Adresse des flr das mobile Objekt zustandigen Agenten enthdt. Im Folgenden wird
der Einfachheit halber angenommen, dass es sich bei der registrierenden Instanz um das mobile
Objekt selbst handelt. Der bel der Registrierung ablaufende Prozessist in Algorithmus 5-3 be-
schrieben.

Der Registrierungsprozess besteht aus zwel Phasen, wobel die erste Phase beginnt, wenn der
kontaktierte Server register Req empfangt. In dieser Phase wird der fir das Objekt zukunftig zu-
standige Blatt-Server gesucht, dessen Dienstgebiet die im mitgelieferten Positionierungsdaten-
satz s Ubergebene aktuell e Position des mobilen Objekts enthélt. Fallserforderlich wird dazu die
Registrierungsanfrage in der Server-Hierarchie Richtung Wurzel weitergegeben, solangebisein
Server gefunden wird, dessen Dienstgebiet s.pos enthélt. Von dort aus wird die Anfrage nach
unten weitergeleitet, solange bis der entsprechende Blatt-Server erreicht ist.

Eine Registrierung ist erfolgreich, wenn der LS eine Genauigkeit aus dem geforderten Intervall
[desAcc, minAcc] bieten kann. Wenn keine geforderte minimal e Genauigkeit minAcc angegeben
ist, kann die vom LS angebotene Genauigkeit offeredAcc direkt aus den an der Position s.pos
verflgbaren Positionierungssensoren und der maximal erlaubten Genauigkeit bestimmt wer-
den. Im anderen Fall muss der Blatt-Server entsprechend Algorithmus 5-1 die maximal in dem
angegebenen Gebiet verfiigbare Genauigkeit aus der Sensorkarte berechnen. Abhéngig von der
GroRe des Gebiets miissen dazu auch benachbarte Server kontaktiert werden®. Falls die Regis-
trierung nicht erfolgreich war, d. h. die verfligbare Genauigkeit kleiner ist als minAcc, wird di-



5 Architektur und Funktionsweise des Lokati onsdienstes 63

(1) function calcMinAcc(sensorMap, regArea, olnfo)
2) minAcc ;=0
(3) foreach subArea, subArea.a n regArea # [0 in sensorMap do
4) minAcc := max( minAcc, min( { sens.acc | sens
subArea.sensorList O sens.sensorld O olnfo.sensorList }) )
(5) if (regArea n c.sa # regArea) then
contact neighboring location servers
(6) return minAcc

(7) endfunc

Algorithmus 5-1. Bestimmung der maximalen Genauigkeit, die fur ein gegebenes Gebiet
garantiert werden kann.

rekt eine register Failed Nachricht an die registrierende Instanz zurlickgesendet. Diese beinhal-
tet das grofitmaogliche Gebiet um s.pos, fur das die geforderte Genauigkeit noch garantiert wer-
den kann, und das entsprechend zu der minimalen Genauigkeit aus der Sensorkarte errechnet
wird (sehe Algorithmus 5-2).

(1) function calcMaxPossArea(sensorMap, regArea, minAcc, olnfo)

(2) possArea = [

(3) foreach subArea, subArea.a n regArea # [0 in sensorMap do

4) if (min({sens.acc| sens O subArea.sensorList 0 sens.sensorld [0

olnfo.sensorList } ) < minAcc ) then

(5) possArea ;= possArea [ subArea.a
(6) endif
(7) if (regArea n c.sa # regArea) then

contact neighboring location servers
(8) return possArea

(9) endfunc

Algorithmus 5-2. Bestimmung des maximalen Gebiets, flr das eine vorgegebene Genauigkeit
garantiert werden kann.

3. Um die Anzahl der betroffenen Server zu beschranken, kann es hier sinnvoll sein, eine obere Grenze
flr die GrolZe des Registrierungsgebiets vorzugeben.
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Nur im Falle einer erfolgreichen Registrierung wird die zweite Phase gestartet, die ausgehend
von dem Blatt-Server die Verweise, aus denen der Suchpfad fr das Objekt besteht, aufbaut. Zu
diesem Zweck wird eine createPath Anfrage in der Hierarchie bis zum Wurzel-Server nach
oben gesendet (siehe Algorithmus 5-4). Jeder Server, der diese Nachricht empfangt, trégt einen
entsprechenden Verweis in seine visitorDB ein. Der Blatt-Server speichert schliefdich die Re-
gistrierungsinformationen fur das mobile Objekt in seiner visitor DB und den mitgelieferten Po-
sitionierungsdatensatz sin seiner sightingDB. Er sendet dann eine registerRes Nachricht an die
registrierende Instanz, um die Registrierung zu bestatigen. Diese Nachricht beinhaltet die Ge-
nauigkeit mit der die Positionsinformationen fur das mobile Objekt vom LS angeboten werden
(offeredAcc).

5.4.2 Positionsaktualisierung und Zustandigkeitstibergabe

Da Positionsaktualisierungen sehr haufig durchgefiihrt werden missen, ist eine effiziente Bear-
beitung von grofdter Bedeutung. Aus diesem Grund wurden in verschiedenen Forschungsberei-
chen Protokolle entwickelt, mit dem Ziel den Vorgang zur Positionsaktualisierung zu optimie-
ren (fir Mobilfunknetze siehe z. B. BAR-NOY, KESSLER & SIDI (1995) oder BHATTACHARYA &
DAs (1999); fur Mobile-Objekte-Datenbanken siehe WOLFSON ET AL. (1999)). Da sich dieses
Kapitel thematisch mit Architekturfragen beschaftigt, wird hier ein einfacheres entfernungsba-
siertes berichtendes Aktualisierungsprotokoll vorausgesetzt. Dieses und weitere Protokolle zur
Aktualisierung von Positionsinformationen werden ausfuhrlich in Kapitel 6 betrachtet.

Zur Positionsaktualisierung vergleicht ein beim L S angemel detes mobiles Objekt seine aktuelle
Position - wie sie von dem von ihm verwendeten Sensorsystem geliefert wird - sténdig mit der
Position, die es zul etzt an seinen Agenten Ubermittelt hat. WWenn die Entfernung zwischen diesen
beiden Positionen grof3er ist als die vom LS angebotene Genauigkeit, sendet das mobile Objekt
seinem Agenten eine updateReg-Nachricht, die den aktuell gultigen Positionierungsdatensatz s
enthélt. Der Ablauf bei der Bearbeitung einer solchen Positionsaktualisierung ist in Algorith-
mus 5-5 gezeigt.

Ein Agent, der eine Positionsaktualiserungsnachricht mit sempfangt, tberprift, ob s.pos noch
in seinem Zustandigkeitsgebiet liegt. In diesem Fall aktualisiert er nur den entsprechenden Ein-
trag in seiner sightingDB. Im anderen Fall stéft er eine Ubergabe der Zustandigkeit an, indem
er eine entsprechende Anforderung, handoverReq, an den Ubergeordneten Lokations-Server
sendet. Die entsprechende Nachricht enthélt neben s auch die Registrierungsinformationen fur
das Objekt. Eine handoverReg-Nachricht wird Richtung Wurzel propagiert, solange bis die Po-
gition s.pos innerhalb des Zustandigkeitsgebiets des Empfangers liegt. Danach wird die Nach-
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[ upon receiving registration request registerReq(s, reglinst, olnfo, acl, desAcc,
minAcc, regArea, timeout) ]

(1) if ( mobile object is in service area of server: s.pos [0 c.sa ) then

2) if ( server is leaf server: c.children = 0 ) then
/I determine maximal accuracy with which the location information
/I can be managed by the service inside regArea

(3) acc := call calcMinAcc(c.sensorMap, regArea, olnfo);
4) if (acc <minAcc) then
/I create visitor record

(5) reg := (reglnst, olnfo, acl, desAcc, minAcc, regArea, timeout);
(6) insert into visitorDB values (old = s.old,

offeredAcc = max(acc, desAcc), reginfo = req);
(7) insert into sightingDB values s;
(8) send registerRes(self, max(acc, desAcc))

to registering instance reglnst
/I registration successful
9) send createPath(s.old) to parent server c.parent;
(10) else
/I registration not successful: determine maximum sub area of
/I regArea for which minAcc can be guaranteed

(12) possArea ;= call calcMaxPossArea(

c.sensorMap, minAcc, regArea, olnfo);
12) send registerFailed(self, possArea)

to registering instance reglnst
(13) endif
14) else

/I forward registration downwards
(15) child := select child O c.children with s.pos O child.c.sa;
(16) send registerReq(s, reglinst, olnfo, acl, desAcc, minAcc, regArea,
timeout) to child

@an endif
(18) else

/I forward registration upwards
(19) send registerReq(s, reglinst, olnfo, acl, desAcc, minAcc, regArea,
timeout) to parent server c.parent
(20) endif

Algorithmus 5-3. Ablauf des Registrier ungsprozesses.

richt abwarts propagiert, bis sie einen Blattknoten erreicht, in dessen Zustandigkeitsgebiet s.pos
enthalten ist. Dieser Lokations-Server wird der neue Agent fir das Objekt, erzeugt einen ent-
sprechenden Besuchereintrag in visitorDB und tragt s in sightingDB ein. Er sendet dann eine
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[ upon receiving registration entry request createPath(old) from server Is; ]

(1) insert into visitorDB values (old = old, forwardRef = Isy)
(2) if (serveris not root server: c.parent # € ) then

/l forward create path request upwards
(3) send createPath(old) to parent server c.parent

Algorithmus 5-4. Aufbauen des Suchpfades.

[ upon receiving position update update(s) from tracked object o ]

(1) if ( position of sighting is outside of service area: s.pos [I c.sa) then
/I initiate handover
2) send handoverReq(s, visitorDB(s.old).reginfo)
to parent server c.parent

(3) receive handoverAck
/I remove visitor and sighting record from database
(5) delete from visitorDB where old = s.old
(6) delete from sightingDB where old = s.old
(7) else
(8) update sightingDB set s where old = s.old
(9) endif

Algorithmus 5-5. Bearbeitung einer Positionsaktualisierungsnachricht.

entsprechende Benachrichtigung, handover Res, an das mobile Objekt, die seine Adresse und
die neue vom L okationsdienst angebotene Genauigkeit enthdlt, um diesem die erfolgte Zustan-
digkeitsiibergabe mitzuteilen.

Eine handover Ack-Nachricht wird nach erfolgter Zustandigkeitstibergabe schliefdich entlang
des Pfades zurtickpropagiert, den die Anfrage genommen hat, um den Suchpfad fir das mobile
Obj ekt entsprechend umzusetzen. Nicht-Blatt-Server auf diesem Pfad, die diese Nachricht emp-
fangen, aktualisieren ihre visitorDBs entsprechend. Das heil3t, sie bauen den Teil des Weiterlei -
tungspfads ab, der zu dem alten Agenten des Objekts fuhrt und bauen einen neuen Teilpfad zu
dessen neuen Agenten auf.

Dader LS hierarchisch organisiert ist und Bewegungen lokal sind, betreffen viele Zustandig-
keitsiibergaben nur einen Nicht-Blatt-Server. Die Wahrscheinlichkeit, dass ein bestimmter
Nicht-Blatt-Server von einer Zustandigkeitsiibergabe betroffen ist, nimmt abhéngig vom Ver-
zweigungsgrad der Server-Hierarchie von Blattknoten Richtung Wurzelknoten immer weiter
ab.
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[ upon receiving handover request handoverReq(s, reginfo) from server Is; ]

(1) if ( mobile object is in service area of server: s.pos [0 c.sa) then
(2) if ( server is leaf server: c.children = 0 ) then
/I insert object into local database
3) acc := determine maximum accuracy with which the location
information can be managed by the service
4) insert into visitorDB values (old = s.old,
offeredAcc = max(acc, reginfo.desAcc), reginfo = reginfo)
(5) insert into sightingDB values s
(6) send handoverRes(self, max(acc, reginfo.desAcc))
to tracked object o
@) send handoverAck to Is;
(8) else // server is not leaf server
/I forward handover downwards; create/reset forwarding reference
(9) child := select child O c.children with s.pos O child.c.sa
(20) send handoverReq(s, reginfo) to child
(11) receive handoverAck
(12) if (visitorDB(s.old) = ¢ ) then
(23) insert into visitorDB values
(old = s.old, forwardRef = child)

(14) send handoverAcc to Is;
(15) endif
(16) else

/I forward handover request upwards
a7 send handoverReq(s, reginfo) to parent server c.parent
(18) receive handoverAck

/I remove forwarding pointer
(29) delete from visitorDB where old = s.old
(20) send handoverAcc to Is;
(21) endif

Algorithmus 5-6. Bearbeitung einer Zustandigkeitstibergabe.

Algorithmus 5-6 beschreibt die Bearbeitung einer Zustandigkeitsiibergabeaufforderung, beim

Empfangen einer entsprechenden Nachricht handover Req.

5.4.3 Positionsanfrage

Ein Klient des LS startet eine Positionsanfrage beztiglich eines bestimmten mobilen Objekts o,
indem er eine posQueryReq Nachricht an seinen Kontakt-Server sendet (siehe Algorithmus 5-
7). Wenn der Kontakt-Server selbst den Besuchereintrag fur o verwaltet, beantwortet er die An-
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frage direkt, indem er auf seine sightingDB zugreift und dort die Position von o abfragt. Im an-
deren Fall, gibt er die Anfrage nach oben weiter und wartet auf die Antwort. Wenn er diese er-
halten hat, liefert er den entsprechenden L okationsbezeichner in einer posQueryRes-Nachricht
an den anfragenden Klienten zurtck.

(1) procedure rtrvPosition(var Id, old)
/I Retrieve position and offered accuracy for queried object from DBs
(2) Id := select new Ild(s.pos, v.offeredAcc) from sightingDB s, visitorDB v
where s.old = old and v.old = old;
(3) endproc

[ upon receiving position query posQueryReq(old) from client o ]

(1) if (queried object is managed by server: visitorDB(old) # € ) then
/I retrieve local position information

(2) call rtrvPosition(ld, old)

(3) elseif ( server is not root server: c.parent # € ) then
/I forward query upwards

(4) send posQueryFwd(old, self) to parent server c.parent
(5) receive position query results, posQueryRes(Id)
(6) endif

(7) send posQueryRes(ld) to client o

[ upon receiving position query forward posQueryFwd(old, Isg) ]

(1) if (queried object is managed by server:
visitorDB(old) # € O c.children = 0 ) then

/I retrieve local position information
(2) call rtrvPosition(ld, old)
(3) elseif ( server has forwarding pointer: visitorDB(old) # € ) then

/I forward packet downwards
(4) send posQueryFwd(old, Isg) to child server visitorDB(old).forwardRef
(5) endif
(6) send posQueryFwd(old, Isp) to parent server c.parent

Algorithmus 5-7. Ausflihren und Weiterleiten einer Positionsanfrage.

Ein Nicht-Blatt-Server der eine weitergel eitete Positionsanfrage, posQueryFwd, empfangt, lei-
tet die Anfrage solange an seinen tbergeordneten Server weiter, solange er nicht selbst einen
Besuchereintrag fUr o speichert. Andernfalls sendet er die Anfrage an den untergeordneten Ser-
ver, der durch den Verweisin dem zu o gehdrenden Besuchereintrag spezifiziert wird. Wenn ein
Blattknoten eine weitergel eitete Positionsanfrage von seinem Ubergeordneten Server erhalt, be-
stimmt er die Position von o aus seiner sightingDB und sendet den entsprechenden L okations-
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bezeichner direkt an den Kontakt-Server des Klienten, dessen Adresse in der weitergeleiteten
Anfrage enthalten ist.

(1)

procedure rtrvObjectsinArea(var objects, area, regAcc, reqOverlap)
/I retrieve objects in area out of own service area from DB

(2) objects := select (oid, new Id(s.pos, v.offeredAcc))
from sightingDB s, visitorDB v
where Overlap(area, CIRCLE(s.pos, v.offeredAcc))
= regOverlap and v.offeredAcc < regAcc

(3) endproc
[ upon receiving range query rangeQueryReq(area, reqAcc, reqOverlap) from
cliento ]
(1) objects:=0// for collecting the results
(2) covered:=0// for checking if all results have been received
(3) if (area overlaps with service area of the server:

ENLARGE(area, regAcc) n c.sa# [) then

/I retrieve local objects in area
4) call rtrvObjectsinArea(objects, area, regAcc, reqOverlap)
(5) covered :=area n c.sa
(6) endif
(7) if ( part of area lies outside service area:

ENLARGE(area, regAcc) —c.sa # (1) then

/I forward query upwards

(8) send rangeQueryFwd(area, reqgAcc, reqOverlap, self)
to parent server c.parent

(9) until area is entirely covered: covered = area do
(20) receive range query results, rangeQuerySubRes(objs, a)
(11) objects := objects [0 objs; covered := covered O a
(12) end
(13) endif
(14) send rangeQueryRes(objects) to client o

Algorithmus 5-8. Ausfihren einer Gebietsanfrage.

Insgesamt wird die Anfragenbearbeitung immer bel einem Blatt-Server begonnen, der wenn
notwendig die Anfrage Richtung Wurzelknoten bis zu dem ersten Server, der einen entspre-
chenden Besuchereintrag speichert, weiterleitet. Alternativ dazu kénnten Anfragen immer di-
rekt an den (replizierten) Wurzel-Server der Hierarchie weitergeleitet werden. Wir haben uns
jedoch gegen diese Alternative entschieden, da wir annehmen, dass die Klienten mehr an mo-
bilen Objekten inihrer nahen Umgebung interessiert sind alsan weiter entfernten Objekten (sie-
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he dazu die Diskussion zur Lokalitéat von Anfragen in Abschnitt 5.2). Die Entfernung zu dem
L okations-Server, der die bendtigten Informationen speichert, ist in diesem Fall ausgehend von
einem Blatt-Server im Durchschnitt kiirzer ist als von der Wurzel aus. Zudem reduziert sich da-
mit auch die Belastung der Wurzel, die sonst bei jeder Anfrage kontaktiert werden muss und
schnell zu einem Flaschenhal s des Systems wiirde.

5.4.4 Gebietsanfrage

Eine Gebietsanfrage wird gestartet, wenn ein Klient die Nachricht rangeQueryReq an seinen
Kontakt-Server sendet (siehe Algorithmus 5-8). Im Gegensatz zu el ner Positionsanfrage knnen
mehrere Blatt-Server von einer solchen Anfrage betroffen sein, wenn das angefragte Gebiet
Uber die Grenzen eines Dienstgebiets hinausragt. Wenn mehrere Server betroffen sind, senden
dieseihre Tellergebnisse an den Kontakt-Server, der die Ergebnissein der Variable objects sam-
melt. Eine rangeQuerySubRes-Nachricht, in der ein solches Teilergebnis zuriickgeliefert wird,
enthalt, neben einer Beschreibung des Tells des angefragten Gebiets fur das diese Ergebnisse
gelten, ein Paar aus Objekt- und L okationsbezeichner fir jedes mobile Objekt innerhalb des Ge-
biets. Die Variable covered wird benutzt, um zu Uberprifen, ob schon alle Teilergebnisse emp-
fangen wurden. Nachdem der Kontakt-Server alle Teilergebnisse empfangen hat, sendet er sie
in einer rangeQueryRes-Nachricht an den anfragenden Klienten zurtck.

Wenn das Dienstgebiet des Kontakt-Servers das angefragte Gebiet nicht vollstandig enthalt,
wird die Gebietsanfrage Richtung Wurzel propagiert, solange, bisein Server gefunden wird, der
das Gebiet vollsténdig Uberdeckt (siehe Algorithmus 5-9). Von diesem ausgehend wird die An-
frage zu allen Blatt-Servern weitergeleitet, die in den entsprechenden Unterhierarchien liegen
und deren Dienstgebi ete sich mit dem angefragten Gebi et Giberschneiden. Jeder dieser Blatt-Ser-
ver fragt dann die entsprechenden mobilen Objekte unter Benutzung des mehrdimensionalen
Indexes aus seiner sightingDB ab. Die Ergebnisse werden schlief3dlich wiederum direkt an den
Kontakt-Server zurlickgeschickt.

Vor dem Vergleichen des angefragten Gebiets mit dem Dienstgebiet eines L okations-Servers
wird ersteres, durch Verwendung der Funktion ENLARGE, gleichméldig an allen Seiten um den
Betrag von regAcc vergrofiert. Andernfalls konnte es vorkommen, dass ein Server, der ebenfalls
mogliche Kandidaten fur die Ergebnismenge enthdlt, nicht befragt wird, da auch Objekte mit
einer Position aulRerhal b des angefragten Gebiets aufgrund der Uberlappung mit ihrem A ufent-
haltsbereich zu der Ergebnismenge gehtren kénnen (siehe Abschnitt 4.3).
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[ upon receiving range query forward rangeQueryFwd(area, regAcc, reqOverlap,
Isg) from forwarding server Is;]

(1) if (area overlaps with service area of the server:
ENLARGE(area, regAcc) n c.sa# [) then

(2) if ( server is leaf server: c.children = 0 ) then
/I retrieve local objects in area
3) call rtrvObjectsinArea(objects, area, regAcc, reqOverlap)
4) send rangeQuerySubRes(objects, area n c.sa) to entry server Isg
(5) else [/ forward query downwards
(6) foreach child in c.children do
@) if (area overlaps with child service area:

ENLARGE(area, regAcc) n child.c.sa# 0 and
child was not forwarding server: child # Is¢) then

(8) send rangeQueryFwd(area, reqgAcc, reqOverlap, Isg) to child
(9) endif
(10) endif

(11) if ( area lies partially outside service area and
message was not forwarded from parent:
ENLARGE(area, reqgAcc) —c.sa # 0 and c.parent # Is¢ ) then
/I forward query upwards
(12) send rangeQueryFwd(area, regAcc, reqOverlap, Isg)
to parent server c.parent
(13) endif

Algorithmus 5-9. Weiterleiten einer Gebietsanfrage.

Offensichtlich hangen die Kosten fir die Bearbeitung einer Gebietsanfrage von der Anzahl der
Blattknoten ab, die von ihr betroffen sind. Um diese Kosten zu beschranken, ist es denkbar, die
Grof3e des Gebiets, das von einer Anwendung abgefragt werden kann, zu beschranken.

5.4.5 Nachbarschaftsanfrage

In diesem Abschnitt wird zuerst ein grundlegender Algorithmus fir die Durchfiihrung einer
Nachbarschaftsanfrage besprochen, die zu einem vorgegebenen geographischen Ort das néchst-
gelegene mobile Objekt zurtickliefert (fir eine Beschreibung der Semantik siehe Abschnitt 4.3),
dann wird kurz auf Optimierungsmdglichkeiten eingegangen.

Im Gegensatz zu Positions- und Gebietsanfragen ist bel einer Nachbarschaftsanfrage nicht von
vorne herein klar, welches konkrete Objekt bzw. Gebiet davon betroffenist. Eine entsprechende
Anfrage muss daher in zwei Phasen durchgefihrt werden.
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Abbildung 5-6. Beispielszenario flr eine verteilte Nachbar schaftsanfrage.

(1) procedure rtrvNeighbor(var nearObj, var nearObjSet, p, regAcc, nearQual)
/I retrieve nearest object in own service area from DB
(2) nearObj := select (s.old, new Id(s.pos, v.offeredAcc))
from sightingDB s, visitorDB v
where min(DISTANCE(p, s.pos)) and v.offeredAcc < regAcc
and v.old = s.old;
/I retrieve objects in nearest objects set for own service area
3) nearObjSet := select (s.old, new Id(s.pos, v.offeredAcc))
from sightingDB s, visitorDB v
where DISTANCE(p, s.pos) < DISTANCE(p, nearObj.pos) +
nearQual and v.offeredAcc < regAcc and v.old = s.old;

(4) endproc

Algorithmus 5-10. Bestimmen der nachsten Nachbarn aus DBs flr
eine Nachbar schaftsanfrage.

In der ersten Phase einer Nachbarschaftsanfrage wird der Lokations-Server angefragt, der die
gesuchte Position p enthalt. In dem in Abbildung 5-6 gezeigten Beispiel wére dies s;. Dieser
ermittelt nun Uber den mehrdimensionalen Index das mobile Objekt aus seiner sightingDB, das
am nachsten zu pist, in unserem Beispiel 0, (angenommen, dass s; mindestens ein mobiles Ob-
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jekt verwaltet). Allerdings muf3 o4 nicht das nachste Objekt zu p sein. Wenn die gesuchte Posi-
tion zum Beispiel nahe an einer Dienstgebietsgrenze liegt, konnen Objekte der Ergebnismenge
in einem benachbarten Server gespeichert sein. In unserem Beispiel wére eigentlich o, daszu p
néachste Objekt.

[ upon receiving nearest neighbor query neighborQueryReq(p, regAcc,
nearQual) from client 0 ]

(1) waitingForResults :=false //flag
(2) if ( position lies in service area of server: p 0 c.sa) then
/I retrieve qualifying objects from DB
3) call rtrvNeighbors(nearObj, nearObjSet, p, regAcc, nearQual)
/I Determine maximum radius for objects that may qualify for query
4) r := DISTANCE(p, nearObj.pos) + reqAcc + nearQual

(5) if ( other servers may contain qualifying objects:
CIRCLE(p, r) -c.sa# ) then
(6) objects := nearObj O nearObjSet; covered := c.sa
/I initiate second phase
@) send neighborQueryPhase2(p, regAcc, nearQual, CIRCLE(p, 1),
c.self) to parent server c.parent
(8) waitingForResults ;= true
(9) endif
(10) else

(11) objects := ; covered := O

(12) send neighborQueryFwd(p, reqAcc, nearQual, c.self)
to parent server c.parent

(13) waitingForResults ;= true

(14) endif

(15) if ( waitingForResults ) then

(16) repeat

a7 receive neighbor query results, neighborQuerySubRes(objs, ag, ag,)
(18) searched := ag  // identical for every answer

(29) objects := objects [0 objs

(20) covered := covered 0 ag,

(22) until area is entirely covered: searched - covered = O
select nearObj and nearObjSet from objects

(22) endif

(23) send neighborQueryRes(nearObj, nearObjSet) to client o

Algorithmus 5-11. Ausfiihren einer Nachbar schaftsanfrage.

Aus der Entfernung von o4 zu p erhdlt s; allerdings durch Aufaddieren von regAcc (um die Un-
genauigkeit der Positionsinformationen miteinzubeziehen) und nearQual (um die Objekte der
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Menge near Obj Set zu berticksichtigen) den Radius fur das kreisformige Gebiet um p, in dem
sich alle Objekte der Ergebnismenge befinden missen. In einer zweiten Phase werden dann alle
Blatt-Server befragt, deren Dienstgebiete sich mit diesem Gebiet Uberschneiden. Wie s; schi-
cken sie ihre Ergebnisse direkt an den Kontakt-Server zurtick, der aus diesen das zu p néchste
Objekt und die Objekte aus der near Obj Set-Menge ermittelt. Ein entsprechendes Vorgehen wird
meist auch fir Nachbarschaftsanfragen in baumartigen mehrdimensionalen Indexstrukturen
verwendet (siehe z. B. FRIEDMANN, BENTLEY & FINKEL (1977) fur kd-Baume und Rouss-
OPOULOS, KELLEY & VINCENT (1995) fur R-B&aume).

[ upon receiving neighbor query forward neighborQueryFwd(p, regAcc,
nearQual, Is,) ]

(1) if ( position lies in service area of server: p 0 c.sa) then

(2) if ( server is leaf server: c.children = 0 ) then
/I retrieve qualifying objects from DB
3) call rtrvNeighbors(nearObj, nearObjSet, p, regAcc, nearQual)
/I Determine maximum radius for objects that may qualify for query
4) r := DISTANCE(p, nearObj.pos) + reqAcc + nearQual
(5) objects := nearObj O nearObjSet
(6) if ( other servers may contain qualifying objects:

CIRCLE(p, r) -c.sa# ) then
/I initiate second phase

@) send neighborQueryPhase2(p, regAcc, nearQual,
CIRCLE(p, r), Isg) to parent server c.parent

(8) endif

(9) send neighborQuerySubRes(objects, CIRCLE(p, ), c.sa)

(20) else // forward query downwards

(11) child := select child O c.children with s.pos O child.c.sa

(12) send neighborQueryFwd(p, regAcc, nearQual, Isg) to child

(23) endif

(14) else /Il forward query upwards

(15) send neighborQueryFwd(p, regAcc, nearQual, Isg)
to parent server c.parent

(16) endif

Algorithmus 5-12. Weiterleitung einer Nachbar schaftsanfrage.

Wie bel Positions- und Gebietsanfragen geht wegen der angenommenen Lokalitét der Anfragen
(eine haufige Anfrage wird die nach dem néchsten mobilen Objekt zu der eigenen Position sein)
eine Nachbarschaftsanfrage von einem nahegelegenen Kontakt-Server aus, an den ein Klient
eine neighbor QueryReg-Nachricht sendet (siehe Algorithmus 5-11). Damit beginnt die erste
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Phase der Nachbarschaftsanfrage. Fallsder Kontakt-Server die Anfrage nicht lokal beantworten
kann, sendet er eine neighbor QueryFwd-Nachricht an den ihm Ubergeordneten Server. Diese
wird durch die L okations-Server-Hierarchie bis zu dem Blatt-Server propagiert, dessen Dienst-
gebiet die Position p enthdt (siehe Algorithmus 5-12). Der Blatt-Server ermittelt die Ergebnis-
menge aus seiner sightingDB (wie in Algorithmus 5-10 gezeigt) und sendet sie as Liste von
(Objekt-, Lokationsbezeichner)-Paaren in einer neighbor QuerySubRes-Nachricht an den Kon-
takt-Server zurtick, dessen Adresse ihm aus der Weliterleitungsnachricht bekannt ist.

[ upon receiving second phase of neighbor query neighborQueryPhase2(p,
regAcc, nearQual, ag, Ise) from forwarding server Is;]

(1) if (areato search overlaps with service area of the server:
agn csaz ) then

(2) if ( server is leaf server: c.children = 0 ) then
/I retrieve qualifying objects from DB

3) call rtrvNeighbors(nearObj, nearObjSet, p, regAcc, nearQual)

4) objects := nearObj O nearObjSet

(5) send neighborQuerySubRes(objects, ag, €.sa) to entry server Isg

(6) else // forward query downwards

@) foreach child in c.children do

(8) if ( area overlaps with child service area: ag n child.c.sa# 0 and
child was not forwarding server: child # Is;) then

(9) send neighborQueryPhase2(p, reqAcc, nearQual, ag, ISg)
to child

(20) endif

(11) endif

(12) if ( part of area lies outside service area: ag —c.sa Z 0 and
parent was not forwarding server: c.parent # Is¢) then
/I forward query upwards
(13) send neighborQueryPhase2(p, reqAcc, nearQual, ag, Is,)
to parent server c.parent
(14) endif

Algorithmus 5-13. Zweite Phase eilner Nachbar schaftsanfrage.

Falls notwendig (siehe oben) startet der in der ersten Phase bestimmte Blatt-Server eine zweite
Phase, indem er eine neighbor QueryPhase2-Nachricht mit dem zu durchsuchenden Gebiet an
den Ubergeordneten Server sendet, die wie eine Gebietsanfrageweiterleitung behandelt wird
(siehe Algorithmus 5-13). In diesem Fall enthdlt seine Teilantwort an den Kontakt-Server auch
dasin der zweiten Phase zu durchsuchende Gebiet und das Teilgebiet, das er bereits abgedeckt
hat. Blatt-Server, die eine solche neighbor QueryPhase2-Nachricht erhalten, bestimmen die in
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dem zu durchsuchenden Gebiet liegenden nachsten Objekte zu p und senden ebenfalls eine
neighbor QuerySubRes-Nachricht an den Kontakt-Server, in der wiederum auch das Gebiet an-
gegeben ist, aus dem diese Ergebnisse stammen.

Wahrenddessen wartet der Kontakt-Server auf die einzelnen Tellergebnisse und sasmmelt siein
der Variable objects. Aus dem ersten empfangenen Teilergebnis erhét er das Gebiet ag, das bei
der Bearbeitung der Anfrage insgesamt durchsucht wird, und speichert esin der Variable sear-
ched. Die einzelnen Tellergebnisse enthalten dariiber hinaus das Teilgebiet aus dem jewells die
darin enthaltenen Objektinformationen stammen. Der Kontakt-Server merkt sichin der Variable
covered, welches Gebiet bereits durch die erhaltenen Teilergebnisse abgedeckt ist, indem er die
Vereinigung von diesen bildet. Ist keine zweite Phase notwendig, so ist das zu durchsuchende
Gebiet bereits durch das erste Teilergebnis abgedeckt. Andernfalls muss er solange auf weitere
Teilergebnisse warten, bis das insgesamt abgedeckte Gebiet das zu durchsuchende Gebiet voll-
standig umfasst. Ist dies der Fall, bestimmt er aus objects das néchste Objekt zu p, nearestObj
sowie near Obj Set und sendet diesein einer neighbor QueryRes-Nachricht als Liste von (Objekt-
bezeichner, L okationsbezeichner)-Paaren an den anfragenden Klienten zurtck.

Wie bel Gebietsanfragen hadngen die Kosten fir eine Nachbarschaftsanfrage unter anderem von
der Anzahl der betroffenen Server und damit der Grol3e des zu durchsuchenden Gebiets ab.
Auch hier kann es sinnvoll sein, die maximale Entfernung, die ein gesuchtes Objekt von der an-
gefragten Position haben darf, und damit die Groéf3e des zu durchsuchenden Gebiets zu be-
schranken.

Der oben beschriebene Algorithmus funktioniert gut fir lokale Nachbarschaftsanfragen, bei de-
nen nach dem néchsten mobilen Objekt zur aktuellen Position des Anfragenden, wie z. B. dem
nachsten Taxi, gesucht wird. Es kann davon ausgegangen werden, dass ein grofl3er Anteil der
Nachbarschaftsanfragen aus solchen Anfragen bestehen wird. In diesem Fall kann die gesamte
Anfrage oder zumindest die erste Phase meist komplett auf dem Kontakt-Server selbst durch-
gefuhrt werden. Fur nicht-lokale Nachbarschaftsanfragen, die ein grofderes Gebiet betreffen
oder bei denen die gesuchte Position nahe einer Dienstgebietsgrenze liegt, ergibt sich allerdings
eine hohere Antwortzeit durch die erforderliche zweite Phase.

Um bei nicht lokalen Nachbarschaftsanfragen die zweite Phase zu vermeiden, kann alternativ
versucht werden, bereits wahrend der ersten Phase eine Abschétzung fr das Gebiet zu treffen,
das alle mobilen Objekte der Ergebnismenge enthalt. Eswrden dann schon in dieser Phase alle
Blatt-Server angefragt werden, deren Zustandigkeitsgebiet sich mit diesem Gebiet Uberlappt.
Bei geschickter Wahl des Gebiets konnte die zweite Phase entfallen und daher elne bessere Ant-
wortzeit erzielt werden. Jeder Nicht-Blatt-Server des L okationsdienstes muss zu diesem Zweck
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fUr jeden seiner untergeordneten Server zusdtzlich eine Abschéatzung der Dichte der mobilen
Objekte in dessen Dienstgebiet c.children.dens haben.

Eine einfache Realiserung dieser Dichteabschatzung besteht darin, die Anzahl der Suchverwel-
se, die auf den entsprechenden Kind-Server verweisen, durch den Flacheninhalt des Dienstge-
biets dieses Kind-Servers zu teilen®. Mit Hilfe der Dichtefunktion |asst sich das Gebiet abschét-
zen, das durchschnittlich durchsucht werden muss, um das gesuchte Objekt zu finden. Wenn
eine Gleichverteilung der mobilen Objekte im Dienstgebiet des jeweiligen Kind-Servers ange-
nommen wird, ergibt sich dieses Gebiet zu einem Kreis um die angefragte Position mit einem
Radius, welcher der durchschnittlichen Entfernung zum néchsten mobilen Objekt entspricht
(unter Voraussetzung eines quadratischen Dienstgebiets und einer Verteilung der mobilen Ob-
jekte in einem gleichférmigen Gitter ist der Radiusz. B. 1/ (/2 0 dens) groR).

Uberschneidet sich das durch die Dichteabschatzung gewonnene Gebiet bei der Abwértspropa-
gierung der Nachbarschaftsanfrage mit den Grenzen des Dienstgebiets des Servers, an den die
Anfrage regulér weitergeleitet wird (d. h. der die angefragte Position enthdlt), so wird die An-
frage auch an die betroffenen Nachbarn weitergeleitet. Der Kontakt-Server fur die Anfrage
wahlt schliefdich das néchstgel egene Objekt aus und sendet es an den anfragenden Klienten zu-
ruck.

Soll eine genauere Dichteabschétzung verwendet werden, so kann das Dienstgebiet eines Loka-
tions-Servers durch ein Raster mit einer vorgegebenen Granularitét weiter unterteilt werden.
Der ihm Ubergeordnete Server speichert fir die Dichtefunktion dann ein Feld, dass zu jedem der
so entstandenen Quadrate die Dichte an mobilen Objekten angibt. Anderungen dieser Dichte
muissen dem Ubergeordneten Server regel méaldig gemeldet werden. Bei der Wahl der Granularitat
des Rasters und der Haufigkeit der Aktualisierungen muss zwischen dem dadurch entstehenden
Aufwand und den zu erwartenden Optimierungsmdglichkeiten abhangig von der konkreten
Einsatzumgebung des L S abgewégt werden.

55 Optimierungsmadglichkeiten

Bei der bisherigen Beschreibung der Algorithmen wurde aus Griinden der Ubersichtlichkeit
nicht auf mogliche Optimierungen durch das Zwischenspeichern (engl. caching) von Informa-
tionen eingegangen. Kann eine Anfrage nicht direkt von dem Lokations-Server beantwortet

4, Wesentlich aufwandiger ist el ne solche Abschétzung jedoch, wenn auch spezielle Eigenschaften flr das
gesuchte Objekt gefordert werden. Die Abschéatzung muss dann auch eine Komponente fir die Selek-
tivitét der Anforderungen an die Eigenschaften des Objekts beinhalten.
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werden, an den sie gestellt wurde (dem Kontakt-Server), so fuhrt dies bisher dazu, dassdie Hie-
rarchie des L Straversiert wird, was sowohl den Durchsatz als auch die Antwortzeit desL S ver-
ringert (siehe Kapitel 7). In Verteilten Systemen werden in diesem Zusammenhang sehr oft Me-
chanismen zum Zwischenspeichern von haufig angefragten | nformationen verwendet, um eine
solche Traversierung zu vermeiden oder zu verkirzen. Die Skalierbarkeit und L eistungsféhig-
keit des DNS (siehe MOCKAPETRIS & DUNLAP (1988)), zum Beispiel, beruht zu einem grof3en
Teil auf entsprechenden M echanismen.

Ein Zwischenspeichern von den fir die Anfragebearbeitung bendtigten Informationen kann im
Wesentlichen auf den Klienten und den Blatt-Servern durchgefiihrt werden, dadiese bei Anfra-
gen as Kontakt-Server fungieren. Das Zwischenspeichern auf Blatt-Servern funktioniert ent-
sprechend zu dem auf den Klienten selbst, ist dabel aber wirkungsvoller, da die gespeicherten
Informationen fir mehrere Klienten gleichzeitig genutzt werden kénnen. Es soll daher im Fol-
genden nur das Zwischenspeichern von | nformationen auf Blatt-Servern des L S betrachtet wer-
den. Folgende Zuordnungsinformationen kdnnen dort auf fllchtigem oder stabilem Speicher
zwischengespei chert werden.

(Blatt-Server, Dienstgebiet): Die Effizienz von Zustandigkeitsiibergaben, Gebiets- und Nach-
barschaftsanfragen kann erhéht werden, indem zu jedem lokal bekannten Blatt-Server dessen
Dienstgebiet zwischengespeichert wird. Um diese Information zu verbreiten, wird beim Aus-
senden jeder Anfrage- und Antwortnachricht eine Beschreibung des Dienstgebiets des senden-
den Blatt-Servers (Anfragen und A ntworten gehen bel denim vorherigen Kapitel beschriebenen
Algorithmen nur von Blatt-Servern aus) beigefligt. Ein Blatt-Server, der eine solche Nachricht
empfangt, merkt sich die dort enthaltene Zuordnung in seinem Zwischenspeicher. Unter Ver-
wendung dieses Mechanismus wird er bald Kenntnis tiber die Dienstgebiete anderer Blatt-Ser-
ver, vor allem der in seiner Nachbarschaft, erlangen. Bevor ein Kontakt-Server eine Zustandig-
keitslibergabe, eine Gebiets- oder eine Nachbarschaftsanfrage durchfihrt, die eine bestimmte
Position oder ein bestimmtes Gebiet betrifft, Gberpriift er erst, ob er die/den dafUir zusténdigen
Server aus selnem Zwischenspeicher ermitteln kann. Ist diesder Fall, versucht er diese(n) direkt
zu kontaktieren, ohne die Hierarchie traversieren zu missen. Da anzunehmen ist, dass sich die
Dienstgebiete der Lokations-Server selten andern, ist die Wahrscheinlichkeit, dass ein Eintrag
aus dem Zwischenspeicher unguiltig geworden ist, gering. Wir erwarten daher, dass die Leis-
tungssteigerung den zusétzlichen (kleinen) Aufwand in nahezu allen Féllen deutlich Gbersteigt.
Wegen der langen Gilltigkeit dieser Eintrage macht es auch Sinn, diese auf stabilem Speicher
zu halten.

(Mobiles Objekt, aktueller Agent): Um die Bearbeitung von Positionsanfragen zu beschleuni-
gen, kann ebenso die Adresse der aktuellen Agenten der mobilen Objekte zwischengespeichert
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werden. Bel Empfang einer Antwort zu einer Anfrage speichert dazu ein Blatt-Server die Adres-
se des Servers, von dem die Antwort ausgeht, zusammen mit den Bezeichnern aller in der Ant-
wort enthaltenen mobilen Objekte. Wenn eine Positionsanfrage durchgeftihrt werden soll, Gber-
pruft der Kontakt-Server wiederum, ob ein Eintrag fir das entsprechende Objekt in seinem Zwi-
schenspeicher enthalten ist. In diesem Fall versucht er direkt den entsprechenden Blatt-Server
zu kontaktieren. Fur mobile Objekte mit hoher Mobilitdt kdnnen die Eintrége im Zwischenspei-
cher jedoch schnell ungtiltig werden, abhéngig von der Grof3e der Dienstgebiete und der Ge-
schwindigkeit und den Bewegungsmustern der mobilen Objekte. Es hangt demnach von der
Haufigkeit von Zustandigkeitsiibergaben zwischen Blatt-Servern ab, wie gut dieser Mechanis-
mus funktioniert und ob es sinnvall ist, die entsprechenden Eintrége auf stabilem Speicher zu
halten. Fur den Fall, dass sich die Information Uber den aktuellen Agenten zu schnell &ndert,
wirdin der Literatur vorgeschlagen, Verweise auf Server hdherer Ebene zu speichern und so die
Suchpfade zu verkirzen (siehe z. B. BAGGIO, BALLINITIIN & VAN STEEN (2000)), wobei eine
geeignete Ebene adaptiv bestimmt wird. Die Dienstgebiete, die diesen Servern zugeordnet sind,
sind grof3er und Zustéandigkeitstibergaben demnach nicht so haufig.

(Mobiles Objekt, Lokationsbezeichner): Neben Informationen zum aktuellen Agenten eines
mobilen Objektsist es genauso gut moglich, dessen L okationsbezeichner, der als Ergebnis einer
vorangegangenen Anfrage zurtickgeliefert wurde, zwischenzuspeichern. Falls ein Kontakt-Ser-
ver eine welitere Positionsanfrage fur ein zuvor abgefragtes mobiles Objekt erhadlt und die ge-
gpeicherte Positionsinformation noch genau genug ist (dies kann mit Hilfe von Gleichung 4-2
abgeschétzt werden), kann er die Anfrage direkt aus seinem Zwischenspeicher beantworten. Ob
es Uberhaupt sinnvoll ist, Positionsinformationen zwischenzuspeichern, héngt von vielerlei
Faktoren ab: Der Geschwindigkeit des mobilen Objekts, der Haufigkeit von Positionsanfragen
und der in diesen geforderten Genauigkeit fUr dieses Objekt. Ebenso wie bei der Datenhaltung
des L okations-Servers selbst, lohnt sich das Speichern der Positionsinformationen auf stabilem
Speicher nicht.

5.6 Zusammenfassung

In diesem Kapitel wurde die Architektur fir einen verteilten skalierbaren Lokationsdienst ent-
sprechend dem Dienstmodel | aus Kapitel 4 vorgeschlagen. Der Aufbau des verteilten Dienstes
und die verteilte Bearbeitung der Operationen wurde ausfthrlich diskutiert. Weiterhin wurde
eine hauptspeicherbasi erte Datenhal tungskomponente beschrieben, die dynamische Positions-
informationen effizient verwalten kann, und M echanismen fir deren Wiederherstellung nach ei-
nem Fehlerfall betrachten. Im nachsten Kapitel werden nun zuerst die dabei vorausgesetzten
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Protokolle zur Aktualisierung von Positionsinformationen untersucht. In Kapitel 7 werden die
hier vorgeschlagenen Mechanismen und Konzepte dann anhand von Messungen an einer pro-
totypischen |mplementierung untersucht.



Kapitel 6
Protokolle zur Ubertragung von

Positionsinformationen

Diein denvorigen Kapiteln beschriebenen Konzepte setzen an mehreren Stellen geeignete Pro-
tokolle fir die Ubertragung von Positionsinformationen voraus. In diesem Kapitel sollen ent-
sprechende Protokolle nun ausfihrlich untersucht werden. Da die im LS gespeicherten Positi-
onsinformationen, wegen der hohen geforderten Genauigkeit, sehr héufig aktualisiert werden
muissen, ist die Verwendung von effizienten Protokollen von grof3er Bedeutung. Einerseits be-
legt das Ubertragen der Positionsi nformationen einen bestimmten Anteil der zur Verfiigung ste-
henden Kommunikationsbandbreite, die im Falle von Mobilkommunikation teuer und knapp
ist, andererseits belastet jede Positionsaktualisierung auch die Lokations-Server des LS. Unter
diesen Gesichtspunkten wurden Protokolle zur Positionsaktualisierung bereits im Bereich der
L okationsverwaltung von Mobilfunknetzen behandelt, allerdings unter den Randbedingungen
von diskreten L okationsgebieten mit vergleichsweise grof3er Ausdehnung (in etwa zwischen
500 m und 35 km).

Weil der LS geometrische Positionsinformationen mit einer wesentlich héheren Auflésung ver-
walten soll, sind die dort erzielten Ergebnisse nicht direkt Ubertragbar. In diesem Kapitel wird
daher zuerst eine Klassifizierung verschiedener Protokolle zur Aktualisierung von Positionsin-
formationen vorgenommen. Diese werden dann anhand der speziellen Anforderungen des LS
betrachtet und miteinander verglichen. Anschlief3end wird ndher auf die viel versprechende
Klasse der Koppelnavigationsprotokolle eingegangen und ein neuartiges kartenbasiertes Kop-
pelnavigationsprotokoll beschrieben. Ausfihrliche Simulationsergebnisse (basierend auf Be-
wegungen realer Objekte, die mit einem GPS-Sensor aufgezei chnet wurden) zeigen, dass dieses
Protokoll die benétigten Aktualisierungsnachrichten gegeniber einem einfachen Koppel navi-
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gationsprotokoll, das bereits verglichen mit einem herkdmmlichen Verfahren bis zu 80% weni-
ger Nachrichtenaufwand verursacht, nochmal bis um die Halfte reduziert.

Diein diesem Kapitel vorgenommene Untersuchung von Protokollen zur Ubertragung von Po-
sitionsinformationen wurde erstmals in LEONHARDI & ROTHERMEL (2001) veroffentlicht. Mit
der Betrachtung der Koppel navigationsprotokolle hat sich die Diplomarbeit von Christian Nicu
beschéftigt (Nicu (2001)). Deren Ergebnisse wurden in LEONHARDI, NIiCcU &
ROTHERMEL (2002) verotffentlicht.

6.1 Problemstellung

Bei der folgenden Diskussion der Protokolle wird die Aktualisierung der Positionsinformation
fur ein einzel nes mobiles Objekt betrachtet, da deren Ubertragung jeweils getrennt durchgef iinrt
werden muss (vgl. die entsprechenden Algorithmen in Abschnitt 5.4.2). Die betrachtete Pro-
blemstellung umfasst daher die Ubertragung der Positionsinformation von einer Quelle, an der
diese mit Hilfe eines Positionierungssensors erfasst wird, zu einer Senke, die sie speichert und
gegebenfalls weitergibt. Bei der Quelle handelt es sich beispiel sweise um den mit einem GPS-
Empfénger ausgertsteten PDA des Benutzers. Die Senke, an der die Positionsinformation mit
einer bestimmten Genauigkeit bendtigt wird, ist in unserem Fall der fr den Benutzer zustandige
L okations-Server (siehe Abbildung 6-1). Zur Ubermittlung der Positionsinformationen wird
eine (meist) drahtlose Kommunikationsverbindung verwendet. Protokolle, die zur Steuerung
des entsprechenden Nachrichtenaustauschs eingesetzt werden kdnnen, werden in diesem Kapi-
tel betrachtet.

Quelle Senke
Positionierungs- Mobiles - Lokations- Klienten
sensor Endgert Aktualisierungs- server Anfragen
( —> < > >
protokoll

Abbildung 6-1. An der Ubertragung von Positionsinfor mationen beteiligte
Komponenten.

Da eine geforderte hohe Genauigkeit der Positionsinformationen zu einer hohen Zahl von aus-
getauschten Nachrichten fuhrt (z. B wird mehr als eine Positionsaktualisierung je zwei Sekun-
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den bei einem einfachen Aktualisierungsprotokoll, einer geforderten Genauigkeit von 50 m und
einem Fahrzeug mit einer Geschwindigkeit von 100 km/h bendtigt), ist ein wichtiges Ziel beim
Entwurf eines geeigneten Aktualisierungsprotokolls, die Anzahl der benttigten Nachrichten so
weit wie madglich zu reduzieren.

Eine Reduzierung der Aktualisierungsnachrichten ist einerseitsin Hinblick auf den Energiever-
brauch sinnvoll. Daes sich bei den betrachteten mobilen Endgeréten in vielen Féllen um Geréte
mit stark begrenztem Energievorrat handelt, kann sich ein haufiges Versenden von Positionsak-
tualisierungsnachrichten negativ auf deren Laufzeit auswirken. So wurden bei heutigen Mobil-
kommunikationssystemen grof3e Anstrengungen unternommen, um den durch das Ankindigen
des aktuellen Aufenthaltsbereichs eines Mobiltelefons entstehenden Energiebedarf zu verrin-
gern. Des Weiteren entstehen bel der Verwendung von heutigen M obilkommunikationssyste-
men, wie sie u. A. bei der Verwaltung von Flotten von Lastkraftwagen (siehe z. B. das Fleet-
board System, DAIMLERCHRYSLER AG (2002)) verwendet werden, z. T. betrachtliche Kosten
durch die Uber SM S oder GPRS versendeten Aktualisierungsnachrichten. Durch eine Reduzie-
rung von Aktualisierungsnachrichten lassen sich also auch K osteneinsparungen erreichen.

|dealerweise soll es einem Klienten moglich sein, bei jeder Anforderung der Positionsinforma-
tion eine geforderte Genauigkeit anzugeben. Dies geht jedoch Uber die Anforderungen desLS
hinaus, da dort die Genauigkeit der Positionsinformationen fr ein mobiles Objekt insgesamt
festgelegt wird (was aus Grunden des Datenschutzes wiinschenswert ist). Zumindest muss da-
her eine minimale Genauigkeit fur die Positionsinformation auf der Senke garantiert werden
konnen.

Insgesamt werden die vorgestellten Protokolle also hinsichtlich der folgenden Gesichtspunkte
betrachtet:

« Effiziente Ubertragung der Positionsinformationen: Die Effizienz eines Protokolls ergibt
sich durch die Anzahl der zur Ubertragung der Positionsinformationen mit einer gewissen
Genauigkeit benotigten Nachrichten.

« Effektivitat der Ubertragungen: Ob ein Protokoll seinen Einsatzzweck erfiillt, hangt davon
ab, ob und bis zu welchem Grad es die geforderte Genauigkeit fir die Positionsinformation
einhalten kann. Diese Eigenschaft bezeichnen wir a's die Effektivitét des Protokolls.

» Toleranz gegenuber Verbindungsunterbrechung: Wegen der speziellen Eigenschaften einer
drahtlosen Kommunikationsverbindung ist es wichtig, dass ein Protokoll in der Lage ist
(zeitwellige) Unterbrechungen der Verbindung zu erkennen und mit diesen umzugehen.

Diein diesem Kapitel angestellten Betrachtungen sind zwar im Rahmen der Arbeiten am Loka-
tionsdienst entstanden, sie kénnen jedoch Uberall dort angewendet werden, wo (geometrische)
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Positionsinformationen mit einer hohen Genauigkeit Uber eine Kommunikationsverbindung
Ubertragen werden sollen.

6.2 Uberblick

Protokolle zur Positionsaktualisierung konnen in drei wesentliche Klassen eingeteilt werden:
anfragende, berichtende und kombinierte Protokolle, die wiederum in eine Reithe von Unter-
klassen unterteilt werden konnen. Jedes dieser Protokolle besitzt charakteristische Eigenschaf-
ten und ist damit fUr bestimmte Einsatzumgebungen und Anforderungen geeignet. Die Proto-
kollklassen und ihre Beziehungen untereinander werden in den folgenden Abschnitten bespro-
chen; eine Ubersicht ist in Abbildung 6-2 dargestellt. Tabelle 6-1 auf Seite 93 fasst die Eigen-
schaften der einzelnen Protokolle noch einmal zusammen.

Aktualisierungsprotokolle

anfragende Protokolle berichtende Protokolle kombinierte Protokolle
einfach mit Zwischen- periodisch einfach entfernungs- zeit- Koppel-
speicherung basiert basiert navigation

Abbildung 6-2. Klassifikation von Protokollen zur Ubertragung von Posi-
tionsinfor mationen.

6.2.1 Anfragende Protokolle

Ein Protokoll wird a's anfragendes Protokoll bezeichnet, wenn die Senke entscheidet, wann sie
die Positionsinformationen von der Quelle anfordert. Die Senke kann bel dieser Entscheidung
—andersalsbei einem berichtenden Protokoll —die in einer Anfrage angegebene geforderte Ge-
nauigkeit beachten. Anfragende Protokolle haben zusétzlich den Vorteil, dass die Funktionalitéat
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der Quelle sehr einfach zu realiseren ist, da dort weder umfangreiche Zustandsinformationen
gehalten werden miissen noch komplizierte Algorithmen zu implementieren sind. Dies kann
wichtig sein, wenn es sich dabel um ein einfaches mobiles Endgerét handelt; z. B. im Umfeld
des Ubiquitous Computing (WEISER (1991)) um ein an einem mobilen Objekt befestigtes soge-
nanntes Smart-Tag. Das el nfache anfragende Protokol| sowie das mit Zwischenspeicherung for-
dern die Informationen nur an, wenn eine Anwendung sie anfragt (on-demand). Es werden da-
her nur benttigte Informationen Gbertragen.

Einfaches anfragendes Protokoll (engl. simple querying protocol): In der einfachsten Version
eines anfragenden Protokolls fordert die Senke die Informationen jedesmal bei der Quelle an,
wenn sie von einer Anwendung benttigt werden (die auf der Quelle verfligbare Positionsinfor-
mation wird im Folgenden al's p, bezeichnet, ihre Ungenauigkeit as uy,). Die Senke muss dabel
keine Kopie der Positionsinformationen halten und daimmer die aktuellsten Information Uber-
tragen wird, wird auch die héchstmdgliche Genauigkeit erreicht. Das Mobile Location Protocol
(kurz MLP) fur Mobilkommunikationssysteme definiert mit dem Sandard Location |mmediate
Request z. B. ein solches Protokoll (siehe LIF (2001)). Bel einer hohen Anfragerate fuhrt ein
einfaches anfragendes Protokoll alerdings auch zu einer entsprechend hohen Anzahl von tber-
tragenen Nachrichten. Die Antwortzeit der Senke gegentiber der Anwendung ist ebenfalls ver-
gleichsweise hoch, da die Positionsnformationen jedesmal bel der Quelle abgefragt werden
muissen. Wenn allerdings ein Benutzer aus Sicherheitsgriinden nicht erlaubt, seine Positionsin-
formation auf3erhalb seines personlichen Endgeréts zu speichern, ist auch nur dieses einfache
Protokoll mdglich. Ein Beispiel hierfr ist der in SPREITZER & THEIMER (1993) beschriebene
L okationsdienst, bel dem die Positionsinformationen jedes Benutzers jewells von einem spezi-
ellen Benutzeragenten verwaltet werden, der jeden Zugriff darauf Uberwacht.

Anfragendes Protokoll mit Zwischenspeichern (engl. cached querying protocol): Beim einfa-
chen Protokoll werden Positionsinformationen oft erneut angefragt, obwohl die zuletzt Gbermit-
telte Position noch die erforderliche Genauigkeit besessen hétte. Allerdings hat die Senke keine
Moglichkeit dies eindeutig zu entscheiden, ohne zusétzliche Nachrichten mit der Quelle auszu-
tauschen. Ist eine maximale Geschwindigkeit v fur das mobile Objekt bekannt!, so kann die
Senke die minimale Genauigkeit der zuletzt Ubermittelten Positionsinformation zu einem spé&-
teren Zeitpunkt entsprechend Gleichung 4-2 berechnen. Beim anfragenden Protokoll mit Zwi-
schenspeichern merkt sie sich daher die zuletzt Ubertragene Positionsinformation (in pg) und

1. Diese kann entweder durch ein Beobachten des bisherigen Bewegungsverhaltens des mobilen Objekts
ermittelt werden oder flr bestimmte Objektklassen vorgegeben sein (so kann fir ein Fahrzeug meist
eine maximal e Geschwindigkeit von 200 km/h angenommen werden).
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fordert die Information nur neu an, wenn sie laut dieser Abschétzung nicht die geforderte Ge-
nauigkeit U’ 4 hat (siehe Abbildung 6-3). Bei einer pessimistischen Abschatzung, welche dazu
die (tatsachlich) maximale Geschwindigkeit verwendet, kann so immer die geforderte Genau-
igkeit garantiert werden. Allerdings werden noch immer, vor alem wenn die maximale Ge-
schwindigkeit deutlich Uber der durchschnittlichen Geschwindigkeit liegt, hdufig Positionsin-
formationen Ubertragen, obwohl die Genauigkeit der gespel cherten K opie noch ausrei chen wiir-
de. Falls es nicht zwingend erforderlich ist, dass die geforderte Genauigkeit immer eingehalten
wird, kann fur eine optimistische Abschatzung eine Geschwindigkeit kleiner der Maximalge-
schwindigkeit angenommen werden (v, <V ). Dabel kann es sich z. B. um die durchschnitt-
liche Geschwindigkeit des mobilen Objekts handeln. Bei einem anfragenden Protokoll mit Zwi-
schenspeichern sind die Antwortenzeiten davon abhéngig, ob die Senke die Informationen bei
der Quelle erfragt oder direkt die Kopie zuriickliefern kann. Sie sind damit im Durchschnitt ge-
ringer als beim einfachen Protokoll.

u

3
x

p, ‘
Tt - t)+u,
gesrl:)r:_e Quelle Senke Anwend-
Yy posRequest Anfragen | ngen
O—» < — >
pp pf

on posQuery(o, u’)
if not valid p, exists then
(p., u, t):=send posRequest(o) to source
endif
return p,
end

p, is valid, if:
Voot - 1) + U, < U,

Abbildung 6-3. Funktionsweise des anfragenden Protokolls mit
Zwischenspeichern.

Periodisch anfragendes Protokoll (engl. periodic querying protocol): Beim periodisch anfra-
genden Protokoll fordert die Senke die Positionsinformationen von der Quelle an, sobald je-
wells ein bestimmtes Zeitintervall T seit der letzten Aktualisierung vergangen ist. Obwohl die
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Initiative hierbei von der Senke ausgeht, hat dieses Protokoll dieselben Eigenschaften wie das
zeitbasierte berichtende Protokoll, dasim néchsten Abschnitt beschrieben ist.

6.2.2 Berichtende Protokolle

Bei einem berichtenden Protokoll geht die Initiative, im Gegensatz zu den anfragenden Proto-
kollen, von der Quelle aus. Diese merkt sich, welche Positionsinformationen sie zuletzt an die
Senke geschickt hat, und kennt daher die Position, die diese aktuell fir das mobile Objekt an-
nimmt. Sie versendet eine Aktualisierungsnachricht, wenn zur tatséchlichen Position des Ob-
jekts ein gewisser Zeit- oder Entfernungsschwellwert Uberschritten wird. Die Senke speichert
die zuletzt Gbertragene Positionsinformation und liefert bei einer Anfrage immer den Inhalt die-
ser Kopie zurlick. Die Genauigkeit ihrer Kopie kann die Senke aus dem Zeit- oder Entfernungs-
schwellwert ermitteln. Bei einem ausschliefdlich berichtenden Protokoll kann daher die Positi-
onsinformation nur mit dieser voreingestellten Genauigkeit zurtickgeliefert werden, auch wenn
in der Anfrage eine hdhere Genauigkeit gefordert ist. Dadie Quelle nicht kontaktiert wird, kon-
nen alerdings kurze Antwortzeiten erreicht werden. Ein berichtendes Protokoll ist meist effizi-
enter, wenn die Positionsinformationen oft angefragt werden (siehe Abschnitt 6.4), was z. B.
der Fall ist, wenn die Senke das Eintreten eines Ereignisses tberwachen soll.

Einfaches berichtendes Protokoll (engl. smple reporting protocol): Das einfachste berichtende
Protokoll versendet die Positionsinformationen jedesmal, wenn sich diese auf der Quelle &n-
dern. Die Informationen auf der Senke haben damit auch die hdchstmdégliche Genauigkeit. Die
Anzahl der versendeten Nachrichten hangt in diesem Fall nur von der Aktualisierungsrate des
Sensorsystems ab, die alerdings meist sehr hoch ist. Dieses einfache Protokoll wird aus diesem
Grund hier nicht weiter betrachtet.

Zeitbasiertes berichtendes Protokoll: (engl. time-based reporting protocol): Bei einem zeitba-
serten Protokoll wird die Positionsinformation periodisch tbertragen, sobald ein bestimmtes
Zeitintervall T vergangen ist. Die Aktualisierungsrate ist damit durch dieses Intervall festgel egt
und héngt nicht vom Bewegungsverhal ten des mobilen Objekts ab, was eine entsprechende zeit-
liche aber keine rdumliche Genauigkeit garantiert. Wenn sich das Objekt langsam oder gar nicht
bewegt, werden haufig Positionsaktualisierungen versendet, die sich nicht oder nur unwesent-
lich unterscheiden. Bewegt sich das Objekt hingegen schnell, so werden nicht genug Aktuali-
sierungen erzeugt um eine bendtigte (raumliche) Genauigkeit zu erreichen. Mit dem Triggered
Location Reporting Service unterstitzt der ML P-Standard beispielsweise auch ein zeitbasiertes
Protokoll.
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Entfernungsbasiertes berichtendes Protokoll (engl. distance-based reporting protocol): Bei ei-
nem entfernungsbasierten Protokoll versendet die Senke eine Aktualisierungsnachricht, wenn
die Entfernung zwischen der zuletzt Gbertragenen Position und der aktuell gemessenen Position
einen bestimmten Entfernungsschwellwert D Uberschreitet. Das Protokoll geht somit besser auf
die Bewegungscharakteristik eines mobilen Objekts ein, indem es mehr Nachrichten versendet,
wenn das Obj ekt sich schnell bewegt, und wenig oder gar keine, wenn eslangsam bzw. stationér
ist. Ein entfernungsbasi ertes Protokol | ist daher besser geeignet fir Objekte, die sich nur spora-
disch bewegen und fir 1&ngere Zeiten unbeweglich sind, als ein zeitbasiertes. So ein Verhalten
ist z. B. typisch flr Benutzer in einer Bliroumgebung. Um eine bestimmte geforderte Abwei-
chung ug fur die Postionsinformationen auf der Senke garantieren zu konnen, muss der
Schwellwert fur die Entfernung D auf ug abzlglich der Ungenauigkeit des Sensorsystems u, ge-
setzt werden (D = us - up). Abbildung 6-4 zeigt die Funktionsweise des entfernungsbasierten
Protokolls im Detail. Es ist weiterhin einfach moéglich, das zeit- und das entfernungsbasierte
Protokoll zu integrieren, um eine Kombination ihrer Eigenschaften zu erhalten.

Sensor-
Quelle Senke
A d-
systeme posReport Anfragen urr: weenn
O— - AN, g
Py p: P:
on sensorUpdate(p,) on posQuery(0)
if ( Distance(p,, p) + u,> u,) then return p,
send posReport(p,) to server end
P =P,
endif

end

Abbildung 6-4. Funktionswei se des entfernungsbasierten
berichtenden Protokolls.

Koppelnavigationsprotokolle (engl. dead-reckoning protocol): Koppel navigationsprotokolle
sind eine Optimierung des entfernungsbasi erten Protokolls, die sich die oft (streckenweise) vor-
hersagbaren Bewegungen mobiler Objekte zunutze machen. So herrschen bei einer Fahrt auf ei-
ner Autobahn meist geradlinige Bewegungen vor. Prinzipiell arbeiten alle Koppelnavigations-
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protokolle nach dem folgenden Schema: Sowohl die Quelle as auch die Senke verwenden eine
identische Vorhersagefunktion pred(), um die aktuelle Position des mobilen Objekts ausgehend
von dessen zuletzt Ubermittelter Position p,, weiteren Informationen Uber dessen Zustand i, wie
Geschwindigkeiti,.v und Bewegungsrichtung i, .dir, allgemeinen Parametern param(z. B. Kar-
teninformationen) sowie dem aktuellen Zeitpunkt t vorherzusagen. Falls die Quelle entdeckt,
dass die vorhergesagte Position von der aktuellen Position des Objekts um mehr als einen vor-
gegebenen Entfernungsschwellwert D abweicht, wird wie beim entfernungsbasi erten Protokol|
eine Positionsaktualisierung versendet. Um eine maximale Abweichung der Positionsinforma-
tionen auf dem Server garantieren zu konnen, mussen sowohl Quelle as auch Senke eine iden-
tische Vorhersagefunktion verwenden. Die grundlegende Funktionsweise eines K oppelnaviga-
tionsprotokolls ist in Abbildung 6-5 gezeigt. Auf verschiedene mdgliche Varianten wird in
Abschnitt 6.3 detailliert eingegangen.

pred()

. pred(p, 1, param,

s

P, P,

pred(p,, i, param, t)

Sensor-
Quelle Senke
system Anwend-
predReport Anfragen ungen
( >—> > «—>
ppi ip pr’ ir pr’ ir
on sensorUpdate(p,, /,) on posQuery
if ( Distance(p,, pred(p,, i, 1)) + return pred(p,, i, param, t)
u,> u,) then end
send predReport(p,, i,) to server
P, = Py, i, Lineare Vorhersage:
endif pred(p, i, param, t) ;= p + i.dir O.v (t - i.f)
end

Abbildung 6-5. Funktionswel se eines Koppel navigationsprotokolls.

6.2.3 Kombiniertes Protokoll

Sowohl anfragende al's auch berichtende Protokolle haben ihre Nachteile. Wéahrend ein rein an-
fragendes Protokoll nicht auf unterschiedliche Bewegungsmuster des mobilen Objekts reagie-
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ren kann, ist es bel einem berichtenden Protokoll nicht mdglich, auf unterschiedliche von den
Anwendungen geforderte Genauigkeiten einzugehen. Ein kombiniertes Protokol | (engl. combi-
ned protocol) verbindet die Eigenschaften sowohl der anfragenden als auch der berichtenden
Protokolle. Entsprechend dem entfernungsbasierten berichtenden Protokoll, versendet die
Quelle Nachrichten zur Positionsaktualisierung, um eine vorgegebene raumliche Genauigkeit
D der lokalen Kopie auf der Senke zu garantieren. Falls diese nicht fur die in einer Anfrage ge-
forderte Genauigkeit ausreicht, fordert die Senke die aktuellen Positionsinformationen entspre-
chend eines pessimistischen anfragenden Protokoll mit Zwischenspeichern von der Quelle an.
Das kombinierte Protokoll garantiert damit auch die Einhaltung der von der Anwendung gefor-
derten Genauigkeit.

Das Verhaten des kombinierten Protokolls kann somit durch den Entfernungsschwellwert D
gesteuert werden (siehe Abschnitt 6.4). Um die Anzahl der versendeten Nachrichten, bei denen
es sich hier sowohl um Positionsaktualisierungen al's auch das Abfragen der Positionsinforma-
tionen bei der Quelle handelt, zu minimieren, muss dieser Schwellwert abhéngig von der Be-
wegungscharakteristik des mobilen Objekts und der Anfragecharakteristik der Anwendungen
geeignet gewahlt werden. Falls die beteiligten Komponenten die Bewegungen des mobilen Ob-
jekts und die Anfragen zu dessen Positionsinformation im Betrieb Uberwachen, kann tGiber D das
kombinierte Protokoll auch adaptiv an die aktuelle Situation angepasst werden. Wenn diese Ent-
scheidung, ob die Genauigkeit der lokalen Kopie ausreicht oder ob deren Genauigkeit durch
Verandern des Schwellwerts D angepasst werden soll, nur bel einer eintreffenden Positionsak-
tualisierung und/oder Anfrage getroffen wird, erhdht sich zwar der Aufwand zur Bearbeitung
von Aktualisierungsnachrichten und Anfragen entsprechend, es wird aber kein zusétzlicher
Uberwachungsprozess benttigt.

Die Antwortzeit der Senke bei Einsatz eines kombinierten Protokolls ist wie bei einem anfra-
genden Protokoll mit Zwischenspeichern unterschiedlich und hangt davon ab, ob die Genauig-
keit der lokalen Kopie noch ausreichend ist oder ob die Quelle kontaktiert werden muss. Die
Funktionsweise eines kombinierten Protokolls ist als Kombination eines entfernungsbasierten
berichtenden und eines anfragenden Protokolls mit Zwischenspeichern in Abbildung 6-6 ge-
zeigt. Anstelle des entfernungsbasierten Protokolls kénnte hier auch ein effizienteres Koppel-
navigationsprotokol| eingesetzt werden, da dieses dieselben Eigenschaften besitzt, was hier al-
lerdings aus Griinden der Ubersichtlichkeit nicht betrachtet werden soll.
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b op
"""lrvasd(t_tp) +UP

Sensor-
Quelle Senke
Anwend-
systeme posRequest Anfragen ung\;,\clan
O— « > — >
posReport
P, p: P,
on sensorUpdate(p,) on posQuery(o, u’,)
if ( Distance(p,, p,) + u,> u, ) then if not valid p, exists then
send posReport(p,) to server (p. u, t) := send posRequest(o) to source
P, =P, endif
endif return p,
end end
p, is valid, if:

U, <U’,0r v t-t) +u,<u’,

Abbildung 6-6. Funktionswel se des kombinierten Protokolls.

6.2.4 Verhalten bei Unterbrechung der Netzverbindung

Ein haufig auftretendes Problem bel mobilen Endgeréten und drahtloser Datentibertragung ist
eine zeitweilige Unterbrechung der Kommunikationsverbindung (engl. disconnection, siehe
Z. B. SATYANARAYANAN (1996)), beispielsweise weil ein Fahrzeug durch einen Tunnel fahrt.
Es entsteht dadurch eine Netzpartitionierung, mit dem mobilen Gerét in der einen und dem rest-
lichen Netzwerk in der anderen Partition (vgl. Abschnitt 5.1). Ein Protokoll, das fiir die Uber-
tragung von Positionsinformationen mobiler Endgeréte eingesetzt werden soll, muss daher in
der Lage sein, mit solchen Verbindungsunterbrechungen umzugehen.

In diesem Abschnitt betrachten wir diein den vorhergehenden Abschnitten vorgestellten Proto-
kollehinsichtlichihres Verhaltens bei einer Verbindungsunterbrechung. Wichtig ist dabel einer-
seits, wielange es dauert, bisdie Senke eine Abweichung vom regul&ren Betrieb erkennen kann.
Wie in Abschnitt 5.3.3 beschrieben setzt ein Lokations-Server dazu einen maximalen Zeitab-
stand zwischen zwei Positionsaktualisierungen mui voraus. Andererseits ist wichtig, wie stark
die Genauigkeit der von der Senke innerhalb dieses Zeitintervalls zurtickgelieferten Positions-
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information von der erwarteten Genauigkeit maximal abweichen kann. Wo notwendig beschrei-
ben wir auch entsprechende Modifikationen an den Protokollen, die eine Behandlung von Ver-
bindungsunterbrechungen erlauben.

Anfragende Protokolle: Bei einem anfragenden Protokoll wird die Unterbrechung der Verbin-
dung erkannt, sobald die Senke, als Reaktion auf eine Anfrage einer Anwendung, die Positions-
information von der Quelle abfragt (bei enem Protokoll mit Zwischenspeichern nur dann, wenn
die Genauigkeit der lokalen Kopie nicht ausreicht). In keinem Fall wird eine Positionsinforma-
tion mit geringerer Genauigkeit zuriickgegeben, as bel bestehender Netzverbindung. Stattdes-
sen kann eine entsprechende Fehler- oder Warnmeldung erzeugt werden.

Zeitbasiertes berichtendes Protokoll: Bel Verwendung eines zeitbas erten berichtenden Proto-
kolls, erkennt die Senke eine Verbindungsunterbrechung, wenn das Zeitintervall T seit der letz-
ten Aktualisierung abgelaufen und keine Aktualisierungsnachricht eingetroffen ist (d. h. miu=
T). Eine zurtickgegebene Positionsinformation hat daher auch in diesem Fall immer die gefor-
derte Genauigkeit.

Entfernungsbasiertes berichtendes Protokoll: Wenn ausschliefdlich ein entfernungsbasiertes
Protokoll eingesetzt wird, kann die Senke eine Unterbrechung der Verbindung nicht von sich
aus erkennen. Sie nimmt hingegen an, dass sich das mobile Objekt um nicht mehr als den Ent-
fernungsschwellwert D bewegt hat, und gibt die zuletzt tbertragene Position als aktuelle Posi-
tion zurtick. Um Unterbrechungen der Verbindung erkennen zu kénnen, kann das entfernungs-
basierte mit dem zeitbasierten Protokoll kombiniert werden. Dazu wird ein oberes Zeitintervall
T festgelegt, nach dessen Ablauf spétestens eine Positionsaktualisierung versendet werden
muss. Eine Verbindungsunterbrechung wird also nach Ablauf von miu = T erkannt, woraus
sich eine maximale Ungenauigkeit der zurtickgelieferten Informationen von TOV+ U, ergibt.
Ein geeigneter Wert fir T muss durch eine Abwagung zwischen dem erhéhten Kommunikati-
onsaufwand und der maximalen Ungenauigkeit, die ein Anwender bereit ist in Kauf zu nehmen,
gefunden werden.

Koppel navigationsprotokolle: Ein Koppel navigationsprotokoll verhélt sich gegentiber Verbin-
dungsunterbrechungen wie das entfernungsbasierte Protokoll und kann durch einen entspre-
chenden M echanismus erweitert werden.

Kombiniertes Protokoll: Wie sich ein kombiniertes Protokoll bel einer Verbindungsunterbre-
chung verhdt hangt davon ab, wie oft es die Positionsinformationen von der Quelle erfragt und
damit, welche Genauigkeit die auf der Senke gespeicherte lokale Kopie hat. Wenn keine genau-
ere Positionsinformationen angefragt werden, verhalt sich das kombinierte Protokoll wie das
entfernungsbasi erte berichtende Protokoll und liefert moglicherwei se ungenaue Positionsinfor-
mationen zurtick. Esist jedoch auch hier moglich, ein maximales Zeitintervall T vorzugeben.
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Tabelle 6-1 gibt zusammenfassend noch einmal einen Uberblick tiber die Betrachtungen zu den
verschiedenen Klassen von Ubertragungsprotokollen, die im vorangegangenen Abschnitt be-
schrieben sind.

é?g:zgt;gre Anzahl der Anzahl der Ist in der
die Unae- Ermoglicht Nachrichten Nachrichten Lage, (ohne
.y kgit die gefor- ist abhangig ist abhangig Modifikatio-
grel derte von Bewe- von Anfra- nen) eine
Protokoll der zuriick- Lo
. Genauigkeit gungscha- gerate und Unterbre-
gelieferten .
. pro Anfrage rakteristik geforderter chung der
Informatio- . . ;
vorzugeben. des mobilen Genauig- Verbindung
nen garan- . .
. Obj. keit. zu erkennen.
tieren.
anfragend:
einfach X X - X x
mit Zwischenspeichern
pessimistisch x X - X x
optimistisch - x - X x
periodisch - - - - X
berichtend:
einfach X - - - -
zeitbasiert - - - - x
entfernungsbasiert X - X - -
Koppelnavigation X - X - -
kombiniert: X x x X (%)

Tabelle 6-1. Zusammenfassung der Eigenschaften unterschiedlicher Protokolle
zur Ubertragung von Positionsinfor mationen.

6.3 Koppelnavigationsprotokolle

In diesem Abschnitt soll die im vorherigen Abschnitt beschriebene viel versprechende Klasse
der Koppel navigationsprotokolle naher betrachtet werden. Dazu wird zuerst ein Uberblick tiber
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verschiedene Varianten von Koppel navigationsprotokollen gegeben und anschlief3end ein neu-
artiges kartenbasi ertes Protokoll vorgestellt.

6.3.1 Ubersicht

Verschiedene Varianten der Koppelnavigationsprotokolle unterscheiden sich hauptséchlich in
ihrer Vorhersagefunktion. Wahrend eine einfache Vorhersagefunktion nur den aktuellen Zu-
stand des mobilen Objekts betrachtet (z. B. Bewegungsrichtung und Beschleunigung), gehen
andere Vorhersagefunktionen davon aus, dass sich das mobile Objekt auf elner bestimmten Weg
oder auf einem Wegenetzwerk bewegt. Abbildung 6-7 zeigt einen Uberblick tiber die verschie-
denen Varianten von Koppel navigationsprotokollen, die im Folgenden néher besprochen wer-
den.

Koppelnavigationsprotokolle

keine Wege- bekannter
Wegevorgabe netz Weg
lineare Vorhersage Kart kartenbasiert historl
mit Funktion arten- mit Wahr- Istorien-

Vorhersage basiert basiert

héherer Ordnung scheinlichkeiten

Abbildung 6-7. Einteilung verschiedener Koppel navigationsprotokolle
anhand der eingesetzten \Vorher sagefunktion.

Lineare Vorhersagefunktion: Bei diesem einfachen Verfahren geht die V orhersagefunktion da-
von aus, dass sich das mobile Objekt mit gleichbleibender Geschwindigkeit auf einer geraden
Linie weiterbewegt, die aus der zuletzt gemeldeten Position und Bewegungsrichtung gebildet
wird. Wie sich in unseren Simulationen gezeigt hat (siehe Abschnitt 6.5.3), erreicht dieses ein-
fach zu implementierende Protokoll oft schon eine deutliche Verringerung der Aktualisierungs-
haufigkeit gegenltiber dem verwandten entfernungsbasierten Protokoll. Aul3erdem kann es als
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Ruckfallstrategie fur die komplizierteren Verfahren verwendet werden. Abbildung 6-8 zeigt ein
Beispidl fur die Funktionswei se des K oppel navigationsprotokolls mit linearer V orhersagefunk-
tion.
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Abbildung 6-8. Beispiel fur die Positionsaktualisierungen bei einem
Koppel navigationsprotokol | mit linearer Vor her sagefunktion.

Vor her sagefunktionen hdherer Ordnung: Anstatt anzunehmen, dass sich das mobile Objekt auf
einer geraden Linie weiterbewegt, konnte auch eine Funktion héherer Ordnung (z. B. eine Spli-
ne-Kurve, FOLEY ET AL. (1995)) fur die Wegevorhersage verwendet werden. Dies hétte den
Vorteil, dass damit auch die Bewegung in einer Kurve (siehe Abbildung 6-8) erfasst werden
kann. Ahnliches konnte auch fiir die Geschwindigkeit angewendet werden, um Beschleunigen
und Abbremsen zu berticksichtigen. Da allerdings die Beschleunigungs- bzw. Abbremsphasen
im Stral3enverkehr und noch mehr bel Ful3gangern recht kurz sind, ist bei deren Berlicksichti-
gung eine signifikante Verbesserung nur fur sehr hohe geforderte Genauigkeiten zu erwarten.
Wir haben uns gegen eine weitergehende Betrachtung von Vorhersagefunktionen hoherer Ord-
nung zu Gunsten desim Folgenden vorgestellten kartenbasi erten Protokolls entschieden, dadie-
ses auch bereits eine bessere und weniger problematische Wegevorhersage beinhaltet.

Kartenbas erte Koppel havigation: Mobile Objekte bewegen sich oft auf einem vorgegebenen
Wegenetz, wie z. B. Personen, die durch die Stral3en einer Stadt laufen, oder Kraftfahrzeuge auf
einer Autobahn. Das kartenbasierte K oppel navigationsprotokol | versucht daher die aktuelle Po-
sition des mobilen Objekts auf eine Stral3e aus einer integrierten Karte abzubilden (engl. map-
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matching). Die V orhersagefunktion nimmt dann an, dass sich das Objekt auf dieser Stral3e mit
der zuletzt gemeldeten Geschwindigkeit weiterbewegt. An einer Kreuzung wird versucht die
Abzweigung vorherzusagen, der das mobile Objekt mit der htchsten Wahrscheinlichkeit folgen
wird. Grundsétzlich kdnnte auch nach jeder Abzweigung eine Aktualisierungsnachricht gesen-
det werden, was auf einer Autobahn, wo diese selten sind, auch gut funktionieren wirde. Im
Stadtverkehr wirden die hdufigen Abzweigungen allerdings zu vielen Aktualisierungsnach-
richten fuhren. Das kartenbasi erte Protokol| setzt eine detaillierte Stral3enkarte voraus, die aber
in einem Fahrzeugen bereits Bestandteil der sich zunehmender Beliebtheit erfreuenden Naviga-
tionssysteme ist. Weitere Informationen aus der Stral3enkarte, wie Angaben Uber die Hauptstra-
[3en oder Geschwindigkeitsbeschrankungen, kénnen dazu verwendet werden, das kartenbasierte
Verfahren weiter zu verbessern. Im néchsten Abschnitt gehen wir ndher auf das kartenbasierte
Koppel navigationsprotokoll ein.

Kartenbas erte Koppel navigation mit Wahrscheinlichkeitsinfor mationen: Um die Vorhersage-
genauigkeit fur die an einer Kreuzung genommene Abzweigungen zu erhéhen, ist eine Erwei-
terung des kartenbasierten V erfahrens denkbar, bei dem die Kanten der Karte mit Wahrschein-
lichkeitsinformationen annotiert werden. Die den von einem Kreuzung abgehenden Abzwei-
gungen zugeordneten Wahrscheinlichkeiten geben an, welcher Anteil der mobilen Objekte eine
bestimmte Abzweigung nimmt (objektunabhangig) oder wie oft dies bei einem bestimmten Ob-
jekt der Fall ist (objektabhangig) und kdnnen durch eine Beobachtung des Bewegungsverhal-
tens der mobilen Objekte gewonnen werden. Die Vorhersagefunktion wahlt daraufhin immer
die Abzweigung mit dem hochsten Wahrscheinlichkeitswert aus. In wie weit diese Erweiterung
eine Verbesserung gegentiber dem einfachen kartenbasierten Verfahren bringt, hangt von der
Haufigkeit der Abzweigungen ab. Demgegeniber steht ein deutlich hoherer Aufwand, der sich
aus der Bestimmung und gegebenfalls Aktualisierung der Wahrscheinlichkeitswerte ergibt.

Historienbasi erte Koppel navigation: Falls keine Stral3enkarte verfigbar ist, kann diese aus Auf-
zeichnungen von vergangenen Bewegungen der mobilen Objekte erstellt werden. Dabei wird
wiederum davon ausgegangen, dass mobile Objekte haufig dieselben Wege verwenden, bei-
spielsweise wenn ein Pendler zur Arbeit fahrt. Falls diese Kartenerstellung auf einer ausrei-
chend grof3en Datenbasi s durchgefuihrt werden kann, ist das Ergebnis ein Wegenetz wie flr das
kartenbasierte Protokoll vorausgesetzt. Die Kartenerzeugung kann wiederum fir alle Objekte
gemeinsam (objektunabhangig) oder fir ein bestimmtes Objekt (objektabhéngig) erfolgen und
wird standig fortgefuhrt, wahrend sich ein mobiles Objekte bewegt. Zusammenfassend verur-
sacht die Erzeugung der Karten aus Historieninformationen einen grof3en Aufwand; die Ergeb-
nisse werden bestenfalls (d. h. nach einer vollsténdigen Kartenerzeugung) dem des kartenba-
sierten Protokolls (mit objektabhangigen Wahrschei nlichkeitsinformationen) entsprechen. Sein
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Vortell liegt darin, dass es auch fir Wege und Gebiete verwendet werden kann, fir die keine
Karteninformationen vorliegen. Im Folgenden wird das historienbasierte Verfahren allerdings
nicht weiter im Detail betrachtet.

Koppelnavigation mit bekanntem Weg: Falls der Weg, den ein mobiles Objekt nehmen wird,
vorab bekannt ist, muss bei einem entsprechenden Koppel navigationsverfahren nur noch die
Geschwindigkeit und nicht mehr die Bewegungsrichtung betrachtet werden (siehe
WOLFSON ET AL. (1999)). Von der Leistungsfahigkeit entspricht das K oppel navigationsproto-
koll fur bekannte Wege einem optimalen kartenbasierten Verfahren, das an jeder Kreuzung die
richtige Abzweigung wahlt. Bel unseren Betrachtungen sind wir jedoch nicht davon ausgegan-
gen, dass die zukinftige Wege der mobilen Objekte dem System vorab bekannt sind. Dies ist
z. B. nur der Fall, wenn ein Navigationssystem mit einer der geforderten Genauigkeit entspre-
chenden Aufldsung verwendet wird und dessen Benutzer nicht von dem vorgegebenen Weg ab-
weicht.

6.3.2 Ein kartenbasiertes Koppelnavigationsprotokoll

Da das kartenbasierte Verfahren gerade fur die Fahrzeugnavigation einen guten Kompromiss
zwischen Aufwand und Flexibilitét darstellt, haben wir uns bei der Betrachtung von weiterfiih-
renden K oppel navigationsprotokollen auf dieses konzentriert und beschreiben esin diesem Ab-
schnitt ausfuhrlicher (fir weitere Detallssal der interessierte Leser auf Nicu (2001) verwiesen).
I nsgesamt unterscheidet sich das kartenbasierte Protokoll von dem grundlegenden Algorithmus
fUr Koppel navigationsprotokolle dadurch, dass bel der Erfassung der Sensorinformation die Po-
sition des mobilen Objekts auf eine Karte abgebildet wird und dass die Vorhersagefunktion Kar-
teninformationen verwendet.

@® Kreuzung
— Verbindung

X Zwischenpunkte

Abbildung 6-9. Beispidl fir die Karteninfor mation, wie sie vomkartenbasierten
Koppel navigationsprotokol | verwendet wird.
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Die vom kartenbasierten Koppel navigationsprotokoll verwendeten Karteninformationen, die
sowohl auf der Quelle alsauch auf der Senke vorhanden sein missen, haben den folgenden Auf-
bau: Alle erfassten Stral3enkreuzungen sind durch einen eindeutigen Bezeichner und ihre geo-
graphische Position beschrieben. Die Kreuzungen kénnen miteinander durch ebenfalls eindeu-
tig identifizierbare gerichtete Verbindungen verknipft sein, die den Stral3en entsprechen. Um
den Verlauf einer Stral3e genauer modellieren zu kdnnen, wird eine Verbindung meist durch
Zwischenknoten in weitere Abschnitte unterteilt. Fur die einfacheren Zwischenknoten ist neben
ihrer Zugehdrigkeit zu einer bestimmten Verbindung wiederum die geographische Position an-
gegeben. Ein Ausschnitt einer solchen Karte ist als Beispiel in Abbildung 6-9 gezeigt. Die fur
unsere Simulationen verwendete K arte wurde aus einer fir die Fahrzeugnavigation verwende-
ten Stralenkarte extrahiert?.

Der Algorithmus zum Kartenabgleich wahlt fir ein mobiles Objekt eine aktuell ndchstliegende
Verbindung aus und berechnet eine korrigierte Position p., indem die Position rechtwinklig auf
die Verbindung verschoben wird (siehe Abbildung 6-10). Eine Position kann auf eine Verbin-
dung abgebildet werden, falls sie maximal die Entfernung u,, zu dem nachstgelegenen Punkt
auf der Verbindung hat. Der Parameter uy,, beschreibt damit, wie exakt der Kartenabgleich er-
folgen soll und spiegelt die Genauigkeit des Positionierungssensors wider. Bel der Initialisie-
rung werden potenzielle V erbindungen fir die aktuelle Position eines mobilen Objekts mit Hilfe
eines mehrdimensionalen Indexes Uber die Karteninformationen gefunden. Es wird dann die
nachstgel egene Verbindung ausgewahlt, falls sie nicht weiter als u,, entfernt ist. Eine Aktuali-
sierungsnachricht wird — wie durch das grundlegende Protokoll vorgegeben — gesendet, wenn
die Entfernung zwischen der wirklichen Position des mobilen Objekts und der von der Vorher-
sagefunktion (siehe unten) gelieferten Position den Betrag ug Uberschreitet. Die Aktualisie-
rungsnachricht enthélt beim kartenbasierten VVerfahren die korrigierte Position des mobilen Ob-
Jekts p., seine Geschwindigkeit i.v und den Bezeichner der aktuellen Verbindungi.l.

Wenn die Quelle entdeckt, dass die Position des Objekts weiter alsu,, von dessen aktueller Ver-
bindung entfernt ist (d. h. seine Position kann nicht mehr auf die aktuelle Verbindung abgebildet
werden), sucht sie nach der korrekten Verbindung durch entweder Vorwarts- oder Riickwarts-
verfolgung.

Vorwaértsverfolgung: Wenn das mobile Objekt um mehr a's eine Entfernung von uy, tber das
Ende B der aktuellen Verbindung hinausgelaufen ist (unter der Voraussetzung, dass es sich von
A nach B bewegt), wird angenommen, dass es einen Kreuzungspunkt erreicht hat und eine Vor-
wartsverfolgung wird eingeleitet. Zu diesem Zweck wird die Entfernung zwischen der Position

2. Der Medianwert fir die Verbindungslange betréagt bei den verwendeten Kartendaten in etwa 35 m.
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Abbildung 6-10. Kartenabgleich im kartenbasi erten Koppel navigationsver fah-

ren: Abbildung der Position eines mobilen Objekts p, auf eine korrigierte Posi-

tion p. auf einer Verbindung (links) und maximaler Abstand u,,,, den ein mobiles
Objekt von seiner aktuellen Veerbindung haben darf (rechts).

des mobilen Objekts und allen von B abgehenden Verbindungen errechnet und die mit der kiir-
zesten Entfernung als neue aktuelle Verbindung gewéhlt. Die Auswahl der neuen Verbindung
wird durch dieses Vorgehen verzgert, daeswegen der Ungenauigkeit der Sensorinformationen
nicht moglich ist, diese direkt am Punkt B zu bestimmen.

Ruckwaértsverfolgung: Falls das Objekt seine aktuelle Verbindung verlasst ohne deren Ende B
passiert zu haben, geht die Quelle davon aus, dass in einem vorherigen Schritt eine falsche Ver-
bindung ausgewahlt wurde und versucht dies durch Rickwaértsverfolgung zu korrigieren. Sie
geht dann zurtick zur zuletzt Gberquerten Kreuzung (wenn notwendig auch eine konfigurierbare
Anzahl von Schritten weiter zuriick) und tberprft die anderen ausgehenden Verbindungen auf
entsprechende Weise.

Falls nach Vorwarts- oder Rickwaértsverfolgung keine passende Verbindung gefunden wurde,
sendet die Quelle eine Aktualisierungsnachricht mit einem leeren Verbindungsfeld an die Sen-
ke. In diesem Fall wird das Koppelnavigationsprotokoll mit linearer Vorhersagefunktion als
Ruckfallposition verwendet. Die Quelle Uberprift allerdings periodisch die Position des mobi-
len Objekts mit geeigneten Verbindungen der Stral3enkarte (unter Verwendung des mehrdimen-
sionalen Indexes), um zum kartenbasierten Verfahren zuriickkehren zu kénnen.

Die Vorhersagefunktion geht beim kartenbasi erten Verfahren davon aus, dass das mobile Objekt
weliterhin der zuletzt angegebenen Verbindung mit der dazugehrenden Geschwindigkeit folgt.
Bei Erreichen einer Kreuzung wéahlt sie eine ausgehende Verbindung aus und nimmt an, dass es
sich auf dieser mit gleichbleibender Geschwindigkeit weiterbewegt. In unserer Implementie-
rung wird die Verbindung ausgewahlt, deren Richtung sich am wenigsten von der der vorheri-
gen Verbindung unterscheidet. | dealerweise wiirde die Vorhersagefunktion dabei die am meis-



100 6 Protokolle zur Ubertragung von Positionsinfor mationen

ten benutzte Abzweigung (z. B. der Hauptstral3e folgend) auswéhlen, diese Information konnte
jedoch nicht auf einfache Weise aus der uns zur Verfligung stehenden Stral3enkarte entnommen
werden. In unseren Simulationen hat sich die von uns verwendete Alternative als eine gute An-
naherung herausgestel|t.

Abbildung 6-11 zeigt die Nachrichten zur Positionsaktualisierung, die mit dem beschriebenen
kartenbasierten Koppelnavigationsprotokoll fir das ebenfalls in Abbildung 6-8 verwendete
Szenario erzeugt werden. Es ist deutlich zu erkennen, dass die Fahigkeit des kartenbasierten
Verfahrens, dem Verlauf einer Stral3e zu folgen, im Vergleich zu dem einfacheren Verfahren mit
linearer Vorhersagefunktion zu einer Reduzierung der Aktualisierungsnachrichten fuhrt. Ein
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Abbildung 6-11. Beispidl fur die Positionsaktualisierungen bel einemkartenba-
sierten Koppel navigationsprotokoll fir denselben Weg wie in Abbildung 6-8.

ausfuhrlichere Betrachtung der Effizienz des kartenbasierten Koppel havigationsprotokolls ist
durch die Simulationen in Abschnitt 6.5.3 gegeben.

6.4  Analytische Betrachtung

Um einen besseren Vergleich zwischen den einzelnen Protokollen hinsichtlich ihrer Effizienz
und Effektivitét zu ermdglichen, sollen diese im folgenden Abschnitt analytisch betrachtet wer-
den. Die erzielten Ergebnisse werden im darauffolgenden Kapitel zusétzlich mittels Simulatio-
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nen, die auf den mit einem GPS-Empfanger aufgezeichneten Bewegungen realer mobiler Ob-
jekte (GPS-Protokolle) beruhen, verifiziert (in Abschnitt 6.5).

Bei den analytischen Betrachtungen werden jeweils die Anzahl m der pro Zeiteinheit Ubertra-
genen Nachrichten, bel denen es sich sowohl um Positionsaktualisierungen als auch um Positi-
onsabfragen handeln kann®, und die resultierende Genauigkeit ermittelt. Fir die Genauigkeit
wurde bisher immer die maximale Abweichung, gegeben durch den maximalen Abstand zwi-
schen der auf der Senke verfligbaren Position und der wirklichen Position des mobilen Objekts
d , betrachtet, die z. B. wichtigist, wenn bestimmt werden soll, in welchem Raum sich eéin mo-
biles Objekt aufhdlt. Andere Anwendungen, die z. B. die Positionen mobiler Objekte auf einer
Karte anzeigen, sind dagegen eher an der durchschnittlichen Abweichung d interessiert.

Bei der folgenden Analyse wird die Verzogerung, die fiir die Ubermittlung der Nachrichten be-
noétigt wird und die zu einer weiteren Abweichung bel den Positionsinformationen fuhren war-
de, der Einfachheit halber vernachlassigt. Da sie bei allen Nachrichten im gleichen Mal3e auf-
tritt, hat sie wenig Einfluss auf den Vergleich der Protokolle. Weitere wichtige Einschrénkun-
gen, die im Folgenden nicht gesondert erwéahnt werden, sind, dass die Genauigkeit der lokalen
Kopie auf der Senke nattirlich nicht genauer sein kann als die des Positionierungssensors (ug =
Uy) und dass es fiir eine Anwendung nicht sinnvoll ist, genauere [nformationen anzufordern (u,
2 Up). Weiterhin wird angenommen, dass die Abweichung des Positionierungssensorsim durch-
schnittlichen Fall halb so grof3 ist wie die maximale Abweichung (uy/2). Da dies alerdings in
hohem Malf3e vom jeweiligen Sensorsystem abhéngt, kann es sich hierbel nur um eine Naherung
handeln. Oft, wie z. B. bei GPS, ist die durchschnittliche Genauigkeit deutlich besser (d. h. Uy
< Uy/2), wodurch sich bei Berechnung der durchschnittlichen Genauigkeit eine Abschatzung
nach oben ergibt.

In Anhang C sind allein der Anayse verwendeten Variablen nochmals zusammengefasst.

6.4.1 Anfragende Protokolle

Beim einfachen anfragenden Protokoll, das hier wie gesagt nur zu Vergleichszwecken betrach-
tet werden soll, ist die Anzahl der Gbertragenen Nachrichten gleich der Anzahl der Anfragen q,
dajede Anfrage an die Quelle weitergeleitet wird.

3. Im Folgenden wird der Einfachheit halber angenommen, dass eine Positionsaktualisierung denselben
Aufwand verursacht wie eine Positionsabfrage. Sollte dies nicht der Fall sein, ist es einfach méglich,
die beiden Komponenten entsprechend zu gewichten.
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m=q (6-1)

Wenn wir die Verzégerung bel der Nachrichtenlibertragung vernachléssigen, hat die der An-
wendung prasentierte Positionsinformation dieselbe Genauigkeit wie auf der Senke.

(@]
I
c

— u
- P ]
d= 3 (6-2)

Das 2 anfragende Protokoll mit Zwischenspeichern der Positionsinformationen benutzt Glei-
chung 6-3 (abgeleitet aus Gleichung 4-2), um die Genauigkeit der auf dem Server gespeicherten
Informationen bei einer angenommenen Geschwindigkeit v,o4 des mobilen Objekts abzuschét-
zen.

u(t) = vasd(t—tp) + Uy (6-3)

Falls der so ermittelte Wert noch der geforderten Genauigkeit gentigt (u(t) < ug), wird direkt der
Inhalt der gespeicherten Kopie zurtickgegeben. Bel einem pessimistischen Ansatz wird v,gqwie
in Gleichung 4-2 durch die Maximal geschwindigkeit v des mobilen Objekts ersetzt, bei einem
optimistischen Ansatz durch dessen durchschnittliche Geschwindigkeit v. Im Vergleich zu dem
einfachen Protokoll entfallen hier alle Nachrichten, bei denen die entsprechende Anfrage in das
Zeitintervall félt, in dem die zuletzt Ubertragene Information noch gultig ist,
At = (uq - up)/ V,eq (durch Umformung von Gleichung 6-3). Die resultierende Anzahl von
bendtigten Aktualisierungsnachrichtenist daher die Anzahl von Anfragen multipliziert mit dem
Anteil an Anfragen, die nicht aus der lokalen Kopie bedient werden konnen, némlich:
1/ (gAt+1) =1/ (qO (uq —up)/ Vo t1).

- q
m = 6-4
q U (Ug—Up)/ Vaegt1 ©4)

Die maximale Abweichung ergibt sich durch den Zeitraum At, in dem eine lokale Kopie guiltig
ist, multipliziert mit der maximalen Geschwindigkeit des mobilen Objekts. Zu diesem Wert
muss noch die initiale Ungenauigkeit der Sensorinformationen addiert werden.

Die durchschnittliche Abweichung setzt sich zusammen aus der Halfte der Abweichung des Po-
sitionierungssensors, falls die Informationen bei der Quelle abgefragt werden mussen, und der
halben Wegstrecke, die das mobile Objekt bei durchschnittlicher Geschwindigkeit in der Zeit
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zurticklegt, in der dielokale Kopie guiltig ist, im anderen Fall. In Gleichung 6-5 ist die entspre-
chende Formel vereinfacht dargestellt.

u,—u _ u,—u.)/ v, 0V 2 u
D\7+uID d:(q p) asd L
Vasd Vasa/ (Ug—Up)/ q+1 2

(6-5)

Wenn die fur das mobile Objekt angenommene Geschwindigkeit v, gy dessen maximaler Ge-
schwindigkeit V entspricht, ist eine Abweichung kleiner Uq fr dieInformation, die einer anfra-
genden Anwendung tbergeben wird, garantiert (durch Einsetzen in Gleichung 6-5). Das Proto-
koll kann also in diesem Fall immer die von der Anwendung geforderte Genauigkeit einhalten.

6.4.2 Berichtende Protokolle

Da das zeitbasierte Protokoll periodisch Nachrichten zur Positionsaktualisierung versendet,
hangt die Anzahl der Ubertragenen Nachrichten nur von dem entsprechenden Zeitschwellwert
T ab. Um eine bestimmte Genauigkeit ug auf der Senke zu garantieren, darf T hochstens dem
Zeitabschnitt entsprechen, den das mobile Objekt bendtigt, um die durch ug vorgegebene Ent-
fernung (abzuglich der durch das Sensorsystem bedingten Genauigkeit) bei maximaler Ge-
schwindigkeit zurtickzulegen: T = (us—up)/ v.

= (6-6)

Die maximale Abweichung ist entsprechend dazu die Wegstrecke, die das mobile Endgerét bel
maximaler Geschwindigkeit innerhalb des Zeitintervalls T zurtickgelegt haben kann zuzlglich
der durch das Sensorsystem bedingten Ungenauigkeit. Die durchschnittliche Abweichung er-
halt man, indem man die durchschnittliche Geschwindigkeit mit der Halfte des Zeitintervalls T,
die jaim Durchschnitt seit der letzten Positionsaktualisierung vergangen ist, multipliziert und
die durchschnittliche Genauigkeit des Sensorsystems addiert.

u.—u

v u
= pD\;/+Ep (6-7)

d= 5

NI

u
Y b _
+—
v 5

Beim entfernungsbasi erten Protokoll ist die Anzahl der Ubertragenen Nachrichten ebenfalls un-
abhangig von der Anfragerate. Um eine geforderte Abweichung ug zu erreichen, muss, wie be-
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reits gesagt, der Schwellwert fur die Entfernung D auf us - u,, gesetzt werden. Die durchschnitt-
liche Anzahl an tGibertragenen Nachrichten pro Zeiteinheit ergibt sich dann aus dem Inversen der
Zeitdauer, die das mobile Objekt bendtigt um eine Wegstrecke von D bel durchschnittlicher Ge-
schwindigkeit zurtickzulegen. Dabel wird angenommen, dassder Entfernungsschwellwert klein
gegeniber dem Abstand zwischen gréf3eren Richtungsanderungen ist.

= (6-8)

Ol
c

Dabeim entfernungsbasierten Protokoll die Quelle die Notwendigkeit einer Positionsaktualisie-
rung anhand der tatséchlichen Position des mobilen Objekts bestimmt, wird genau die bel der
Senke geforderte Abweichung ug erreicht, wenn keine Nachrichten verloren gehen (siehe
Abschnitt 6.2.4). Die durchschnittliche Abweichung ergibt sich aus der Entfernung, die das mo-
bile Objekt in der halben Zeit des Aktualisierungsintervalls zurticklegt, und ist halb so grof3.

o>
I
[

— US
d= 3 (6-9)

Das Verhalten der Koppel navigationsprotokolle entspricht dem des entfernungsbasi erten Proto-
kolls, die Anzahl der versendeten Nachrichten ist daher auch unabhéngig von der Anfragerate
g. Die Anzahl von Nachrichten hangt allerdings von vielen Faktoren ab, so z. B. sehr stark von
der Bewegungscharakteristik des mobilen Objekts und der verwendeten Vorhersagefunktion,
und ist schwer analytisch zu erfassen. In vielen Fallen ist die bendtigte Anzahl an Nachrichten
deutlich kleiner as die beim entfernungsbasierten Protokoll, kann bei einer ungtinstigen Vor-
hersagefunktion allerdings auch dartber liegen. Die Variable gaing, soll im Folgenden die Giite
einer Vorhersagefunktion beschreiben. Sie ergibt sich aus dem Verhaltnis zwischen der Anzahl
der Aktualisierungsnachrichten, die bel einer bestimmten Vorhersagefunktion pro Zeiteinheit
durchschnittlich bendtigt werden, gegentiber der Zahl von Aktualisierungsnachrichten, die ohne
Vorhersagefunktion (pred(p, i, param, t) = p) anfallen. L etzteres entspricht einem entfernungs-
basierten berichtenden Protokoll, fur das damit gaing, = 1 gilt. Wenn gaing, die Einsparungen
durch ein Koppelnavigationsprotokoll darstellt, die in Abschnitt 6.5 durch Simulationen be-
stimmt werden, ergibt sich die Anzahl der Nachrichten wiein Gleichung 6-10 gezeigt. Koppel-
navigationsprotokolle werden ausfihrlich in unseren Simulationen diskutiert (siehe
Abschnitt 6.5.3), ihre analytische Betrachtung soll daher hier nicht weiter ausgefuhrt werden.
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m = gaing O 'u—s—:—u—p (6-10)
Da fur die Aktualisierung der Positionsinformationen genau dieselben Kriterien angewendet
werden wie beim entfernungsbas erten Protokoll, ergibt sich die maximale und durchschnittli-

che Abweichung entsprechend:

o>
I
[

(6-11)

ol
I
N s

6.4.3 Kombiniertes Protokoll

Daskombinierte Protokol | setzt sich zusammen aus Elementen des entfernungsbasi erten berich-
tenden und des pessimistischen anfragenden Protokolls mit Zwischenspeichern, was sich auch
in seinem Verhalten widerspiegelt. Die versendeten Nachrichten sind hier sowohl Positionsak-
tualisierungen, die notwendig sind, um die Kopie auf der Senke aktuell zu halten, und Positi-
onsabfragen, mit denen die Senke den aktuellen Zustand der Quelle abfragt, falls ihre eigene
Kopie nicht genau genug ist. Die Zahl der Aktualisierungsnachrichten entspricht der im entfer-
nungsbasierten berichtenden Protokoll. Bei der Anzahl von Positionsabfragen verringert sich
die des anfragenden Protokolls um die Wahrscheinlichkeit, dass die geforderte Genauigkeit ge-
ringer alsdie der lokalen Kopieist, P(u'q < u,) . Die entsprechende Wahrscheinlichkeitsvertei -
lung héangt von der Art und Weise ab, wie die Positionsinformationen von den Anwendungen
angefragt und genutzt werden.

v P(ug<ug) Uq

+ =
s— Uy P(uq<uS)DqD(uq—up)/ v+1

m = (6-12)

u

Da das kombinierte Protokoll die Positionsinformationen jedesmal von der Quelle abfragt,
wenn sie nicht in der geforderten Genauigkeit vorliegen, ist die durchschnittliche maximale Un-
genauigkeit gleich der in den Anfragen geforderten. Die durchschnittliche Genauigkeit setzt
sich wiederum aus den durchschnittlichen Genauigkeiten bei den entsprechenden anfragenden
und berichtenden Protokollen zusammen.
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u,—u.)/ vdv/ 2 u
Yy +2H (613
0/ (ug—u,)/ q+1 20

o>
I
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_ u
d = P(u,2u) 0 ES+ P(uy<ug O

6.4.4 Diskussion

Ausgehend von den Analysen aus dem vorherigen Abschnitt, sollen in diesem Abschnitt die Ei-
genschaften der unterschiedlichen Protokolle diskutiert und verglichen werden. Koppelnaviga-
tionsprotokolle werden hier allerdings nur am Rande betrachtet, da sich Abschnitt 6.5 ausfihr-
lich mit diesen beschéftigt. Wie aus den bisherigen Betrachtungen deutlich geworden ist, hangt
das Verhalten der Protokolle in grof¥em Mal3e von den Bewegungscharakteristika der mobilen
Objekte ab. Wir betrachten hier daher vier typische Klassen von Objekten, die unterschiedliche
durchschnittliche und maximale Geschwindigkeiten aufweisen. Die Werte fur die durchschnitt-
liche Geschwindigkeit sind dabei aus den GPS-Protokollen fur reale Objekte entnommen, die
auch fur die Simulation der Protokolle in Abschnitt 6.5 verwendet werden.

* 04 Ein FulRganger mit durchschnittlicher Geschwindigkeit v = 1,3 m/s (4,7 km/h) und
angenommener maximaler Geschwindigkeit v =2,8 m/s(= 10 km/h).

* 0y Ein Auto im Stadtverkehr mit durchschnittlicher Geschwindigkeit v =10 m/s (36 km/h)
und angenommener maximaler Geschwindigkeit Vv =22,5m/s(= 80 knm/h).

* 03 Ein Auto auf einer Landstral®e mit durchschnittlicher Geschwindigkeit v = 17 m/s
(61 km/h) und angenommener maximaler Geschwindigkeit v = 44,5m/s (= 160 km/h).

* 04 Ein Auto auf einer Autobahn mit durchschnittlicher Geschwindigkeit v = 29 m/s
(104 km/h) und angenommener maximaler Geschwindigkeit v =55 m/s(= 200 km/h).

Als Sensorsystem wurde jeweils ein DGPS-Empfanger mit einer Genauigkeit von 5 Metern (uy
=5 m) angenommen, den wir auch fir das Erzeugen der GPS-Protokolle verwendet haben. Die
geforderte Genauigkeit ist einheitlich auf durchschnittlich 100 Meter (uy = 100 m) festgelegt.

Zuerst betrachten wir die Effizienz der Protokolle, d. h. die Gesamtzahl der Nachrichten, die
zwischen Quelle und Senke ausgetauscht werden. Fur die anfragenden und berichtenden Proto-
kolleist die Anzahl der Nachrichten abhangig von der Zahl der Anfragen pro Sekunde und fir
die unterschiedlichen Klassen mobiler Objekte in Abbildung 6-12 dargestellt.

Die Anzahl der bendtigten Nachrichten steigt dabel generell mit einer grofderen durchschnittli-
chen und maximalen Geschwindigkeit des mobilen Objekts. Insgesamt bendtigt das entfer-
nungsbasierte berichtende Protokoll weniger Nachrichten als das zeitbasierte und das optimis-
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Abbildung 6-12. Ergebnis der Analyse: Vergleich der Anzahl von Nachrichten

m, die bei Verwendung der verschiedenen anfragenden und berichtenden Pro-

tokolle ausgetauscht werden. Von oben links nach unten rechts fiir die Objekt-
klassen 0, biso,.

tische anfragende Protokoll mit Zwischenspeichern weniger als das pessimistische. Die Unter-
schiede sind um so deutlicher, je grofl3er das Verhaltnis zwischen maximaler und durchschnittli-
cher Geschwindigkeit ist (z. B. fur Objekt 03). Obwohl das optimistische anfragende Protokoll
generell am wenigsten Nachrichten benttigt, kommt es fur die meisten Anwendungen nicht in
Frage, da die Genauigkeit der zurtickgelieferten Positionsinformationen weit schlechter alsdie
geforderte Genauigkeit sein kann (siehe unten).

Waéhrend die Nachrichtenrate bei den berichtenden Protokollen unabhangig von der Anzahl der
Anfragenist, nimmt sie bel anfragenden Protokollen fir hdhere Anfrageraten zu. Durch Gleich-
setzen von Gleichung 6-4 und Gleichung 6-8 18sst sich der in Abbildung 6-12 ersichtliche Punkt
bezlglich der Anfragerate berechnen, an dem z. B. eln entfernungsbasiertes berichtendes Pro-
tokoll, weniger Nachrichten benttigt als ein vergle chbares pessimistisches anfragendes Proto-
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koll mit Zwischenspei chern. Fur den Vergleich wurden diese beiden Protokolle gewahlt, dabei-
de eine vorgegebene Genauigkeit der Informationen garantieren konnen.

1
(Ug=Up)/ V=(ug—uy)/ v

q> (6-14)

Im Falle einer fest vorgegebenen geforderten Genauigkeit von us= ug und einer im Vergleich
dazu geringen Ungenauigkeit uy, der Sensorinformationen, kann die Gleichung vereinfacht wie
folgt dargestellt werden:

viv

m (6-15)

q>

Wenn es sich um ein mobiles Objekt mit sporadischen Bewegungen handelt, und daher v im
Vergleich zu V kleinigt, ist damit das entfernungsbasierte berichtende Protokoll schon fir ge-
ringe Anfrageraten besser als das anfragende.

Der andere wichtige Aspekt bei der Bewertung von Aktualisierungsprotokollenist deren Effek-
tivitét, d. h. biszuwelchem Grad die Senke diein einer Anfrage geforderte Genauigkeit erfillen
kann. Die maximale und durchschnittliche Abweichung (a und d) zwischen zuriickgelieferter
und tatséchlicher Position des mobilen Objekts ist fur die zwel anfragenden und die zwei be-
richtenden Protokolle in Abbildung 6-13 dargestellt. Die Abweichung ist dort abhangig von
dem Geschwindigkeitsverhétnis zwischen durchschnittlicher und maximaler Geschwindigkeit
des mobilen Objekts (v/ V) angegeben, welches einen guten Eindruck von dessen Mobilitéts-
charakteristik vermittelt. Ein mobiles Objekt mit einem niedrigeren Verhdtnis bewegt sich
mehr sporadisch (z. B. o3 im Vergleich zu o4), wahrend ein Objekt mit einem Verhaltnis von
nahezu 1 sich sehr gleichférmig bewegt. Fir die Darstellung sind wir von einer Anfragerate g
von 0,1 Anfragen pro Sekunde ausgegangen.

Abbildung 6-13 zeigt, dass bis auf das optimistische anfragende Protokoll mit Zwischenspei-
chern ale Protokolle die geforderte Genauigkeit einhalten kdnnen. Dieses Protokoll ist im Be-
sonderen nicht geeignet fur mobile Objekte mit ungleichméliigem Bewegungsverhalten, dadie
Abweichung bel einem niedrigen Geschwindigkeitsverhdtnis sehr hoch wird. Unter den ande-
ren Protokollen hat speziell das pessimistische anfragende Protokoll mit Zwischenspeichern
eine durchgangig niedrigere durchschnittliche Abweichung, vor allem fur Objekte mit einem
geringeren Geschwindigkeitsverhaltnis, als das vergleichbare entfernungsbasierte Protokoll.
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Abbildung 6-13. Ergebnis der Analyse: Maximale und durchschnittliche Abwei-
chung zwischen der bei einer Anfrage zur tickgelieferten Positionsi nfor mation
und der aktuellen Position des mobilen Objekts (logarithmische Skala) fur das
pessimistische und optimistische anfragende Protokoll sowie das zeit- und das
entfernungsbasi er te berichtende Protokoll abh&ngig vom Verhaltnis zwischen

durchschnittlicher und maximaler Geschwindigkeit (lineare Skala).

Wie bereits aus dem vorherigen Abschnitt deutlich geworden, héngt die Effizienz des kombi-
nierten Protokolls sowohl von der fir die lokale Kopie auf der Senke eingestellten Genauigkeit
Ug als auch von der Anfragerate q ab. In Abbildung 6-14 (a) ist die Anzahl der Gbertragenen
Nachrichten fur Objekt o4 abhangig von ug und g gezeigt. Fur die in den Anfragen geforderte
Genauigkeit haben wir eine Gaussverteilung mit einem Erwartungswert von ebenfalls ug, =
100 m und einer Standardabweichung von 20 m angenommen. Eine entsprechende Gaussver-
teilung wird in den Naturwissenschaften oft zur Beschreibung reellwertiger Parameter verwen-
det. Alle weiteren Parameter haben die gleichen Werte wie bisher.
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Abbildung 6-14. Ergebnisder Analyse: Anzahl der Nachrichten, die bei Verwen-
dung des kombinierten Protokolls (a) fur Objekt o4 abhéngig von der Genauig-
keit der Kopie der Senke ug sowie der Anzahl von Anfragen pro Sekunde g und
(b) fiir die Objekte 0, bis 04 bei optimaler Wahl von ug abhangig von der Zahl
der Anfragen bendtigt werden.

Abbildung 6-14 (a) zeigt, dassesflr hdhere Anfrageraten (in diesem Fall g= 1) einen optimalen
Wert fur ug gibt, an dem die Anzahl der Ubertragenen Nachrichten am geringsten ist. Im Gegen-
satz zur Senke, welche die Notwendigkeit einer Positionsaktualisierung tiber die maximale Ge-
schwindigkeit des mobilen Objekts abschétzen muss, kann die Quelle dazu dessen tatséchliche
Geschwindigkeit verwenden, wodurch bel hdheren Anfrageraten weniger Nachrichten bendtigt
werden (siehe auch Abbildung 6-12). Esist daher sinnvoll, auf der Senke eine Kopie der Posi-
tionsinformation mit der Genauigkeit ug durch einen berichtenden Protokollanteil von der Quel-
le aktualisieren zu lassen, wenn gentigend Anfragen die Positionsinformation mit einer entspre-
chend hohen Genauigkeit benttigen. Fur kleinere Anfrageraten werden hingegen weniger
Nachrichten bendtigt, wenn keine Kopie auf der Senke aktualisiert wird (ug = o), da dort der
durch Zusatzaufwand, der durch die Aktualisierung der Kopie entsteht, nicht durch den gerin-
geren Bearbeitungsaufwand fUr Anfragen wettgemacht wird. Anhand von Gleichung 6-12 kann
ein optimaler Wert fur ug abhangig von der Anfragerate g ermittelt werden. Abbildung 6-14 (b)
zeigt schliefdlich die fur die unterschiedlichen Klassen von Objekten o, bis o, bendtigten Nach-
richten pro Sekunde bei einer optimalen Wahl von ug,

Wie erwartet verbindet das kombinierte Protokoll die positiven Eigenschaften der einfacheren
anfragenden und berichtenden Protokolle. Obwohl esfir hohe Anfrageraten etwas mehr Nach-
richten benétigt als das entfernungsbasierte berichtende Protokoll, ist es wie die anfragenden
Protokolle wesentlich effizienter fUr niedrige Anfrageraten. Anders a's das berichtende Proto-
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koll kann es dartiber hinaus auch Anfragen beantworten, in denen eine Genauigkeit hoher alsug
gefordert ist.

Zusammenfassend ist das kombinierte Protokoll fir die meisten Anwendungsfélle am Besten
geeignet, besonders wenn ein Protokoll gefordert ist, dasin verschiedenen Umgebungen einge-
setzt werden oder sich sogar auf veranderliche Bedingungen einstellen soll. Der Nachteil des
kombinierten Protokolls ist, dass eine geeignete Einstellung fur die Genauigkeit der Kopie auf
der Senke ug gefunden werden muss. Von den anfragenden und berichtenden Protokollen sind
das pessimistische anfragende Protokoll mit Zwischenspeichern und das entfernungsbasierte
berichtende Protokoll zu bevorzugen, da sie eine obere Grenze fir die Genauigkeit der zurlck-
gelieferten Positionsinformationen mit einer guten Effizienz kombinieren. Von diesen beidenist
das letztere deutlich besser bei Objekten mit ungleichméaligem Bewegungsverhalten und bei
hoheren Anfrageraten. Es erlaubt allerdings nicht die geforderte Genauigkeit je Anfrage anzu-
geben.

6.5 Simulation

Um die Ergebnisse unserer analytischen Betrachtungen in Abschnitt 6.4 zu verifizieren und um
die Eigenschaften der im vorangegangenen Abschnitt besprochenen Koppel navigationsproto-
kolle, die analytisch nicht im Detail untersucht werden konnten, zu betrachten, wurde eine Rei-
he von Simulationen auf der Basis von GPS-Protokollen der realen Bewegungen mobiler Ob-
jekte durchgefihrt. In diesem Abschnitt werden zuerst die dazu verwendeten GPS-Protokolle
und die Simulationsumgebung beschrieben, bevor die Ergebnisse der Simulationen besprochen
werden.

6.5.1 Simulationsumgebung

Als Grundlage fur die Simulationen wurden im Rahmen dieser Arbeit eine grof3ere Zahl von
GPS-Bewegungsprotokollen fir die Bewegungen von Ful3gangern und Kraftfahrzeugen in der
Umgebung von Stuttgart erstellt. Die Bewegungsprotokolle lassen sich entsprechend den Be-
trachtungen in Abschnitt 6.4 in vier Klassen mit unterschiedlichen Charakteristika einteilen:

* 04, €n Ful3ganger,
* 0y, €enAuto im Stadtverketr,
* 03, €in Auto auf einer Landstral?e und

* 04, €in Auto auf einer Autobahn.
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In Tabelle 6-2 sind die Eigenschaften der verschiedenen Klassen von GPS-Bewegungsprotokol -
len zusammengefasst“. Die Bewegungsprotokolle wurden mit einem DGPS-Empfanger (Gar-
min 25, Empfang des D-Signals tiber den ALF-Dienst der Deutschen Telekom) erzeugt, der eine
Genauigkeit von 2 bis5 m aufweist. Die von diesem ausgegebene Position wurde dazu sekiind-
lich ineiner Datei protokolliert.

Gesamtlange | Gesamtdauer dgg:csrcl:vk\lln Ggﬁw
04, Ful3géanger 10km 2:08 h 4,6 km/h 7,2 km/h
0,, Auto in Stadtverkehr 89 km 2:25h 34 km/h 65 km/h
03, Auto auf Landstralle 99 km 1:39h 60 km/h 116 km/h
03, Auto auf Autobahn 163 km 1:35h 103 km/h 155 km/h

Tabelle 6-2. Charakteristika der bei der Smulation verwendeten GPS-
Protokolle fiir verschiedene Klassen mobiler Objekte.

Fir die Durchfiihrung der Simulationen haben wir ein Simulationswerkzeug implementiert,
welches fur ein mobiles Objekt eine Quelle und eine Senke der Positionsinformationen reali-
siert. Dievon der Quelle erzeugten Positions nformationen werden dabei aus einem vorgegebe-
nen GPS-Protokoll ausgelesen. An der Senke werden in zufalligen, exponentialverteilten Zeit-
abstanden die Positionsinformationen mit einer im Fall eines anfragenden oder kombinierten
Protokolls zuféllig gaussverteilten Genauigkeit ansonsten mit elner feststehenden Genauigkeit
angefordert.

Die Exponentiaverteilung, die hier zur Bestimmung der Zeitabsténde zwischen aufeinanderfol-
genden Positionsanfragen verwendet wird, beschreibt die Intervalle zwischen den Ereignissen
eines Poisson-Prozesses. Ein Poisson-Prozess wird typischerweise verwendet, um die An-
kunftszeiten von Anfragen an ein Rechnersystem zu beschreiben (siehe z. B. MATHAR &
PFEIFER (1990)). Der Erwartungswert fir die Exponentialverteilung entspricht in unserem Fall
dem Inversen der in unseren Simulationen variierten Anfragerate q.

Bei den berichtenden Protokollen, bei denen die geforderte Genauigkeit nicht pro Anfrage an-
gegeben werden kann, wurde fir die Positionsinformationen el ne feststehende Genauigkeit von

4. Wegen der Ungenauigkeit der Sensorinformationen kann aus einem GPS-Protokol | ein Wert fir diema-
ximale Geschwindigkeit nur naherungswel se bestimmt werden.
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100 m verlangt. Bei den anfragenden und dem kombinierten Protokoll wird, wie bel der Analy-
se in Abschnitt 6.4.3, die geforderte Genauigkeit hingegen durch eine Gaussverteilung mit ei-
nem Erwartungswert von ebenfalls 100 m und einer Standardabweichung von 20 m beschrie-
ben.

In diese Simulationsumgebung kdénnen die unterschiedlichen Protokollmodule eingesetzt wer-
den, die steuern, wie die Quelle und Senke auf ankommende Positionsaktualisierungen und An-
fragen reagieren. Wie in unserer Anayse wird beim Nachrichtenaustausch die Verzogerung
nicht betrachtet. Das Simulationswerkzeug ist dartiber hinausin der Lage, Karteninformationen
und Positionsaktualisierungen zu visualisieren (siehe Abschnitt 6.3) und wurde auch zur Uber-
prufung und Entwicklung der Protokolle eingesetzt.

6.5.2 Grundlegender Vergleich der Protokolle

Im Folgenden sind die Ergebnisse der durchgefihrten Simulationen dargestellt. Aus Grinden
der Ubersichtlichkeit werden hier nur jeweils die wichtigsten Protokolle verglichen. Fir weitere
Simulationsergebnisse wird der interessierte Leser auf LEONHARDI & ROTHERMEL (2001) so-
wie Nicu (2001) verwiesen.

Abbildung 6-15 zeigt die Anzahl der bei einer Simulation des pessimistischen anfragenden Pro-
tokolls mit Zwischenspeichern, des entfernungsbasierten und des kombinierten Protokolls so-
wie des K oppel navigationsprotokolls mit linearer Vorhersage tibertragenen Nachrichten zusam-
menfassend fir die unterschiedlichen Klassen von GPS-Bewegungsprotokollen.

Insgesamt entsprechen die in Abbildung 6-15 gezeigten Simulationsergebnisse weitestgehend
den Ergebnissen der analytischen Betrachtung. Lediglich beim anfragenden Protokoll mit Zwi-
schenspeichern und dem kombinierten Protokoll ist die Anzahl der Ubertragenen Nachrichten
etwas hoher als vorhergesagt. Grund dafur ist, dass die Positionsinformationen wegen der be-
grenzten Abtastrate f,, des Sensorsystems (in unserem Fall f, gleich 1 pro s) nicht genau dann
bestimmt werden, wenn sie die Senke bel der Quelle abfragt, sondern dass diese bereits ein
durchschnittliches Alter von T/2 = 1/(2,) haben. Die auf der Senke gespeicherte lokale Kopie
muss daher um T/2 friiher als angenommen aktualisiert werden, was sich bei hdheren Anfra-
geraten bemerkbar macht. Das zum Vergleich gezeigte K oppel navigationsprotokol | mit linearer
Vorhersage erweist sich als bereits sehr viel versprechend und bendtigt jeweils deutlich weniger
Nachrichten als die vergleichbaren anderen Protokolle. Koppel navigationsprotokolle werden
daher im nachsten Abschnitt noch ausfthrlicher betrachtet.

Weitere Simulationen wurden durchgefihrt, um die maximale und durchschnittliche Ungenau-
igkeit der zurtickgelieferten Positionsinformationen beurteilen zu kdnnen. Die Ergebnisse die-
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Abbildung 6-15. Smulationsergebnis. Veergleich der bel Smulation eines anfra-

genden Protokolls mit Zwischenspeichern, eines entfer nungsbasierten berichten-

den, eines kombinierten Protokolls sowie eines Koppel navigationsprotokol |s mit

linearer Vor hersage resultierenden Anzahl von Nachrichten. Von oben links nach
unten rechts fur die Objektklassen 04 bis 04.

ser Simulationen sind fur die vier betrachteten Klassen von mobilen Objekten, das pessimisti-
sche und optimistische anfragende Protokoll, das entfernungs- und zeitbasi erte berichtende Pro-
tokoll sowie das kombinierte Protokoll in Tabelle 6-3 gezeigt. Da die Koppel navigationsproto-
kolle dieselbe Aktualisierungsstrategie haben wie das entfernungsbasierte Protokoll, sind die
entsprechenden Ergebnisse hier nicht gesondert aufgeftihrt. Die Anfragerate wurde dabel auf ei-
nen festen mittleren Wert von 0,1 pro Sekunde gesetzt, wahrend die anderen Parameter diesel-
ben Werte wie zuvor haben.

Weil wir fur die maximalen Geschwindigkeit der mobilen Objekte eine obere Grenze je Objekt-
klasse (wiein Abschnitt 6.4.4 beschrieben) angenommen haben (an Stelle der wirklichen maxi-
malen Geschwindigkeit innerhalb der GPS-Bewegungsprotokolle (sehe Tabelle 6-2)), ist die
maximale Ungenauigkeit bei dem pessimistischen anfragenden Protokoll mit Zwischenspei-
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pess. anfr. Pro- | optim. anfr. Pro- | entf.basiertes zeitbasiertes kombiniertes
Obj.- | Geschw.- ||tokoll mitZwi- | tokoll mit Zwi- | berichtendes berichtendes Protokoll
klasse | verhdltnis || schensp. schensp. Protkoll Protokoll
max u max u max u max u max u
0; 0,46 64,21 | 19,20 | 126,73 | 39,59 | 99,23 | 54,29 | 60,67 | 24,09 | 64,92 | 1941
0, 0,44 66,63 | 8,37 |17899 | 24,67 | 98,74 | 4835 | 83,13 | 19,18 | 66,66 | 8,39
03 0,38 4166 | 6,00 | 141,77 | 17,61 | 99,00 | 4547 | 92,55 | 24,25 | 44,05 | 6,03
04 0,53 4292 | 6,27 | 94,09 | 11,21 | 94,01 | 40,68 | 89,54 | 3506 | 41,13 | 6,26

Tabelle 6-3. Smulationsergebnis. Maximale und durchschnittliche
Ungenauigkeit der zurtickgelieferten Positionsinfor mationen fur das
pessi mistische und optimistische anfragende Protokol |, das entfernungs- und
zeitbasierte berichtende sowie das kombinierte Protokoll.

chern, dem zeitbasierten berichtenden Protokoll und dem kombinierten Protokoll deutlich ge-
ringer als die geforderte Genauigkeit ug (entsprechend zu v,/ V). Ansonsten spiegeln die
Werte die Ergebnisse der Analyse wider und nur das optimistisch anfragende Protokol | mit Zwi-
schenspeichern kann die geforderte Genauigkeit von 100 m nicht bereitstellen. Im Vergleich zu
der Zahl der tbertragenen Nachrichten schwanken die Ergebnisse vor allem fir die maximale
Genauigkeit stark bei kurzfristigen Audassungen bei den Sensorinformationen. Dies kann dazu
fuhren, dass die Ungenauigkeit signifikant Uber 100 m ansteigt, wenn die Sensorinformationen
nicht entsprechend vorverarbeitet werden.

6.5.3 Koppelnavigationsprotokolle

Dasich die Klasse der Koppel navigationsprotokolle, die im vorherigen Abschnitt nur zu Ver-
gleichszwecken prasentiert wurde, als sehr viel versprechend herausgestellt hat, wurden speziell
im Hinblick auf diese weitere Simulationen durchgeftihrt.

In Abbildung 6-16 bis Abbildung 6-19 ist auf der linken Seite jeweils die Anzahl von Nachrich-
ten pro Sekunde dargestellt, die das kartenbasi erte K oppel navigationsprotokoll, das K oppelna-
vigationsprotokoll mit linearer Vorhersage und das diesen von den Eigenschaften her entspre-
chende entfernungsbasierte berichtende Protokoll fir die in Tabelle 6-2 beschriebenen Bewe-
gungscharakteristika verursachen. Auf der rechten Seite sind die Werte fir einen besseren Ver-
gleich noch einmal als prozentuale Anteile verglichen mit dem entfernungsbasierten Protokoll
gezeigt. In den Abbildungen wurde die geforderte Genauigkeit von 20 m bis 500 m fur Fahr-
zeuge und von 20 m bis 250 m fr einen Ful3ganger variiert. Wie beim entfernungsbasierten
Protokoll hangen die Ergebnisse der K oppel navigati onsprotokolle nicht von der Anfragerate ab.
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Abbildung 6-16. Fahrzeug auf Autobahn: Anzahl von Positionsaktualisie-
rungsnachrichten absolut (links) bzw. relativ zu einem entfernungsbasierten
Protokoll (rechts) abhéngig von der geforderten Genauigkeit fir ein kartenba-
siertes Koppel navigationsprotokoll und eines mit linearer Vorher sage.
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Abbildung 6-17. Fahrzeug auf Landstral3e: Anzahl von Positionsaktualisie-
rungsnachrichten absolut (links) bzw. relativ zu einem entfernungsbasierten
Protokoll (rechts) abhéngig von der geforderten Genauigkeit fir ein kartenba-
siertes Koppel navigationsprotokoll und eines mit linearer Vorher sage.

Die fur die Koppel navigationsprotokolle bendétigten Informationen tber Geschwindigkeit und
Bewegungsrichtung des mobilen Objekts wurde im Falle eines Fahrzeugs auf der Autobahn aus
zwei aufeinander folgenden der im Sekundentakt vom Positionierungssensor gelieferten Positi-
onen interpoliert, bei einem Fahrzeug auf der Landstral3e oder in der Stadt aus vier und bel ei-
nem Ful’3ganger aus acht Positionen. Diese Werte, die von der Genauigkeit des Positionierungs-
sensors und der Geschwindigkeit des mobilen Objekts abh&ngen, haben sich in weiteren Simu-
lationen a's optimal herausgestellt. Fur Details siehe Nicu (2001).
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Abbildung 6-18. Fahrzeug im Sadtverkehr: Anzahl von Positionsaktualisie-
rungsnachrichten absolut (links) bzw. relativ zu einem entfernungsbasierten
Protokoll (rechts) abhéngig von der geforderten Genauigkeit fir ein kartenba-
siertes Koppel navigationsprotokoll und eines mit linearer Vorher sage.
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Abbildung 6-19. FuRganger: Anzahl von Positionsaktualisierungsnachrichten
absolut (links) bzw. relativ zu elnem entfernungsbasi erten Protokoll (rechts)
abhangig von der geforderten Genauigkeit fir ein kartenbasiertes Koppel navi-
gationsprotokoll und eines mit linearer \Vorhersage.

Wie zu erwarten fallen die Verbesserungen, die schon das Koppel navigationsprotokoll mit line-
arer mit Vorhersagefunktion gegentiber dem berichtenden Protokoll aufwelst, fir ein Fahrzeug
auf der Autobahn hoher aus (bis zu 83%) alsz. B. fur den Stadtverkehr (biszu 63%). Der Grund
dafUr ist der deutlich gleichformigere Verkehr, in Bezug auf Geschwindigkeits- und Richtungs-
anderungen, sowie die geringere Anzahl von Kreuzungspunkten auf der Autobahn. Bei alen
Bewegungscharakteristika nehmen die Verbesserungen mit einer htheren geforderten Genauig-
keit ab, daes mit einem zunehmenden Zeitabstand zwischen Aktualisierungsnachrichten immer
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wahrscheinlicher wird, dass das mobile Objekt Geschwindigkeit oder Bewegungsrichtung &n-
dert. Bei dem geringsten betrachteten Wert fir die geforderte Genauigkeit von 20 m gibt esent-
gegen diesem Trend z. T. eine leichte Abnahme der Verbesserung, da sich dort die Ungenauig-
keit des GPS-Empfangers bemerkbar macht.

Das kartenbasierte Koppelnavigationsverfahren verringert die benétigten Positionsaktualisie-
rungen im Falle des Autobahnverkehrs um bis zu weiteren 60% verglichen mit dem Koppel na-
vigationsverfahren mit linearer Vorhersagefunktion. Nur fir einen Ful3ganger und die hochste
geforderte Genauigkeit benttigt das kartenbasi erte Verfahren mehr Nachrichten. Dartber hin-
aus kann das kartenbasi erte K oppel navigationsprotokol |, im Gegensatz zu dem mit linearer Vor-
hersage, die Verbesserungen auch fir eine geringere geforderte Genauigkeit aufrecht erhalten
(was besonders deutlich in Abbildung 6-19 zu sehen ist), da es besser in der Lage i<, die zu-
kinftige Position des mobilen Objekts vorherzusagen.

6.6 Zusammenfassung und Erweiterungsmoglichkeiten

In diesem Abschnitt wurde ein umfassender Uberblick tiber verschiedene Protokollklassen ge-
geben, die sich zur Ubertragung von Positionsinformationen mit hoher Genauigkeit eignen. Ein
Einsatz dieser Protokolleist dabei nicht auf den LS beschrénkt, sondernist tberall dort moglich,
wo Positionsinformationen kontinuierlich Ubertragen werden sollen. Mit Hilfe des hier vorge-
stellten Vergleichsdieser Protokolle hinsichtlich ihrer Eigenschaften kann fiir elne vorgegebene
Aufgabenstellung ein geeignetes Protokoll ausgewahlt werden. Eine analytische Betrachtung
der Protokolle ermoglicht weiterhin eine Abschétzung fir die durch ein Protokoll verursachte
Netzwerklast, die resultierende mittlere Ungenauigkeit der Ubertragenen Positionsinformatio-
nen und die Angabe einer oberen Grenze fir deren maximale Ungenauigkeit. Simul ationsergeb-
nisse, die auf GPS-Protokollen der Bewegungen realer Objekte basieren, bestétigen die Ergeb-
nisse der Analyse.

Aufbauend auf die zwei grundlegenden Klassen der anfragenden und berichtenden Protokolle
haben wir ein kombiniertes Protokoll vorgeschlagen, das deren positive Eigenschaften vereint
und fur die meisten Einsatzzwecke geeignet sein sollte. Insbesondere kommt es im Gegensatz
zu den berichtenden Protokollen auch mit einer je Anfrage geforderten Genauigkeit der Positi-
onsinformationen zurecht. FUr das kombinierte Protokoll kann die Analyse geeignete Parame-
tereinstellungen fUr el ne bestimmte Einsatzumgebung liefern. Eine hier nicht betrachtete Erwel-
terungsmaglichkeit fur das kombinierte Protokoll stellen Mechanismen zur adaptiven Anpas-
sung an die jeweilige Einsatzumgebung dar, die z. B. auf einer Minimierung der durch Glei-
chung 6-12 abgeschétzten Netzwerklast beruhen.
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Auf dieviel versprechende Klasse der Koppel navigationsprotokolle wurde im Detail eingegan-
gen und ein Uberblick Gber mogliche Varianten gegeben. Darauf basierend wurde ein neuartiges
kartenbasiertes Verfahren vorgestellt. Durch umfangreiche Smulationen fur unterschiedliche
Bewegungscharakteristika mobiler Objekte haben wir das kartenbasierte Koppelnavigations-
protokoll, ein einfacheres K oppel navigationsprotokoll mit linearer Vorhersagefunktion und ein
Nicht-K oppel navigationsprotokoll verglichen. Es hat sich gezeigt, dassfur alle Bewegungscha-
rakteristika schon das einfachere K oppel navigationsprotokoll eine deutliche Verbesserung ge-
genltber den Nicht-Koppelnavigationsverfahren darstellt. Durch Einsatz des kartenbasierten
Verfahrens kann die Zahl der notwendigen Aktualisierungsnachrichten z. T. nochmal um mehr
asdie Halfte reduziert werden (insgesamt um bis zu 91%). Wir sind der Uberzeugung, dasssich
Koppel navigationsprotokolle flr spezielle Einsatzgebiete noch weiter optimieren lassen und
dass sie ein wichtiger Baustein fur das Verwalten von hochaktuellen Positionsinformationen in
Anwendungen mit Ortsbezug sind.

Eine weitere Verbesserung der Koppel navigationsprotokolle kdnnte durch eine Einbeziehung
von Geschwindigkeitsdnderungen in die Vorhersagefunktion erreicht werden. So sind viele der
verbleibenden Positionsaktualisierungen durch Geschwindigkeitsidnderungen bedingt, in einem
extremen Beispiel wenn ein Fahrzeug an einer Ampel halten muss. Bei einem kartenbasierten
Verfahren konnte beispielsweise zusétzlich die Information Uber Geschwindigkeitsbeschran-
kungen verwendet werden, um die angenommene Geschwindigkeit fur ein mobiles Objekt ent-
sprechend anzupassen. Die Vorhersagefunktion kdnnte weiterhin auch um eine Berticksichti-
gung der Beschleunigungs- und Abbremsphasen der mobilen Objekte erweitert werden. Dadie-
se dllerdings eineim Vergleich zu den in unseren Simulationen betrachteten Aktualisierungsin-
tervalen kurze Dauer haben, macht dies voraussichtlich jedoch nur fur eine sehr hohe
geforderte Genauigkeit Sinn und auch nur dann, wenn auch die erwartete Zielgeschwindigkeit
mitbertcksichtigt wird.
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Kapitel 7

Experimente

In diesem Kapitel sollen diein Kapitel 5 vorgestellte Architektur und Algorithmen anhand von
Messungen an einer prototypischen Implementierung des LS evaluiert werden. Da die Lels
tungsfahigkeit des LS zu einem grol3en Teil davon abhangt, wie effizient Anfragen von den be-
teiligten Lokations-Servern bearbeitet werden konnen, haben wir unsfir eine Bewertung durch
Messungen entschieden. Durch eine Simulation, z. B. unter Verwendung des weit verbreiteten
Netzwerksimulators NS-2 (BAJAJET AL. (1999)), hétte nur der Kommunikationsaufwand und
nicht die Bearbeitungszeiten auf den Servern berticksichtigt werden konnen.

Fir die Experimente mit dem verteilten LS wurde ein an der Abteilung Vertellte Systeme vor-
handenes Testsystem bestehend aus acht PCs (siehe HERRSCHER, LEONHARDI &
ROTHERMEL (2002) oder NEL (2001)) verwendet. Sieben davon standen fir die Messungen als
einzelne Lokations-Server in verschiedenen zu untersuchenden Konfigurationen zur Verfu-
gung, daeiner der Rechner fir die Steuerung der Experimente vorgesehen ist. Ein geplantes er-
weltertes System mit Uber 32 Knoten, verbunden Uber ein konfigurierbares Hochgeschwindig-
keitsnetzwerk, war leider zum Zeitpunkt dieser Arbeit noch nicht verfugbar.

7.1  Prototypische Implementierung des LS

Fir die Messungen wurde el ne prototypische Implementierung des LS erstellt. Die Funktiona-
litét dieses Prototyps umfasst diein Abschnitt 4.2 beschriebene einfache Registrierung von mo-
bilen Objekten, Positionsaktualisierungen und die Zustandigkeitsiibergabe zwischen Lokati-
ons-Servern. Weiterhin werden die in Abschnitt 4.3 beschriebenen Positions-, Gebiets- und
Nachbarschaftsanfragen in einer leicht vereinfachten Form, bel der nur die in den L okationsbe-
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zeichnern gespei cherten Positionsinformation und nicht die Aufenthaltsbereiche berticksichtigt
werden, unterstiitzt. Der Prototyp beherrscht weiterhin eine verteilte Bearbeitung der jeweiligen
Funktionen entsprechend den Algorithmen aus Abschnitt 5.4. Diein Abschnitt 5.5 vorgestellten
Mechanismen zur Optimierung der Algorithmen durch Zwischenspeichern von Informationen
werden hier nicht betrachtet.

Der Prototyp des LS wurde unter Verwendung der Programmiersprache Java 1.3 (SUN (2001))
implementiert und baut auf diein der Diplomarbeit WUNSCHE (1999) entstandenen Vorarbeiten
auf. Der Prototyp ist sowohl auf PCs unter den Betriebssystemen Microsoft Windows (getestet
mit Windows 98, NT und 2000) oder unter Linux als auch auf Sun Ultra Rechnern unter Solaris
lauffahig.

Wie in Abschnitt 5.3 beschrieben wurde fir die Speicherung der Positionsinformationen eine
Hauptspel cherdatenbank basierend auf einem Punkt-Quadtree (SAMET (1990)) verwendet, der
sich im Vergleich mit anderen Indexstrukturen (siehe HASSLER (2001)) als am geeignetsten fur
diesen Zweck herausgestellt hat. Registrierungsinformationen und Suchverweise, die auf stabi-
lem Speicher gehalten werden sollen, kénnen auf einer tber die Java Datenbankschnittstelle
JDBC angebundenen IBM DB2 Datenbank (IBM (2001)) gespeichert werden.

Die Kommunikationsprotokolle, die zum Austausch von Nachrichten zwischen Klienten, mo-
bilen Objekten und L okations-Servern bendtigt werden, sind in einer Studienarbeit FRel (2000)
entstanden und bauen auf dem leichtgewichtigen UDP-Protokoll (siehe CoMER (2000)) auf. Da
die Komponenten des L S zumeist nur einzel ne Nachrichtenpakete fir Anfragen und Ergebnisse
austauschen (z. B. zur Positionsaktualisierung), ist durch diese Realisierung eine effiziente Kli-
enten/Server- sowie Server/Server-Kommunikation gegeben. Fehlerbehandlung und Fluss-
kontrolle kénnen durch einfache Mechanismen (wie Sequenznummern und Packetbestétigun-
gen) sichergestellt werden.

7.2 Durchsatz der Datenhaltungskomponente

Um die Leistungsfahigkeit der von uns vorgeschlagenen Hauptspel cherdatenbank zu evaluie-
ren, wurden Messungen auf unterschiedlichen Zielsystemen durchgeftihrt, die den Durchsatz
bei der lokalen Bearbeitung von verschiedenen fir den LS bendtigten Operationen zeigen. Die
Ergebnisse dieser Messungen sind in Tabelle 7-1 fir die gewahlte Hauptspei cherl6sung auf ei-
nem einfachen PC mit 800 Mhz CPU und 256 MB Speicher unter Linux und einem PC-Server
mit vier 700 Mhz CPUs und 4 GB Speicher unter Windows 2000 dargestellt. Als Vergleich ent-
hélt dieletzte Spaltevon Tabelle 7-1 den Durchsatz einer entsprechenden Realisierung auf Basis
einer IBM DB2 Datenbank mit Spatial Extender (DAvVIS (1998)) in der Version 7.2, der eben-
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falls auf dem PC-Server gemessen wurde. Die fir die Datenbankldsung verwendeten SQL-An-
fragen sind in Anhang D beschrieben.

Bei den durchgefiihrten Experimenten wurde mit einer leeren Datenhaltungskomponente be-
gonnen, die fur ein Dienstgebiet der Grofde 10 mal 10 km zustandig ist. In diese wurden zuerst
nacheinander 25.000 mobile Objekte mit zufallig ausgewahlten Positionen aus diesem Dienst-
gebiet eingefugt. Anschlief3end wurden jeweils 10.000 (im Falle der Hauptspei cherldsung) bzw.
100 (im Falle der Datenbanklsung) Positionsaktualisierungen fur zuféllige Positionen sowie
Positionsanfragen fur zufallige Objekte durchgeftihrt. Schlief3dlich wurden ebenso viele Gebiet-
sanfragen fur zuféllig innerhalb des Dienstgebiets gewéhlte Gebiete mit jewells drei verschie-
denen GrolRen sowie Nachbarschaftsanfragen fur zufalige Positionen an die Datenhaltungs-
komponente gestellt. Die entsprechenden Messergebnisse sind fir die unterschiedlichen
Operationen in Tabelle 6-1 gezeigt. Die Messungen zeigen alerdings nur die fir das Speichern
und Abfragen der Informationen auf einem einzelnen Rechner bendtigte Zeit. Nicht berticksich-
tigt sind hier der fUr das Abfragen von einem entfernten Rechner aus bendtigte zusétzliche Auf-
wand, der sich durch Einschrénkungen der Netzwerkschnittstelle, das Ein- und Auspacken der
Parameter und Ergebnisse sowie das Uberpriifen der Parameter ergibt. Ergebnisse, die dies mit
berticksichtigen, sind im néchsten Abschnitt enthalten.

Unsere Ergebnisse zeigen, dass mit der hauptspeicherbasierten Losung vor alem eine sehr ef-
fiziente Bearbeitung von Positionsaktualisierungen erreicht werden kann. Positionsanfragen,
bei denen nicht auf den mehrdimensionalen Index zugegriffen werden muss, kénnen sogar noch
schneller bearbeitet werden. Der Aufwand fir elne Gebietsanfrage hangt nattirlich von der Gro-
[3e des angefragten Gebiets ab, da diese bestimmt, welcher Antell des mehrdimensionalen Inde-
xes durchsucht werden muss. Aber selbst fur die grofdten Gebiete, mit einer Seitenldnge von
1 km, kénnen auf dem PC-Server mehr als 2000 Anfragen pro Sekunde durchgeftihrt werden.
Unsere Ergebnisse zeigen weiterhin, dass sich der mehrdimensionale Index sehr schnell aufbau-
en l&sst (in unserem Fall mit Gber 25.000 Einflgeoperationen auf dem PC-Server). Dader mehr-
dimensionale Index bel einem Zusammenbruchsfehler eines L okations-Servers verloren geht,
ist dies fur das Wiederherstellen des Servers besonders wichtig. Der Index wird dabel, wie in
Abschnitt 5.3.3 beschrieben, aus den wieder elntreffenden Positionsaktualisierungen aufgebaut.

Im Vergleich dazu ist die auf Basiseiner DB2 Datenbank implementierte experimentelle Daten-
haltungskomponente um mehr als den Faktor 100 langsamer, besonders, wenn es sich um Ope-
rationen mit raumlichen Daten handelt. Wie bereits erwahnt sind herkommliche réumliche Da-
tenbanken auf komplexe Anfragen mit umfangreichen Daten ausgelegt und erzeugen auch fir
einfache Anfragen, wie sieim L S bendtigt werden, einen betréchtlichen Zusatzaufwand. Wah-
rend eine Datenbank zwar einen stabilen Speicher fUr die Positionsinformationen mit sich



124 7 Experimente

bringt, wirde besonders die niedrige Aktualisierungsrate zu einem Flaschenhals fur die Imple-
mentierung eines effizienten L okationsdienstes werden.

Zusammenfassend haben unsere Experimente gezeigt, dass mit einer hauptspeicherbasierten
Datenhaltungskomponente meist weit Uber 1000 Aktualisierungen und Anfragen pro Sekunde
selbst fir Gebietsanfragen mit grof3en angefragten Gebieten bearbeitet werden kénnen. Bei Ver-
wendung der in dieser Arbeit vorgeschlagenen hauptspeicherbasierten Ansatzes sollte, im Ge-
gensatz zu einer auf einer Datenbank basierenden L 6sung, die Datenhaltungskomponente auch
dann nicht zu einem Flaschenhal swerden, wenn sehr dynamische Positionsinformationen vieler
mobiler Objekte verwaltet werden miissen.

Operationen pro Sek. Operationen pro Sek. Operationen pro Sek.

Operationstypen Hauptspeicherdaten- Hauptspei cherdaten- DB2 Datenbank mit

P P bank auf einfachem bank auf PC-Server Spatial Extender auf

PC PC-Server

Index erstellen 13.804 pros 29.103 pro s 47,10pros
Positionsaktualisierungen 16.393 pros 70.921 pro s 55,25 pros
Positionsanfragen 131578 pro s 645.161 pro s 266,67 pro s
Gehietsanfragen (10 x 10 m) 5,583 pros 24.630 pro s 172,71 pros
Gehietsanfragen (100 x 100 m) 4387 pros 22.831pros 31,12pros
Gehietsanfragen (1 x 1 km) 496 pro s 2424 pros 4,73 pros
Nachbarschaftsanfragen 2.538pros 15.600 pros 27,58 pros

Tabelle 7-1. Durchsatz der Datenhaltungskomponente eines Lokations-Servers
mit einem Dienstgebiet der Grofde 10 km x 10 km und 25.000 registrierten

mobilen Objekten.

7.3  Antwortzeiten und Gesamtdurchsatz der Operationen

des LS

Die bisherigen Untersuchungen haben sich lediglich mit der Leistungsféahigkeit der Datenhal-
tungskomponente des L S beschéftigt. In diesem Abschnitt soll die Antwortzeit und der Durch-
satz fur die einzelnen Operationen in einem verteilten LS betrachtet werden, wie sie von einem
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entfernten Klienten, der tUber die UDP-Schnittstelle auf den LS zugreift, wahrgenommen wer-
den.

Um die Gesamtantwortzeit sowie den Gesamtdurchsatz fur die vom LS unterstiitzten Anfragen
fUr unterschiedliche Konfigurationen des LS zu ermitteln, haben wir auf dem oben erwdahnten
PC-Cluster zwei verschiedene Testkonfigurationen eingerichtet. Beide Konfigurationen haben
dieselbe Anzahl von vier Blatt-Servern, diejewellsfir ein Viertel des Gesamtdienstgebiets von
1,5 ma 1,5 km zustdndig sind (siehe Abbildung 7-1). Bel der ersten Konfiguration sollte der
maximale Verzweigungsgrad erreicht werden, weshalb ein flnfter Rechner direkt als Wurzel-
Server und Vorganger der Blatt-Server fungiert. Mit der zweiten Konfiguration soll hingegen
einetiefere Server-Hierarchie betrachtet werden. Dem Wurzel-Server sind hier zwel weiterein-
nere Lokations-Server untergeordnet, die jeweils Vorganger von zwel benachbarten Blatt-Ser-
vern sind. Die PC-Rechner, auf denen die L okations-Server der Testkonfigurationen ausgefiihrt
werden, entsprechen dem im vorigen Kapitel betrachteten einfachen PC und haben damit je-
wells eine 800-Mhz CPU, 256 MB Hauptspeicher und sind durch ein 100 MBit Ethernet Netz-
werk verbunden.

a) zweistufige Server-Hierarchie b) dreistufige Server-Hierarchie

Wurzel-Server

Blatt-Server

Anfragen und
Positionsaktualisierungen

15 krn/ Dienst- 15 km/ Dienst-
/ gebiete / gebiete

1,5 km > 1,5 km

Anfragen und
Positionsaktualisierungen

Lastgeneratoren

Abbildung 7-1. Testkonfigurationen des LS bel der Messung von Antwortzeit
und Durchsatz von ver schiedenen verteilten Operationen.
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Fir diese Konfigurationen des LS haben wir die Antwortzeiten und den Gesamtdurchsatz fir
Positionsaktualisierungen sowie fur lokale und entfernte Positions-, Gebiets- und Nachbar-
schaftsanfragen gemessen. Dasin den Gebietsanfragen abgefragte Gebiet hatte dabel die einem
groleren Raum entsprechende mittlere Grofde von 50 mal 50 Metern. Dazu haben wir zuerst
20.000 mobile Objekte mit zuféllig gewéahlten Positionen beim L Sregistriert. Fir die Messung
der Antwortzeit hat ein einzelner Rechner, der ebenfalls mit 100 M Bit/s an das Testsystem an-
gebundenist, als Lastgenerator jeweils 10.000 Anfragen der unterschiedlichen Anfragetypen an
einen entsprechenden Blatt-Server gesendet (siehe unten), so schnell wie diese vom Blatt-Ser-
ver abgearbeitet werden kénnen.

In Tabelle 7-2 sind die Ergebnisse unserer Messungen fir Positionsaktualisierungen und Posi-
tionsanfragen, in Tabelle 7-3 fur Gebiets- und in Tabelle 7-4 fir Nachbarschaftsanfragen ge-
zeigt. Die in diesen Tabellen angegebenen Antwortzeiten ergeben sich durch das durchschnitt-
liche Zeitintervall, das jewells zwischen Absenden der Anfrage und dem vollstandigen
Eintreffen der Ergebnisse beim Testklienten vergangen ist.

Bei der Messung des Gesamtdurchsatzes haben drei Rechner zur Erzeugung der notwendigen
Last an Anfragen oder Positionsaktualisierungen gedient (wie in Abbildung 7-1 gezeigt). Diese
haben Anfragen und Aktualisierungsnachrichten in mehreren paralelen Prozessen so schnell
wie mdglich und zu gleichen Teilen an die vier Blatt-L okations-Server der Testkonfiguration
gesendet. Die Blatt-Server haben damit jeweils einen gleich grof3en Antell der Gesamtlast zu
bearbeiten gehabt. Zur Bestimmung desin Tabelle 7-2 bis Tabelle 7-4 gezeigten Gesamtdurch-
satzes wurden die von den einzelnen Blatt-Servern pro Sekunde bearbeiteten Positionsaktuali-
sierungen oder Anfragen aufaddiert. Die Ergebnisse sind dabei der Mittelwert auseinem jeweils
5 Minuten dauernden Experiment.

Um die beim Traversieren der Server-Hierarchie entstehenden Kosten zu ermitteln, haben wir
in der ersten und zweiten Testkonfiguration zwischen lokalen Anfragen sowie entfernten An-
fragen, bel denen eine Traversierung von einer bzw. zwei Ebenen der Server-Hierarchie not-
wendig sind, unterschieden. Bel Positionsaktualisierungen (diein unserer Architektur immer lo-
kal sind) sowie fir lokale Positions-, Gebiets- und Nachbarschaftsanfragen wurde die Anfrage
immer an den Blatt-Lokations-Server gestellt, der diese vollstandig bearbeiten kann. Fir ent-
fernte Anfragen wurde ein Kontakt-Server gewahlt, der, wenn eine Hierarchieebene durchlau-
fen werden soll, im selben Teilbaum wie der Ziel-Server gelegenist, bzw. im anderen Teilbaum,
wenn zwei Hierarchieebenen traversiert werden sollen.

Weiterhin haben wir auch den Zusatzaufwand untersucht, der sich aus entfernten Gebietsanfra-
gen ergibt, von denen mehr al's einen Blatt-L okations-Server betroffenist. Zu diesem Zweck ha-
ben wir in der ersten Testkonfiguration ein Gebiet abgefragt, das (1) komplett im Dienstgebiet
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eines Blatt-Servers liegt, das (2) sich mit den Dienstgebieten von zwel Blatt-Servern Uberlappt
und das (3) sich mit den Dienstgebieten aller vier Blatt-Server Gberschneidet.

Der Gesamtdurchsatz an Positionsaktualisierungen, den der LS in unseren Testkonfigurationen
erreicht, wirde ausrei chen, um die Positionsinformationen von mehr als 55.000 mobilen Objek-
ten mit einer durchschnittlichen Geschwindigkeit von 3 km/h und einer Genauigkeit von 25 m
selbst bel einem einfachen Aktualisierungsprotokoll zu verwalten. Lokale Anfragen kdnnen
vergleichsweise effizient bearbeitet werden, wobei Durchsatz und Antwortzeiten bei Nachbar-
schaftsanfragen und vor allem bei Gebietsanfragen schlechter sind a's bei Positionsanfragen.
Der Grund hierfr ist der grofRere Aufwand bel der Bearbeitung dieser Anfragen sowie die gro-
[3ere Ergebnismenge.

Operation Antwortzeit Durchsatz

Positionsaktualisierung (mit ACK) 25ms 1946 pros
Lokal e Positionsanfrage 2,6 ms 1.754 pros
Entfernte Positionsanfrage (1 Hierarchieebene) 11,2 ms 393 pros
Entfernte Positionsanfrage (2 Hierarchieebenen) 16,8 ms 238 pros

Tabelle 7-2. Antwortzeit und Gesamtdurchsatz fir Positionsaktualisierungen
sowie lokale und entfernte Positionsanfragen in den
Testkonfigurationen des LS.

Obwohl Durchsatz und Antwortzeiten fir entfernte Anfragen immer noch gut sind, sind beson-
ders entfernte Gebietsanfragen deutlich teuerer aslokale Anfragen. Der Grund hierfir liegt da-
rin, dass von einer entfernten Anfrage immer mindestens drel L okations-Server betroffen sind.
Hier wirkt sich zunéchst auch der zusétzliche Kommunikationsschritt aus, der sich aus unserer
Entscheidung ergibt, die Teilergebnisse erst zum Kontakt-Server der Anfrage zu schicken, be-
vor sie gesammelt dem Klienten Gbermittelt werden (siehe Abschnitt 5.4). Das Durchlaufen von
weliteren Hierarchiestufen verlangert in unseren Testkonfigurationen die Antwortzeit nur noch
um je nach Anfrage etwa 5,5 ms. Eine deutliche Verbesserung sollten auch die in Abschnitt 5.5

1. Um zukiinftig eine moglichst hohe Anzahl von Knoten zu erméglichen, besteht das verwendete Test-
system nur aus einfachen PC-Rechnern. Ein deutlich héherer Durchsatz sollte sich durch den Einsatz
von entsprechenden Server-Rechner erreichen lassen (vgl. auch Tabelle 7-1). In friiheren Messungen,
deren Ergebnissein LEONHARDI & ROTHERMEL (2002) beschrieben sind, wurde auf einem System aus
SUN Rechnern ein meist mehr a's doppelt so hoher Durchsatz erzielt.
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skizzierten hier nicht berticksichtigten Optimierungen bringen, die das Durchlaufen der Server-

Hierarchie vermeiden.

Operation Antwortzeit Durchsatz

Lokale Gehietsanfrage 159 ms 471 pros
Entfernte Gebietsanfrage (1 Hierarchieebene, 1 Server) 49,2 ms 143 pro s
Entfernte Gebietsanfrage (1 Hierarchieebene, 2 Server) 49,5 ms 116 pros
Entfernte Gebietsanfrage (1 Hierarchieebene, 4 Server) 48.4 ms 100 pro s
Entfernte Gebietsanfrage (2 Hierarchieebenen, 1 Server) 53,9 ms 110 pros

Tabelle 7-3. Antwortzeit und Gesamtdurchsatz fur lokale und entfernte

Gebietsanfragen in den Testkonfigurationen des LS.

Operation Antwortzeit Durchsatz

L okale Nachbarschaftsanfrage 4,2 ms 1.138pros
Entfernte Nachbarschaftsanfrage (1 Hierarchieebene) 16,5 ms 246 pro s
Entfernte Nachbarschaftsanfrage (2 Hierarchieebenen) 22,9 ms 191 pros

Tabelle 7-4. Antwortzeit und Gesamtdurchsatz fr |okale und entfernte
Nachbarschaftsanfragen in den Testkonfigurationen des LS.

7.4  Verzweigungsgrad der Server-Hierarchie und Lokali-

tat der Anfragen

Wahrend die bisherigen Ergebnisse die Verarbeitungsgeschwindigkeit fr einzelne Operationen
und die Auswirkungen einer unterschiedlichen Hohe der Server-Hierarchie zeigen, soll im Fol-
genden der Verzweigungsgrad der Hierarchiein Bezug auf die Lokalitét der Anfragen betrachtet
werden. Zu diesem Zweck wurde fur verschiedene Testkonfigurationen mit einem Verzwel-
gungsgrad zwischen drel und finf (siehe Abbildung 7-2) der Durchsatz fir einen vorgegeben
Anfrage-Mix mit einem variierten Anteil von lokalen und entfernten Anfragen gemessen. Falls
nicht ausdricklich erwéahnt, entsprechen die Rahmenbedingungen dieser Experimente denen

der im vorigen Abschnitt beschriebenen.
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Blatt-Server

1,5km Dienst- 15 km/ Dienst-
/ gebiete / gebiete

Blatt-Server

15 km/ Dienst-
/ gebiete

Abbildung 7-2. Testkonfigurationen desLSbel der Messung der Auswirkungen
von Verzweigungsgrad und Lokalitat der Anfragen.

Bei der Haufigkeit der verschiedenen Anfragetypen innerhalb dieses Anfrage-Mixeswurde ein
Verhaltnis von 20% zu 40% zu 40% zwischen Positions-, Gebiets- und Nachbarschaftsanfragen
gewahlt. Dieses Verhdtnis ist durch Erfahrungen mit einer prototypischen Realisierung einer
auf den LS aufsetzenden ortsbasierten Anwendung als Erweiterung des VIT-Systems (siehe
LEONHARDI ET AL. (1999) oder FRITZ (1999)) motiviert. Dort hat sich gezeigt, dass Gebiets-
und Nachbarschaftsanfragen haufig fur periodisch wiederkehrende Systemfunktionen verwen-
det werden, wie das Anzeigen der Positionen anderer Benutzer auf einer Stral3enkarte. Positi-
onsanfragen werden hingegen hauptsachlich fir weniger haufige Benutzeranfragen, wie das
Setzen eines ortsbezogenen L esezeichens, verwendet. Allerdings weisen die verschiedenen An-
fragetypen auch ein @nliches Verhdtnis fur den Durchsatz im lokalen und entfernten Fall auf
(siehe vorheriger Abschnitt). Eine andere Haufigkeit der Anfragetypen innerhalb des Anfrage-
Mixes sollte daher keinen wesentlichen Unterschied beim Verhalten des LS fur verschiedene
Verzwel gungsgrade machen.

AlsHintergrundlast wurden von zwei zusétzlichen Rechnern fiir jeden Blatt-Server 5000 mobi-
le Objekte vor dem Experiment beim LS angemeldet und ihre Positionsinformationen wéahrend
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des Experiments entsprechend einem sogenannten Random-\Waypoi nt-Bewegungsmodel | aktu-
aisiert. Bel diesem Modell wéhlt ein mobiles Objekt jeweils einen zuféligen Ziel punkt aus dem
gesamten Dienstgebiet und bewegt sich mit einer Geschwindigkeit von in unserem Fall durch-
schnittlich 3 km/h auf direktem Wege dorthin. Dort angekommen wahlt es einen neuen Ziel-
punkt. Ein solches Random-Waypoint-Modell bzw. dhnliche Modelle werden oft verwendet,
um die Bewegungen mobiler Objekte fur die Bewertung von M obilkommunikationsarchitektu-
ren oder Netzwerkprotokollen mit mobilen Teilnehmern zu beschreiben (wie zB. in
BROCH ET AL. (1998)).

Dahier nur eine Hintergrundlast an Positionsaktualisierungen und Zustandigkeitsiibergaben er-
zeugt werden sollte, ist ein einfaches Bewegungsmodell ausreichend. Mit einer durchschnittli-
chen Geschwindigkeit von 3 km/h wird die Bewegung von Ful3gangern nachgebildet. Die An-
zahl von Positionsaktualisierungen, die bei einer anderen durchschnittlichen Geschwindigkeit
(z. B. der eines Fahrzeugs) anfdllt, 1&sst sich mit Hilfe der Formeln aus Abschnitt 6.4 errechnen.
Die Anzahl der mobilen Objekte, die der LS in der betrachteten Konfiguration und einer jewei-
ligen Anfragelast verwalten kann, wird sich dann um den entsprechenden Faktor verringern
bzw. erhGhen.

In Abbildung 7-3 sind die Ergebnisse unserer Experimente gezeigt. Der Anteil an entfernten
Anfragen wurde dabei in Schritten von 0,1 von O (nur lokale Anfragen) auf 1 (nur entfernte An-
fragen) erhdht. Um die Ergebnisse der verschiedenen Konfigurationen mit einer unterschiedlich
grof3en Anzahl von Blatt-Servern vergleichbar zu machen, ist der Durchsatz jewells auf den Fall
mit nur lokalen Anfragen normiert.

Abbildung 7-3 zeigt, dass der Durchsatz bei einem grofderen Anteil an entfernten Anfragen mit
einem hoheren Verzweigungsgrad der Server-Hierarchieimmer weiter abnimmt. Der Grund da-
far liegt in der hdheren Belastung des Wurzel-Servers, da dieser die entfernten Anfragen fir
eine grolere Anzahl von Kind-Servern weiterzuleiten hat. Die Ergebnisse aus dem vorigen Ab-
schnitt haben hingegen gezeigt, dass eine mehrstufige Hierarchie fUr einen Teil der Anfragen
Einbuf3en bei Antwortzeiten und Durchsatz mit sich bringt und dass unter diesem Gesichtspunkt
eine moglichst flache Hierarchie zu bevorzugen ist. Bel der Konfiguration des LS fur eine kon-
krete Einsatzumgebung muss also auf diese zwei Gesi chtspunkte Riicksicht genommen werden.
Ausgehend von der Anzahl der zu unterstiitzenden mobilen Objekte und damit der Anzahl be-
notigter Blatt-L okations-Server sowie der zu erwartenden Lokalitét der Anfragen, die sich aus
den eingesetzten Anwendungen ergibt, muss so el ne geeignete Hohe und der passende Verzwei-
gungsgrad fur die Server-Hierarchie des LS gefunden werden.
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Anteil entfernter Anfragen

Abbildung 7-3. Durchsatz des LSbel ver schiedenen Testkonfigurationen mit ei-
nem Ver zwei gungsgrad zwischen 3 und 5 fiir einen unter schiedlich hohen Anteil
an entfernten Anfragen.

7.5 Konfiguration des LS

Wiein Abschnitt 5.2.2 angesprochen sind die Parameter, die eine Konfiguration des L S bestim-
men, 1) die GrofRe und Form der Dienstgebiete der Blatt-Server, 2) der Verzweigungsgrad der
Server-Hierarchie sowie 3) deren Hohe. Aus den Ergebnissen der in diesem Kapitel beschrie-
benen Experimente an einer prototypischen Implementierung desL Slassen sich einige Anhalts-
punkte fir eine optimale Einstellung dieser Parameter ziehen. Diese werden im Folgenden zu-
sammengefasst. Eine weiterflhrende Betrachtung geht tber den Rahmen dieser Arbeit hinaus
und sollte das Ziel zuktinftiger Untersuchungen sein (siehe auch Abschnitt 9.3).

Die Grof3e eines Blattdienstgebiets wird beschrankt durch die L el stungsfahigkeit desihm zuge-
ordneten Blatt-Servers, der die Positionsaktualisierungen der darin befindlichen mobilen Ob-
jekte und Anfragen hinsichtlich ihrer Position verarbeiten muss. Unsere in Abschnitt 7.3 be-
schriebenen Experimente zeigen den Durchsatz fir die entsprechenden Operationen anhand
einer prototypischen Implementierung des LS. Fir eine bestimmte Server-Hardware kann die
L eistungsfahigkeit tber entsprechende Benchmark-Tests ermittelt werden. Die Anzahl von Po-
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sitionsaktualisierungen, die flr ein bestimmtes Dienstgebiet zu verarbeiten sind, ergibt sich ab-
hangig vom eingesetzten Positionsaktualisierungsprotokoll aus der Zahl der mobilen Objektein
diesem Dienstgebi et? sowie deren durchschnittlicher Geschwindigkeit entsprechend den Glei-
chungen aus Abschnitt 6.4. Die Menge der zu verarbeitenden Anfragen héngt ebenfalls z. T.
von der Anzahl der mobilen Objekte im Dienstgebiet ab, vor allem, wenn diese auch gleichzel-
tig Klienten des LS sind. Dartiber hinaus wird sie allerdings stark von den Anwendungen beein-
flusst, die den LS nutzen, und muss daher fir das jewellige Einsatzgebiet gesondert ermittelt
werden. Die Form der Blattdienstgebiete sollte schliefdlich so gewahlt werden, dass moglichst
wenig Zustéandigkeitsiibergaben bendtigt werden. Bel einer gleichférmigen Vertellung und Be-
wegung der mobilen Objekte wirde dies bedeuten, dessen Umfang so gering wie moglich zu
halten.

Die Auswirkungen des Verzwelgungsgrads der Server-Hierarchie des LS héngen stark von der
Lokalitét der Anfragen ab, wie in Abschnitt 7.4 gezeigt wurde. Die Lokalitat der Anfragen ist
wiederum stark abhéngig von der Nutzung des L S durch ortsbezogene Anwendungen und muss
fUr den jeweiligen Einsatzzweck ermittelt werden. Grundsétzlich ist ein hoher Verzweigungs-
grad fur den LS vorzuziehen, da dieser eine niedrige Hohe der Server-Hierarchie erméglicht
und damit die Kosten fur deren Traversierung verringert (siehe unten). Die in Abschnitt 7.4 be-
schriebenen Untersuchungen zeigen allerdings, dass bei einer geringeren Lokalitét der Anfra
gen (mehr als 20% an entfernten Anfragen) die Leistungsfahigkeit des LS mit einem hdheren
Verzweigungsgrad abnimmt. Ein hoher Verzweigungsgrad ist daher nur bel einer sehr hohen
Lokalitéat der Anfragen sinnvoll. Wegen der eingeschrankten Zahl von zur Verfiigung stehenden
Testrechnern konnte dieser Zusammenhang zwischen der Lokalitét von Anfragen und dem Ver-
zweigungsgrad der Server-Hierarchie allerdings nur tendenziell aufgezeigt werden und solltein
weiteren Arbeiten ausfuhrlicher untersucht werden.

Wenn der Verzweigungsgrad der Server-Hierarchie und die Grof3e der Blattdienstgebiete vorge-
geben sind, kann die benttigte Hohe aus der Grof3e des abzudeckenden Gesamtdienstgebiets
unter Verwendung bekannter Gleichungen fur Baumstrukturen berechnet werden. Die K osten
fUr die Operationen des LS, die bei der Traversierung einer zusétzlichen Hierarchieebene ent-
stehen, kdnnen aus den Unterschieden in Durchsatz und Antwortzeiten fir lokale und entfernte
Operationen, wie sie in Abschnitt 7.3 beschrieben sind, ersehen werden.

2. Bestimmt durch den Flacheninhalt des Dienstgebiets multipliziert mit der darin vorhandenen Dichte an
mobilen Objekten.
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7.6 Zusammenfassung

Unsere Experimente mit einer prototypischen Realisierung des LS haben zum einen gezeigt,
dass mit der vorgeschlagenen hauptspeicherbasierten Datenhaltung eine sehr deutliche Leis-
tungsverbesserung gegentiber einer herkdbmmlichen rdumlichen Datenbank erzielt werden
kann. Zum anderen kann auch die verteilte Architektur des LS Anfragen und vor allem Positi-
onsaktualisierungen effizient ausftihren. Diesist vor allem fir lokale Anfragen der Fall, dieja
nach unseren Annahmen einen hohen Anteil der Anfragen ausmachen werden. Entfernte Anfra-
gen weisen immer noch eine gute Antwortzeit und elnen guten Durchsatz auf, die allerdings ge-
genlber lokalen Anfragen abhéngig von der Hohe der Server-Hierarchie und deren Verzwel-
gungsgrad z. T. deutlich abnimmt. Eine Verbesserung der Leistungsfahigkeit desL S sollte sich
in vielen Fallen durch den Einsatz der in Abschnitt 5.5 betrachteten M echanismen zum Zwi-
schenspeichern von Informationen ergeben (siehe auch Abschnitt 9.3). Voraussetzung fr eine
solche Erweiterung der Architektur des LS ist allerdings auch eine detailliertere Untersuchung
verschiedener Konfigurationen, fir die eine Testumgebung mit einer grofderen Anzahl von Kno-
ten benttigt wird. Schliefdlich geben diein diesem Kapitel beschriebenen Ergebnisse einige An-
haltspunkte daflr, wie eine optimale Konfiguration des LS fir einen bestimmtes Einsatzgebiet
aussehen muss.



134 7 Experimente



Kapitel 8

Sicherheits- und Datenschutzaspekte

Bei den Positionsinformationen, die im LS gespeichert sind, handelt es sich um aul3erst sensiti-
ve Informationen. So kann z. B. Uber die Positionsinformation auf die aktuelle Tatigkeit eines
Benutzers geschlossen oder, durch deren Beobachtung Uber einen langeren Zeitraum hinweg,
ein sehr detallliertes Profil seiner Gewohnheiten erstellt werden. Mégliche Benutzer des LS
werden daher nur zulassen, dass dieser ihre Position speichert, wenn sie sicher sind, dass die
entsprechende Information vertraulich behandelt wird. Der LS muss also ein wirksames Kon-
zept fur eine Zugriffskontrolle und die Garantie des Datenschutzes bieten.

Beim Entwurf von entsprechenden Zugriffskontrollmechanismen fir Positionsinformationen
soll daher darauf geachtet werden, dass die Kontrolle Uber die Herausgabe dieser Informationen
schlussendlich bel dem betreffenden Benutzer selbst liegt. Dabel gilt es zwei unterschiedliche
Aspekte zu beachten:

» Der Benutzer vertraut dem LS selbst.
» Der Benutzer vertraut dariiber hinaus bestimmten Klienten oder Klientengruppen.

In SPREITZER & THEIMER (1993) wird vorgeschlagen, zum Zweck der Zugriffskontrolle die Po-
sitionsinformationen eines Benutzers in einem sogenannten Benutzeragenten zu kapseln. Die-
ser wird auf einem Rechner ausgefuhrt, der sich unter Kontrolle des Benutzers befindet, und
Uberwacht sdmtliche Anfragen beziiglich dessen Position. Dieser Ansatz ist zwar fur Positions-
anfragen moglich, erschwert allerdings die Ausfiihrung von Gebiets- und Nachbarschaftsanfra-
gen sowie die Uberwachung von entsprechenden Ereignissen betréachtlich. Fir den LS, bei dem
die effiziente Ausfthrung von letzteren von grof3er Bedeutung ist, trégt ein solcher Ansatz daher
nicht.

135
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Der LS muss deshalb Zugriffskontrollmechanismen beinhalten, die es seinen Benutzern erlau-
ben, die Genauigkeit der Uber sie gespeicherten Positionsinformationen insgesamt zu steuern
und andererseits zu bestimmen, welche Benutzer bzw. Benutzergruppen mit welcher Genauig-
keit auf die Positionsinformationen zugreifen durfen.

Die Sicherheitsrelevanz einer Positionsinformation hangt dabei, wie ihr Informationsgehalt
auch, von ihrer Genauigkeit ab. Wahrend ein Benutzer es zulassen mag, dass seine Kollegen er-
fahren, ob er sich an seiner Arbeitsstelle aufhalt oder zu Hause, will er vielleicht nicht, dasssie
erfahren, wo genau er sich innerhalb des Blrogebaudes befindet (z. B. in der Kaff eeecke anstatt
in seinem Biro). Dieim Folgenden beschriebenen Schutzmechanismen sollen daher den Benut-
zern erlauben, den gewtinschten Grad an Sicherheit anhand der Genauigkeit der Positionsinfor-
mationen (siehe auch LEONHARDT (1998)) vorzugeben.

In diesem Kapitel wird ein einfaches Konzept vorgestellt, das die Sicherheits- und Daten-
schutzaspekte im LS adressiert. Dies betrifft vor allem Mechanismen fuir eine Kontrolle des Zu-
griffs auf die im LS gespeicherten Positionsinformationen. Innerhalb des Nexus-Projekts wer-
den die Sicherheitsaspekte von den Projektpartnern am Institut fur Kommunikationsnetze und
Rechnersysteme (IKR) behandelt (siehe HAUSER & KABATNIK (2001) und HAUSER, LEONHAR-
DI & KUHN (2002)). Die hier beschriebenen Mechanismen sind Ergebnisse einer entsprechen-
den Zusammenarbeit. Zukinftige Arbeiten am IKR haben die weiterfuhrende Untersuchung
von Schutzmechanismen fur Positionsinformationen zum Ziel.

8.1 Sicherheitsinfrastruktur

Fir die im Folgenden beschriebenen Mechanismen wird eine Sicherheitsinfrastruktur voraus-
gesetzt, die auf asymmetrischen Schitisseln basiert (engl. public key infrastructure, kurz PKI).
Jede beteiligte Komponente hat dazu sowohl einen geheimen Schltssel, der nur ihr selbst be-
kannt ist, als auch einen offentlichen Schitissel, den die anderen beteiligten Komponenten ken-
nen. Die Kommunikation zwischen mobilen Objekten, Klienten und dem LS wird mit deren
Hilfe verschlUsselt, um die Geheimhaltung und I ntegritét der Kommunikation zu gewéhrleisten
und zu verhindern, dass ein Angreifer die ausgetauschten Positionsinformationen durch Abho-
ren der Kommunikation ausspdhen oder verfalschen kann (siehe z. B. STALLINGS (1995)).

Die PKI erlaubt weiterhin eine Authentifizierung der an einer Kommunikation beteiligten Par-
teien, die beispielsweise verhindert, dass sich ein Angreifer falschlicherweise als ein berechtig-
ter Klient oder ein mobiles Objekt ausgibt. In diesem Zusammenhang muss die Zugehdrigkeit
eines offentlichen Schllssels zu elner bestimmten Person oder e nem bestimmten Dienst garan-
tiert sein. Zu diesem Zweck werden eine oder mehrere sogenannte vertrauenswurdige dritte Par-
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teien (engl. trusted third party, kurz TTP) bendtigt, die diese Zuordnung kennen und zertifizie-
ren. Uber eine TTP kann auch eine Abrechnung fiir im Zusammenhang mit der Verwendung des
LS in Anspruch genommenen Dienste durchgefiihrt werden, ohne dass die wirkliche Identitét
des Zahlenden bekannt sein muss.

8.2  Einschrankungen gegentber dem Lokationsdienst

Gegenlber dem LS soll das Prinzip der Datensparsamkeit berticksichtigt werden (siehe MUL-
LER & RANNENBERG (1999)), d. h. eswerden dort nur die Daten gespeichert, die auch wirklich
bendtigt werden. So ist es nicht notwendig, die Positionsinformation eines Benutzersim LS un-
ter dessen vollstandiger Identitdt zu speichern; statt dessen wird ein Pseudonym P verwendet,
das von einer TTP vergeben wird, die auch die Identitét des dazugehtrenden Benutzers kennt.
Ein Benutzer meldet sich unter diesem Pseudonym beim LS an, das dort dann dem eindeutigem
Objektbezeichner ol D entspricht. Ortsbezogene Dienste und Personen, denen der Benutzer den
Zugriff auf seine Positionsinformationen erlauben will, Gbergibt er eine Referenz auf dieses
Pseudonym, gegebenenfalls zusammen mit einem entsprechenden Autorisierungszertifikat
(siehe unten). Uber die Referenz kann daraufhin auf die vom LS fiir den Benutzer verwaltete
Positionsinformation zugegriffen werden.

Wie schon in Kapitel 4 beschrieben und in den Schnittstellen, der Architektur sowie den Me-
chanismen des L S beriicksichtigt, kann der Benutzer zusétzlich vorgeben mit welcher Genauig-
keit die Positionsinformation tber ihnim LS gespeichert sein soll. Der LS erhélt die Positions-
information dann nur noch mit der eingestellten Genauigkeit Ubermittelt. Die Aktualisierungs-
protokolle, die zur Ubertragung der Positionsinformationen mit einer vorgegebenen Genauig-
keit bendtigt werden, wurden in Kapitel 6 beschrieben. Bei den dort betrachteten Protokollen
werden zwar die Positionsinformationen bei der Ubertragung mit der Genauigkeit des Positio-
nierungssensors Ubermittelt, allerdings konnen auch hier vor der Ubertragung die in
Abschnitt 8.4 beschriebenen Mechanismen zur Umrechnung in ungenauere Positions nformati-
onen eingesetzt werden. Dies funktioniert nattirlich nur, wenn ein lokales Positionierungssys-
tem verwendet wird, das sich unter der Kontrolle des Benutzers befindet.

Bei einem externen Positionierungssystem ist es aus Datenschutzgesi chtspunkten wiinschens-
wert, dass dieses von einem anderen Betreiber kontrolliert wird, als der LS selbst. Ein Benutzer
muss darauf vertrauen konnen, dass dessen Betreiber die Positionsinformationen nicht mit einer
hoheren Genauigkeit an den LS weitergibt, als vereinbart. Dies kann durch entsprechende Ver-
tragsbedingungen und gegebenfalls durch darin vereinbarte Sanktionen geregelt werden. Dies
bedeutet, dass hier nicht technische, sondern einzig vertragliche Mal3nahmen erfolgverspre-
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chend sind. Lokale Positionierungssysteme sind aus diesem Grund gegenlber externen zu be-
vorzugen.

8.3  Mechanismen zur Zugriffskontrolle

Um eine flexible Zugriffskontrolle auf die im LS gespeicherten Positionsinformationen zu er-
moglichen (vgl. HAUSER & KABATNIK (2001)), beruhen die folgenden M echanismen auf dem
in ELLISON (1999) und AURA (1999) vorgeschlagenen Konzept eines sogenannten Autorisie-
rungszertifikats (engl. authorization certificate). Dieses wird von einer registrierenden Instanz
far die von ihr verwalteten mobilen Objekte, gegebenenfalls nach Riickfrage mit dem Benutzer
oder einem Systemverwalter, vergeben. Bei der registrierenden Instanz wird es sich, wie bereits
erwahnt, in vielen Fallen um das mobile Endgerét des Benutzers selbst handeln. Im Fall eines
externen Positionierungssystems oder sehr einfachen mobilen Endgerédten (wie z. B. den in
HoOLMQUIST ET AL. (2001) beschriebenen Smart-its), die nicht direkt eitnem Benutzer zugeord-
net sind, kann die registrierende Instanz aber auch eine zentrale Verwaltungseinheit sein, die
von einem Systemverwalter administriert wird.

Ein Autorisierungszertifikat hat das im Folgenden beschriebene Format und ist mit dem gehei-
men Schltissel der registrierenden Instanz signiert. Um das Autorisierungszertifikat geheim zu
halten, kann es mit dem bekannten offentlichen Schltissel des LS verschltisselt werden.

authCert = { olD, (all | clientld| groupld),
maxAcc, startDate, expirationDate,
[noPositionQuery ,] [noRangeQuery,] [noNeighbourQuery ,]
Signatur durch Kyt } verschliisselt mit K| g

Kr ™ geheimer Schiiissel der registrierenden Instanz
K| g Offentlicher Schllssel desLS

Ein Autorisierungszertifikat erlaubt es allgemeinen Klienten (beschrieben durch das Schllissel -
wort all), einem bestimmten Klienten (beschrieben durch dessen Pseudonym, clientld) oder ei-
ner Gruppe (groupld) mit der angegebenen Genauigkeit (maxAcc) auf die Positionsinformatio-
nen eines bestimmten mobilen Objekts (ol D) zuzugreifen. Spezifischere Einstellungen, z. B. ei-
nen Klienten betreffend, Gberschreiben dabel allgemeinere, die eine Gruppe oder beliebige Kli-
enten betreffen.
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Einerseits |asst sich hier einstellen, dass die Positionsinformationen nur mit einer bestimmten
Genauigkeit, die geringer sein kann alsdie vom LS angebotene Genauigkeit (maxAcc = offered-
Acc), zurtickgegeben werden sollen.

Andererseits sind auch die grundsétzlich unterschiedlichen Anfrageklassen beriicksichtigt. Um
eine Positionsanfrage durchfthren zu kénnen, muss ein Klient den Bezeichner flr das betref-
fende Objekt kennen. Mit Hilfe von Gebiets- und Nachbarschaftsanfragen konnen dagegen die
Pseudonyme (ol D) fir bisher unbekannte mobile Objekte ausgehend von einer Position oder ei-
nem Gebiet gefunden werden. Die optionalen Parameter noPositionQuery, noRangeQuery und
noNeghbourQuery bieten daher noch die Mdglichkeit, bestimmte Klassen von Anfragen fir
das mobile Objekt einzuschranken. Im ersten Fall wird bel einem Versuch auf die Positionsin-
formationen zuzugreifen e ne entsprechende Fehlermel dung zurlickgegeben. Bel einer Gebiets-
oder Nachbarschaftsanfrage ist das mobile Objekt in der Ergebnismenge statt unter seinem ein-
deutigen Pseudonym unter einem allgemeinen anonymen Pseudonym (ol Do) enthalten. Dies
erlaubt es einer Anwendung zwar zu bestimmen, dass sich mobile Objekte in einem gewissen
Gebiet aufhalten bzw. dass sich ein mobiles Objekt in der N&he einer gewissen Position befin-
det, sie kann aber nicht tber deren Pseudonyme RUckschlUsse auf deren Identitét ziehen. Dies
wiurde es z. B. dem Betreiber eines Messestandes ermoglichen, tber eine periodische Gebiets-
anfrage zu bestimmen, wieviele Besucher sich fir seinen Stand interessieren und gegebenen-
falls, welche Exponate von besonderem Interesse sind. Er kann aber die Ergebnisse nicht ver-
wenden, um die Identitét der Besucher festzustellen und ihnen Werbung zuzusenden.

Schliefdlich enthélt ein Autorisierungszertifikat den Zeitpunkt (startDate) an dem esgultig wird
und den Zeitpunkt an dem es seine Gultigkeit verliert (expirationDate).

Bei der Registrierung eines mobilen Objekts beim LS (siehe Abschnitt 4.2) wird eine Zugriffs-
kontrollliste (engl. access control list, kurz ACL) Ubergeben, die eine Menge von vorab durch
die registrierende Instanz vergebenen Autorisierungszertifikaten darstellt. Sewird vom LS als
Teil der Registrierungsi nformationen gespeichert und kann jederzeit durch dieregistrierende In-
stanz wieder geandert werden. Jede Zugriffskontrollliste sollte dabel ein Autorisierungszertifi-
kat fur allgemeine Benutzer enthalten, um festzulegen, wie sich der LS gegeniiber unbekannten
Anfragenden verhalten soll.

Die zwel mdglichen Abléufe einer Anfrage an den LS sind in Abbildung 8-1 gezeigt. Eine An-
frage an den LS enthdlt im einfacheren Fall (Abbildung 8-1 (a)), neben dem Typ der Anfrage
und den benétigten Parametern, eine Signatur, welche die Identitét des Anfragenden bezeugt.
Wenn der LS eine solche Anfrage bearbeitet, bestimmt er anhand der Identitét des Anfragenden
und der betroffenen mobilen Objekte die zutreffenden Autorisierungszertifikate aus seinen Zu-
griffskontrolllisten. Bei der Zusammenstellung der Ergebnismenge beriicksichtigt er diein die-
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sen enthaltenen Einschrénkungen, wobel er gegebenenfalls Positionsinformationen, dieihm mit
einer hdheren Genauigkeit vorliegen, entsprechend in ungenauere Positionsinformationen um-
rechnen muss (siehe néchster Abschnitt).

b)
a) Klient
- 2. Anfrage +
Klient Autorisierungszertifikat +
Authentifizierung
\ 1. hole

Anfrage + LS Id, acl Autorisierungs-
Authentifizierung Id, acl zertifikat

Positions-
aktualisierungen
Positions-
aktualisierungen
Mobiles Objekt (und Mobiles Objekt (und

registrierende Instanz) registrierende Instanz)

Abbildung 8-1. Scherheitsmechanismen zur Zugriffskontrolle auf die im LS ge-
speicherten Positions nformationen.

Um die Flexibilitat der Zugriffskontrolle zu erhéhen und damit die Zugriffskontrolllisten nicht
zu umfangreich werden, kann ein Klient ein Autorisierungszertifikat auch direkt bei der regist-
rierenden Instanz erfragen und der entsprechenden Anfrage mitgeben (Abbildung 8-1 (b)). Da
dieZertifikate von der jewelligen registrierenden I nstanz zertifiziert werden, ist esegal, auf wel-
chem Weg sie zum LS gelangen. Der LS Uberprift daraufhin den Typ der Anfrage, die betrof-
fenen mobilen Objekte und die Identitét des Anfragenden nicht nur mit den Angaben in der
ACL, sondern auch mit den Angaben in den der Anfrage mitgegebenen Autorisierungszertifi-
katen. Aus diesem Grund enthélt ein Autorisierungszertifikat auch den Bezeichner des mobilen
Objekts, wasallein fur die Zugriffskontrolllisten, die bel der Registrierung des betreffenden Ob-
jekte festgelegt werden, nicht notwendig wére. Um die Kommunikation zwischen Klienten und
L okations-Servern geheim zu halten, kann die Anfrage mit dem bekannten 6ffentlichen SchlUs-
sel des LS verschlUsselt werden. Dieser verschlUsselt die Antwort dann wiederum mit dem o6f-
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fentlichen Schltissel desjewelligen Klienten. Insgesamt hat eine Anfrage an den LS daher das
folgende Format:

query = ( queryType, parameters,
[ authCert, |
Signatur durch Kt ) verschliisselt mit K g

KoL geheimer Schiiissel des Klienten
K| g Offentlicher Schllssel desLS

Autorisierungszertifikate, die der LS tber die Anfragen erhdlt, kann er in seiner Zugriffskont-
rollliste zwischenspeichern, um den Aufwand fur nachfolgende Anfragen zu veringern.

8.4  Sicherheitsbedingte Verringerung der Genauigkeit

von Positionsinformationen

Diein den vorherigen Abschnitten besprochenen Mechanismen zur Kontrolle des Zugriffs auf
Positionsinformationen setzen in vielen Féllen voraus, dass einem Klienten bzw. dem LS Posi-
tionsinformationen nur mit einer vorgegebenen geringeren Genauigkeit tbergeben werden (be-
schrieben durch den L okationsbezeichner |dgey), obwohl diese urspriinglich mit hoherer Genau-
igkeit vorliegen (Idyrig, mit Idgen.acc 2 ldyrig.acc). Daraus ergibt sich das Problem, die Positi-
onsinformationen so umzurechnen, dass diese insgesamt nur noch die geforderte Genauigkeit
hat, ohne dass ein Angreifer auf die hthere Genauigkeit zurtickschlief3en kann.

Zwei grundlegende M dglichkeiten fir eine solche Umrechnung sind in Abbildung 8-2 gezeigt.
Im ersten Fall wird aus einem Gitter jeweils das Quadrat zurtickgegeben, indem sichdieimLS
gespei cherte genauere Position des mobilen Objekts befindet. Das Gitter hat dabei einen Linien-
abstand, welcher der gewtinschten Genauigkeit entspricht und einen feststehenden Ursprung.
Nachteil dieser Umrechnung ist, dass ein Angreifer durch Uberwachen der zuriickgelieferten
Positionen den Zeitpunkt ermitteln kann, an dem ein mobiles Objekt eine Gitterlinie Gberschrei-
tet. In Kombination mit verschiedenen Genauigkeitsstufen ergeben sich dadurch Angriffspunk-
te fr ein Rickschlief3en auf die urspriinglichen genaueren Positionsinformationen.

Der zweite Ansatz beruht darauf, dass ein kreisférmiges Aufenthaltsgebiet mit dem Radius der
gewunschten Genauigkeit erzeugt wird, welches das urspriingliche Aufenthal tsgebiet vollstan-
dig enthdlt und welches einen zufélig gewéhlten Mittelpunkt hat. Um diesen zu bestimmen,
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wird auf jede Koordinate des Mittel punkts des urspriinglichen Aufenthaltsgebiets eine Zufalls-
zahl aus dem Bereich [0, ldyen.acc - Idgrig-acc] aufaddiert. Durch den Einsatz von kryptogra:
phisch sicheren Zufallszahlengeneratoren, bei denen im Gegensatz zu Ublichen Zufallszahlen-
generatoren kein Riickschlief3en auf den erzeugenden Algorithmus durch Beobachten einer Fol-
gevon erzeugten Zufallszahlen moglichist (siehe z. B. SCHNEIER (1995)), kann verhindert wer-
den, dass sich ein Angreifer Regelmaldigkeiten eines Zufallszahlengenerators fir einen Angriff
zu Nutze macht. Wenn ein Angreifer allerdings die M oglichkeit hat, die Positionsinformationen
innerhalb kurzer Zeit sehr haufig abzurufen (z. B. indem er mit anderen Angreifern zusammen-
arbeitet), kann er das urspriingliche Aufenthaltsgebiet einfach durch Ubereinanderlegen und
Mitteln der zurlickgegebenen A ufenthaltsgebiete bestimmen.

a) b)

ole @%@

@ urspringlicher Aufenthaltsbereich

unschéarferer Aufenthaltsbereich

Abbildung 8-2. Zwel grundlegende Mechanismen um genaue in ungenauere
Positionsi nformationen umzurechnen.

Um dieszu verhindern, wird ein sogenannter zeitabhangiger Zufall szahlengenerator verwendet,
bei dem der Betrag, um den sich zwel aufeinander folgende Zufallszahlen unterscheiden, von
der zwischen deren Erzeugung vergangenen Zeit abhéngt (siehe HATAMIAN (1995)). Die Stérke
der Abhéngigkeit, d. h. um welchen Betrag sich die Zufallszahlen innerhalb eines bestimmten
Zeitabschnitts maximal verandern, kann durch verschiedene Parametereinstellungen bestimmt
werden.

Wenn der Zufallszahlengenerator tdran(t, param) eine solche, von der aktuellen Zeit t abhangi-
ge Zufallszahl ausdem Bereich [0, 1] erzeugt, kann der Mittel punkt fir den ungenaueren Loka
tionsbezeichner 1de, folgendermalen aus dem originalen L okationsbezeichner Id,;4 errechnet
werden:

|dgen-POSX 1= 1dgyg-POSX + (Idgen.acc - ldyig.acc) - (2 - tdran(t, param) - 1)

|dgen.pos.y := Idyrigpos.y + (Idgen.acc - Idyrig.acc) - (2 - tdran(t, param) - 1)
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Die Ausgabe eines zeitabhangigen Zufallszahlengenerators ist in Abbildung 8-3 gezeigt. Da-
durch dass die Positionsinformation innerhal b eines kurzen Zeitintervalls nur noch geringftigig
verandert wird, ist die oben beschriebene Art des Angriffs nicht mehr moglich. Ein Angreifer
muisste die Positionsinformation Uber eine lange Zeit hinweg beobachten, um auf die wirkliche
Position des mobilen Objekts zurtickschlief3en zu kdnnen (dieser Zeitraum ist abhangig von den
Parametereinstellungen des Zufallszahlengenerators). Innerhalb dieses Zeitraums kann er aller-
dings nicht mehr zwischen einer wirklichen Bewegung des mobilen Objekts und einer durch
den Zufallszahlengenerator aufaddierten Veranderung unterscheiden.
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Abbildung 8-3. Funktionswel se eines zeitabhangigen Zufallszahlengenerators.

8.5 Zusammenfassung und Erweiterungsmaoglichkeiten

In diesem Kapitel wurden die Sicherheitsaspekte behandelt, die sich aus den im LS gespeicher-
ten Positionsi nformationen ergeben. Es wurde dazu ein Konzept fir eine einfache Zugriffskon-
trolle vorgestellt, welche es den jewelligen Benutzern erlaubt, zu bestimmen, welche Personen
oder Dienste Informationen Uber ihre Position beim LS abfragen durfen. Die M6glichkeit, an-
hand der Genauigkeit, mit der einzelne Klienten auf die Positionsinformationen zugreifen dir-
fen, elnen unterschiedlichen Grad an Vertrauen auszudrticken, bietet die Grundlage fir eine fle-
xible Vergabe von Zugriffsrechten. Die hier angestellten einfachen Betrachtungen zeigen, dass
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eine benutzergesteuerte flexible Zugriffskontrolle fir die Positionsinformationen im LS mog-
lichist.

Uber die hier beschriebenen Zugriffskontrollen fur Positionsinformationen hinaus sind weiter-
gehende Mechanismen zur Zugriffskontrolle denkbar, die auch die aktuelle Position des ange-
fragten mobilen Objekts und evtl. die Position des Anfragenden mit einbeziehen. Ein Anpassen
der Sicherheitsanforderungen an die Position des Objekts kann mit den oben beschriebenen Me-
chanismen zwar dadurch erreicht werden, dass die Zugriffskontrollliste entsprechend dessen
aktueller Position jewells neu gesetzt wird. Da dies jedoch bedeutet, dass die registrierende In-
stanz die Position des mobilen Objekts standig Uberwachen muss und sich die Zugriffskontroll-
listen haufig andern, wére hier eine flexiblere Definition der Zugriffskontrollanforderungen
wunschenswert. Entsprechende M echanismen werden zum Beispiel in LEONHARDT (1998) dis-
kutiert, gehen allerdings tUber den Rahmen dieser Arbeit hinaus.

In HAUSER & KABATNIK (2001) wird weiterhin vorgeschlagen, dass ein Benutzer seine Positi-
onsinformation unter verschiedenen Pseudonymen (z. B. P4, P, # P) bekannt machen kann, um
zu verhindern, dass durch Kombination der Ergebnisse unterschiedlicher Anfragen und die Ko-
operation von verschiedenen Klienten Wissen tber ihn angesammelt wird. Der Benutzer sollte
daher angeben konnen, welche Klienten auf welche Informationen unter einem bestimmten
Pseudonym zugreifen konnen. Die Pseudonyme sind so beschaffen, dass nur der LS und nicht
die Klienten bestimmen kénnen, ob zwel Pseudonyme dasselbe mobile Objekt beschreiben.
Dartber hinaus ist angedacht, dem Benutzer eine Riickmeldung dariiber zu geben, welche In-
formationen bereits tiber ein Pseudonym verfiigbar geworden sind und ihm zu ermdglichen, die-
ses Pseudonym gegebenfalls wieder zu l6schen. Dies entspricht dem in JENDRICKE & GERD
TOM MARKOTTEN (2000) oder CLAUSS & KOHNTOPP (2001) beschriebenen Konzept eines
| dentitétsmanagers. Davon abgel eitete M echanismen fir den LS werden gegenwaértig von un-
seren Projektpartnern am IKR konzipiert.



Kapitel 9

ResUmee

9.1 Zusammenfassung

In dieser Arbeit wurden die fUr einen verteilten skalierbaren Lokationsdienst benétigten Kon-
zepte behandelt, der fur die Verwaltung sehr genauer und damit sehr dynamischer Positionsin-
formationen einer grof¥en Anzahl mobiler Objekte geeignet ist. Der Zugriff auf solch genaue
Positionsinformationen ist eine wichtige Voraussetzung fur die einfache Entwicklung von fort-
geschrittenen Anwendungen mit Ortsbezug. Eine Betrachtung bisheriger Ansédtze hat gezeigt,
dass kein existierendes System die an den Lokationsdienst gestellten speziellen Anforderungen
in zufriedenstellender Weise erfiillen kann.

In einem ersten Schritt wurde die Funktionalitét des Lokationsdienstes betrachtet, ausgehend
davon wie Positionsinformationen in Anwendungen mit Ortsbezug typischerwei se verwendet
werden. Als Ergebnis ist ein Dienstmodell fir den gewtinschten L okationsdienst entstanden.
Hervorzuheben ist besonders die in den Semantiken der vom L S angebotenen Operationen be-
ricksichtigten unterschiedlichen Genauigkeiten der Positionsinformationen, die sowohl durch
unterschiedliche Sensorsysteme als auch durch verschieden starke Sicherheitsanforderungen
der Benutzer bedingt sind.

Um die in diesem Dienstmodell geforderte Funktionalitét auf eine skalierbare Art und Weise
realisieren zu konnen, wird flr den L S eine hierarchisch verteilte Architektur vorgeschlagen. In
der hier betrachteten Architektur ist jeweils ein Blatt-Lokations-Server fUr ein disjunktes geo-
graphisches Dienstgebiet zustandig und verwaltet die Registrierungs- und Positionsinformatio-
nen fur die sich in diesem befindenden mobilen Objekte. Eine Zustandigkeitsiibergabe muss
stattfinden, wenn ein mobiles Objekt aus diesem Dienstgebiet in das eines anderen Blatt-Loka-
tions-Servers wechselt. Eine den Blatt-Servern tibergeordnete hierarchische Struktur von Loka-
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tions-Servern sorgt dafir, dass die fur die Bearbeitung einer Anfrage benttigten Blatt-Server
gefunden werden. Die Algorithmen zur Durchfiihrung der Registrierung mobiler Objekte sowie
der Bearbeitung von Positionsaktualisierungen, Positions-, Gebiets- und Nachbarschaftsanfra-
gen, wurden in dieser Arbeit im Detail beschrieben.

AlsTeil der Architektur desL Swurde el ne spezielle Organisation der Datenhaltungskomponen-
tefur Positionsinformationen innerhalb eines L okations-Serversvorgeschlagen. Bei dieser wer-
den die dynamischen Positionsinformationen in einer Hauptspei cherdatenbank gehalten, wah-
rend die umfangreicheren Registrierungsinformationen und die Suchverweise in einer Stan-
darddatenbank gespeichert sind. Dadurch wird es mdglich, vor allem Positionsaktualisierungen
sehr effizient zu bearbeiten. Das Verfahren zur Wiederherstellung der Hauptspeicherdatenbank
nach einem Systemausfall, verwendet dazu die von den mobilen Objekten periodisch gesende-
ten Positionsaktualisierungsnachrichten.

Messungen an einer prototypischen Implementierung des L S haben die Machbarkeit und Leis-
tungsfahigkeit der Konzepte fir die Datenhaltungskomponente und die verteilten Algorithmen
gezeigt. Ein prototypischer Lokations-Server ist so bereits auf einem einfachen PC in der Lage,
mehr als 500 Positionsaktualisierungen und Anfragen in der Sekunde zu bearbeiten.

Ausfiihrlich betrachtet wurden ebenfalls die fiir die Ubertragung von sehr genauen Positionsin-
formationen benétigten Protokolle. So wurden grundlegende Protokollalternativen beschrieben
und ihre Eigenschaften sowohl analytisch als auch durch Simulationen flr verschiedene typi-
sche Bewegungscharakteristika mobiler Objekte verglichen. In der Klasse der Koppel navigati-
onsprotokollewurde dartiber hinaus ein neuartiges kartenbasi ertes Protokoll vorgestellt, das ge-
gentber einem einfachen Protokoll bis zu 91% der benétigten Aktualisierungsnachrichten ein-
gparen kann.

Schliefdlich wurden Sicherheits- und Datenschutzaspekte behandelt, die sich aus einen Lokati-
onsdienst ergeben, der den aktuellen Aufenthaltsort von Personen speichern soll. Deren Adres-
serung ist fur die Akzeptanz eines solchen Dienstes von grof3er Bedeutung. Aufbauend auf ei-
ner geforderten Sicherheitsinfrastruktur, diefir die Geheimhaltung, Integritét und Authentizitét
der Ubertragenen Nachrichten zustandig ist, wurden Mechanismen zur Kontrolle des Zugriffs
auf Positionsinformationen vorgestellt. Durch die Vergabe von Autorisierungszertifikaten kann
ein Benutzer festlegen, welche Klienten mit welcher Genauigkeit auf die tber ihn gespeicherten
Positionsinformationen zugreifen dirfen.
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9.2 Bewertung

Diein dieser Arbeit beschriebenen Konzepte und unsere Experimente mit einer prototypischen
Implementierung des LS zeigen, dass ein Lokationsdienst realisierbar ist, der die Positionsin-
formationen einer Vielzahl von mobilen Objekten mit einer sehr hohen Genauigkeit verwalten
kann. Wir erwarten, dass die Verfligbarkeit eines solchen Dienstes die Entwicklung von ortsbe-
zogenen Anwendungen, die auf die Funktionalitét eines solchen Dienstes aufbauen kdnnen,
deutlich vereinfacht und daher auch zu einer weiteren Verbreitung solcher Anwendungen fih-
ren wird.

Der hier beschriebene Lokationsdienst kann zum einen al's generische Komponente fir ortsbe-
zogene Anwendungen, beispielsweise in einem ortsbezogenen Stadtfihrer oder in einer Tele-
matikanwendung zur Verkehrsiiberwachung eingesetzt werden. Zum anderen kann er auch als
Teil der Infrastruktur eines M obilkommunikati onssystems bereitgestel It werden, wo er von ver-
schiedenen Anwendungen mit Ortsbezug, die innerhalb dieses M obilkommunikationssystems
angeboten werden, genutzt werden kann.

Fir einen globalen Einsatz des LS, &hnlich dem des DNSim Internet, miissen noch organisato-
rische Fragen zum Betrieb des Dienstes geklart werden, d. h. wie die administrativen Zustan-
digkeiten fur die einzelnen Lokations-Server zwischen verschiedenen Betreibern aufgeteilt
werden kdnnen. So erlaubt die hierarchische Architektur des LS, dass jewells ein Betreiber fr
einen bestimmten Teilbaum des LS zustandig ist. Dieser kann einzelne Unterteilbaume dann
wiederum an andere Betreiber weitervergeben. Wie beim DNS ist damit die Verwaltung des
(verteilten) Wurzel-Servers von grof3er Bedeutung, da dort sdmtliche mobile Objekte registriert
sein mussen. Voraussetzung fur einen globalen Einsatz ist auch eine Verwendung der in
Abschnitt 5.5 beschriebenen M echanismen zum Zwischenspeichern von Informationen, dieein
haufiges Traversieren der Server-Hierarchie vermeiden.

Eine wichtige Einschrénkung des LS ist, dass er in der hier diskutierten Form ganz auf die Ver-
waltung der Positionsinformationen mobiler Objekte ausgelegt ist. Eine Anwendung mit Orts-
bezug, die den LS nutzen will, wird daher fUr die meiste anzubietende Funktionalitét zusétzlich
auf weitere Komponenten, wie eine Quelle fur digitale Karten oder einen Verzeichnisdienst, zu-
greifen mussen. Diese Trennung ermoglicht zwar eine sehr gezielte Optimierung des LS hin-
sichtlich der Eigenschaften von Positionsinformationen und erlaubt es eine ortsbezogene An-
wendung gezielt aus den Komponenten aufzubauen, die fir sie benétigt werden, erfordert aber
ein getrenntes Ansprechen dieser Komponenten und verhindert eine komponententibergreifen-
de Optimierung (siehe den Ausblick im folgenden Abschnitt).
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Protokolle zur Ubertragung von Positionsinformationen wurden in dieser Arbeit, Giber ihre An-
wendung im L Shinaus, ausfihrlich betrachtet und untersucht. Die hier angestellten Betrachtun-
gen zu Eigenschaften, Effektivitét und Effizienz dieser Protokolle lassen sich tberall dort an-
wenden, wo Positionsinformationen mit einer hohen Genauigkeit kontinuierlich Gbertragen
werden sollen. Anhand der K oppel navigationsprotokolle konnte ferner gezeigt werden, dass es
durch ein geeignetes Ubertragungsprotokoll maglich ist, die Anzahl der zur Ubertragung von
Positionsinformationen mit einer bestimmten Genauigkeit benétigten Nachrichten deutlich zu
reduzieren. Das kartenbasi erte Koppel navigationsprotokol | eignet sich dabel besonders fir den
Einsatz in Telematikanwendungen auf Fahrzeugen, daes unter den in diesen Anwendungen ge-
gebenen Voraussetzungen ein sehr hohes Einsparpotenzial bietet.

DieinKapitel 8 vorgestellten Mechanismen fir die Kontrolle des Zugriffsauf dieim LS gespel-
cherten Positionsinformationen bieten zwar noch nicht die maximal mogliche Flexibilitéat bei
der Vergabe von Zugriffsrechten, sie zeigen jedoch schon, dassesmaglichist, eine Zugriffskon-
trolle fir den LS zu realisieren, die den Benutzern eineflexible Vergabe von Zugriffsrechten auf
Basis unterschiedlicher Genauigkeiten erlaubt. Die hier beschriebenen Sicherheitsmechanis-
men sollten — ein entsprechendes Vertrauen in den Betreiber des Dienstes vorausgesetzt — aus-
reichen, um Sicherheitsbedenken hinsichtlich der Herausgabe von Positionsinformationen an
den LS zu zerstreuen.

9.3 Ausblick

Wie in Abschnitt 7.5 besprochen konnten in dieser Arbeit nur Anhaltspunkte daftir gegeben
werden, wie eine optimale Konfiguration einer Server-Hierarchie des LSfir ein gegebenes Ein-
satzgebi et aussehen muss. Eine weitere Untersuchung der Auswirkung dieser Konfiguration auf
die Leistungsfahigkeit des LS sollte daher ein wichtiges Ziel weiterer Arbeiten sein. Fir eine
entsprechende Untersuchung ist vor alem ein detaillierteres Modell fur die Bewegungen der
beim LS angemeldeten mobilen Objekte und fir die Anfragen ortsbezogener Anwendungen zu
erstellen. Dieses Modell muss hinsichtlich der fur die Einsatzumgebung des LS wichtigen Ei-
genschaften, wie die durchschnittliche Geschwindigkeit mobiler Objekte oder die Lokalitéat von
Anfragen, parametrisierbar sein. Zu diesem Zweck werden geeignete Metriken fr die entspre-
chenden Grofsen bendtigt. Ausgehend von diesem Modell sind in einer geeigneten Testumge-
bung verschiedene Konfigurationen des L S hinsichtlich Durchsatz und Antwortzeit der Opera-
tionen zu untersuchen, um abhangig von den Umgebungsparametern die Auswirkung der Kon-
figurationsmoglichkeiten (z.B. Hohe und Verzweigungsgrad) auf die Leistungsfahigkeit desLS
Zu ermitteln.
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Ziel einer Erwelterung des LS Uber die hier betrachtete grundlegende Funktionalitét hinaus ist
ein Ausbau von dessen API, um Anwendungen umfangreichere und komfortablere Zugriffs-
moglichkeiten auf die im LS gespeicherten Positionsinformation zu bieten, und eine weitere
Optimierung der Mechanismen des LS, um dessen Leistungsfahigkeit zu erhdhen. Neben einer
Erweiterung der in Abschnitt 4.3 beschriebenen Anfrageschnittstelle um eine Einbeziehung von
statischen Daten (siehe unten) ist, wie bereits in Abschnitt 4.4 erwéahnt, vor alem eine Unter-
stttzung fUr die Benachrichtigung Uber eingetretene Ereignisse sinnvoll. Um das Eintreten die-
ser raumlichen Ereignisse effizient beobachten zu kénnen, miissen entsprechende Mechanis-
men in die Datenhaltungskomponente des L S integriert werden, die sich ebenfalls den mehrdi-
mensionalen Index zu Nutze machen. Dadies alleine nur die Beobachtung von Ereignissen auf
einem einzelnen Lokations-Server erlaubt, muss fir Ereignisse, die das Dienstgebiet mehrerer
L okations-Server betreffen bzw. die auch statische Daten miteinbeziehen, eine M 6glichkeit fr
eine vertellte Beobachtung von Ereignissen geschaffen werden. Ein Bespiel fir ein solches Er-
eignis ist die Benachrichtigung, dass der Benutzer gerade an einem Schuhgeschéft vorbeige-
kommenist.

Ziel weiterfuhrender Arbeiten sollte auch eine Optimierung der verteilten Algorithmen desLS
durch die in Abschnitt 5.5 angesprochenen M echanismen zum Zwischenspeichern von Infor-
mationen sein. Ahnliche Mechanismen wurden auch schon im Zusammenhang mit der Lokati-
onsverwaltung in Mobilfunknetzen untersucht. Eine genauere Betrachtung verdienen dabel Me-
chanismen bei denen die Positionsinformationen nicht nur auf den Blatt-Servern der Server-
Hierarchie gespeichert werden, sondern auch, mit einer geringeren Genauigkeit, auf deninneren
L okations-Servern. Eine Anfrage, in der nur eine geringe Genauigkeit der Positionsinformatio-
nen gefordert wird, muss dabei nicht mehr vollstéandig durch die Server-Hierarchie bis zu den
betreffenden Blatt-Servern weitergel eitet werden, sondern wird schon vorher von einem zentra-
ler gelegenen inneren Server bearbeitet. Bei Gebiets- und Nachbarschaftsanfragen kann der zu-
sétzliche Vorteil auftreten, dass die Anfrage so von weniger Servern bearbeitet werden muss,
alsbel der Weiterleitung bis zu den Blatt-Servern. Allerdings hangt die Wirkung dieser Mecha-
nismen stark vom Anfrageverhalten der Klienten des LS ab. Sie wurden daher nicht in die all-
gemeinere Betrachtung der Architektur mit aufgenommen.

Bei den Betrachtungen in dieser Arbeit stand immer die Verwaltung von Positionsinformatio-
nen im Vordergrund. Das Zusammenspiel mit statischen nicht-raumlichen Daten, die fir eine
genauere Beschreibung der gesuchten mobilen Objekte benétigt werden (wie z. B. zum Auffin-
den des nachstgel egenen Taxis), wurde hier nicht speziell behandelt. Bisher missen solche, ge-
gebenfalls umfangreichere Daten tiber Eigenschaften und Gestalt eines mobilen Objekts bei el-
ner zweiten, separaten Datenbasis, wie einem Verzeichnisdienst oder einer Datenbank, abge-
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fragt werden. Innerhalb des Projekts Nexus sind dies z. B. spezielle Umgebungsmodell-Daten-
Server. Die Foderationskomponente fragt fur eine Anfrage die dazu bendtigten Teilinformatio-
nen bel den betroffenen Umgebungsmodell-Daten-Servern sowie dem LS ab. Aus den Teiler-
gebnissen setzt sie schliefdlich die Anfrageergebnisse zusammen.

Besonders bei der Bearbeitung von Nachbarschaftsanfragen und bel der Behandlung von Si-
cherheitsmechanismen hat sich allerdings gezeigt, dass eine integrierte Verwaltung von Positi-
onsinformationen und statischen Daten sinnvoll wére. Damit werden u. a. flexiblere Mechanis-
men zur Anfrageoptimierung (sehe z. B. HARDER & RAHM (1999)) mdglich, die entscheiden,
in welcher Reihenfolge einzelne Telle einer Anfrage bearbeitet werden sollen. Oft kann so der
Gesamtaufwand fUr eine Anfrage reduziert werden. Um diese I ntegration zu erreichen, mussdie
Datenhaltungskomponente des LS durch eine Erweiterung um Datenbankmechanismen, wie
der Unterstiitzung von weiteren ein- und mehrdimensionalen Indizes, fur die Verwaltung gro-
Rerer Datenmengen ausgel egt werden. Um die gewtinschten Verbesserungen zu erzielen, ist es
weliterhin notwendig, existierende Mechanismen zur Anfragebearbeitung um eine Berlicksich-
tigung der speziellen Eigenschaften von Positionsinformationen zu erweitern.

Schliefdich wurden in der hier beschriebenen Realisierung des LS, wegen deren allgemeineren
Verwendbarkeit, geometrische Koordinaten zur Beschreibung der Positionen mobiler Objekte
verwendet. Da ein Benutzer mit den geometrischen Koordinaten selbst meist nicht viel anfan-
gen kann, benttigt eine Anwendung, die auf den LS zugreift, fUr die Interpretation dieser Daten
oft zusétzliche Karteninformationen, mit deren Hilfe sie die Koordinaten in Beziehung zu Ob-
jekten in der Umgebung des Benutzers setzen kann. Wenn ein Benutzer bei spiel sweise abfragen
will, welche Personen sich gegenwértig in einem durch eine bestimmte Raumnummer beschrie-
benen Raum aufhalten, werden K arteninformationen bendtigt, um die Raumnummer auf die ge-
ometrischen Koordinaten des Raumes abzubilden. Weil fur komplexere Anwendungen mit
Ortsbezug diese Karteninformationen sowieso benttigt werden und selbst einfachere Anwen-
dungen in ihrer Benutzungsoberflache meist eine Kartendarstellung anbieten, ist dies jedoch
keine wesentliche Einschrankung.

Fir einfache Anwendungsszenarien, in denen keine Karteninformationen verflgbar sind, kann
esallerdings sinnvoll sein, nur mit symbolischen K oordinaten zu arbeiten. Diese symbolischen
Koordinaten sind fir die Benutzer intuitiv verstandlich und meist hierarchisch strukturiert (z. B.
nach Stadt, Stral3e, Gebaude, Stockwerk und Raumnummer). Die hierarchische Strukturierung
der Koordinaten erlaubt es, einfache Operationen, wie das Ermitteln einer Enthaltenseinsbezie-
hung, direkt auf den Koordinaten selbst durchzuftihren. Wenn diese symbolischen K oordinaten
beispielsweise Uber Infrarotbaken ausgesendet werden, kdnnen sie direkt von einem entspre-
chenden Sensor ausgel esen werden. Einfache Anwendungen mit Ortsbezug lassen sich damit
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ohne groferen Aufwand erstellen und einfihren. Flr einen L okationsdienst kann es daher wiin-
schenswert sein, beide Formen von Koordinaten zu unterstitzen. Neben Veranderungen an sei-
nen Schnittstellen wirde dies hauptséchliche eine Veranderung der Datenhaltung mit sich brin-
gen, da deren rdumlicher Index fur hierarchische symbolische Koordinaten nicht bendtigt wird.
Die verteilten Algorithmen des L S kénnen im Wesentlichen bestehen bleiben, dasie nur auf all-
gemeinen Vergleichen der Positionsinformationen, wie Enthaltensein oder Uberlappung, beru-
hen.
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Anhang A

Abkulrzungsverzeichnis

ACL Access Control List

API Application Programming Interface
DB Datenbank

DGPS Differential Global Positioning System
DNS Domain Name System

EOTD Enhanced Observed Time Difference
GIS Geographic Information System
GMLC Gateway Mobile Location Center
GPRS General Packet Radio Service

GPS Global Positioning System

GSM Global System for Mobile Communications
HLR Home L ocation Register

HTML Hypertext Markup Language

HTTP Hypertext Transfer Protocol

IETF Internet Engineering Task Force

IP Internet Protocol

LAN Local AreaNetwork

LBS L ocation Based Services

LS Location Service, L okationsdienst
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MAN
MLP
PDA
PKI
QoS
RFC
RPC
SLP
SMS
TCP
TTL
TTP
UDP
UMTS
UPNnP
URL
VLR
WAN
WGS84
WWW
XML

Metropolitan Area Network
Mobile Location Protocol
Personal Digital Assistant
Public Key Infrastructure
Quality of Service

Request for Comment
Remote Procedure Call
Service Location Protocol
Short Message Service
Transmission Control Protocol
Timeto Live

Trusted Third Party

Universal Datagram Protocol
Universal Mobile Telecommunications System
Universal Plug and Play
Uniform Resource L ocator
Visitor Location Register
Wide Area Network

World Geodetic System 1984
World Wide Web

Extensible Markup Language

A Abkirzungsverzeichnis



Anhang B

Glossar

Agent

Als Agent eines mobilen Objekts wird derjenige Blatt-Lokations-Server bezeichnet, in dessen
Dienstgebiet es sich aktuell aufhdt und der demnach die Registrierungs- und Positionsinforma-
tionen fur dieses speichert.

Aufenthaltsbereich (engl. location area)
Das durch einen Lokationsbezeichner definierte Gebiet, das die Ungenauigkeit der Positionsbe-
stimmung beschreibt und in dem die Position des betreffenden mobilen Objekts enthalten ist.

Autorisierungszertifikat (engl. authorization certificate)

Eine Datenstruktur, welche die Berechtigung el nes bestimmten Klienten beschreibt, auf die Po-
sitionsinformation eines mobilen Objekts mit einer vorgegebenen Genauigkeit zugreifen zu
durfen.

Blatt-L okations-Server

Ein Lokationsserver, der keine Nachfolger in der LS-Hierarchie hat und fir die Verwaltung der
Registrierungs- und Positionsinformationen der mobilen Objekte in seinem Dienstgebiet zu-
standig ist.

Dienstgebiet (engl. service area)

Das geographische Gebiet fir das der Lokationsdienst bzw. ein einzelner Lokations-Server zu-
standig ist und fir das er die Positions nformationen der darin enthaltenen mobilen Objekte ver-
waltet.

Gebietsanfrage (engl. range query)
Eine Anfrage an den Lokationsdienst, welche die Positionsinformationen fir ale Objekte zu-
rickgibt, die sich in einem angegebenen geographischen Gebiet aufhalten.
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Nicht-Blatt-L okations-Server

Die den Blatt-Servern tibergeordnete L okations-Server, die fir das Auffinden des zu einem an-
gefragten mobilen Objekts (bei Positionsanfragen) bzw. Gebiets (bel Gebiets- und Nachbar-
schaftsanfragen) gehtrenden Blatt-Servers zusténdig sind.

Kontakt-Server (engl. entry server)

Eine Anfrage kann an einen beliebigen Blatt-L okations-Server gestellt werden, der dann der
Kontakt-Server fir diese Anfrage wird und fir das Weiterleiten der Anfrage und das Zusam-
menstellen und Zurtckliefern der Ergebnisse zusténdig ist.

K oppelnavigationsprotokoll (engl. dead-reckoning protocol)

Ein Protokoll zur Positionsaktualisierung, bel dem Quelle und Senke die Position eines mobilen
Objekts mit einer identischer Vorhersagefunktion berechnen und die Quelle nur dann eine Ak-
tualisierungsnachricht versendet, wenn diese von dessen aktueller Position um mehr als einen
bestimmten Betrag abweicht.

L okationsbezeichner (engl. location descriptor)
Ein L okationsbezeichner beschreibt den aktuellen Aufenthaltsort eines mobilen Objektsund die
Ungenauigkeit dieser Information durch einen Aufenthaltsbereich.

L okationsdienst (engl. location service)
Ein Dienst, der die dynamischen Positionsinformationen mobiler Objekte speichert und diesbe-
zlgliche Anfragen beantwortet.

L okations-Ser ver

Die Funktionalitét des L okationsdiensteswird von einem vertellten System von L okations-Ser-
vern erbracht, die jewells fUr ein bestimmtes Dienstgebiet zustandig sind und fur die mobilen
Objekte in diesem Dienstgebiet entweder direkt die Positionsinformationen (Blatt-Server) oder
Suchverweise auf einen zusténdigen Kind-Server speichern.

Mobiles Objekt (engl. tracked object)

In diesem Zusammenhang ein mobiles Objekt der realen Welt (z. B. eine Person oder ein Fahr-
zeug), dessen Position Uber einen Positionierungssensor ermittelt werden kann und dessen Po-
sitionsinformation vom L okationsdienst verwaltet wird.

Nachbar schaftsanfrage (engl. nearest neighbor query)
Eine Anfrage an den Lokationsdienst, die das sich zu einer vorgegebenen geographischen Po-
sition am néchsten befindende mobile Objekt zurtickgibt.
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Ortsbezogene Anwendungen (engl. location-aware applications)
Eine Anwendung, die ihren Benutzern Informationsangebote und Dienste abhangig von deren
aktuellem geographischem Aufenthaltsort anbietet.

Positionierungsdatensatz (engl. sighting record)

Ein von einem Positionierungssensor gelieferter Datensatz, der flr einen gegebenen Zeitpunkt
den Aufenthaltsort eines bestimmten mobilen Objekts und die Genauigkeit dieser Information
durch ein Aufenthaltsgebiet beschreibt.

Positionierungssensor (engl. positioning sensor)
Ein Sensor, der die aktuelle Position eines mobilen Objekts mit einer bestimmten Genauigkeit
bestimmen kann.

Positionsanfrage (engl. position query)
Eine Anfrage an den L okationsdienst, welche die aktuelle Position eines angegebenen mobilen
Objekts zuriickgibt.

Registrierende I nstanz
Diese meldet ein mobiles Objekt beim L okationsdienst an und kontrolliert die Genauigkeit, mit
der dieser dessen Positionsinformation speichert.

Suchverweis (engl. forwarding pointer)

Verweist auf denjenigen Nachfolger eines Nicht-Blatt-L okations-Servers, auf dem entweder die
Positionsinformation selbst oder der ndchste Suchverweis zu e nem bestimmten mobilen Objekt
gespeichert sind.

Wour zel-L okations-Ser ver (engl. root location server)

Der Lokations-Server an der Spitze der Server-Hierarchie, der fir das Gesamtdienstgebiet des
LS zustandig ist.
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Anhang C
Mathematische Bezeichner und

Funktionen

Die in dieser Arbeit verwendeten mathematischen Bezeichner und Funktionen sind mit ihren
Einheiten bzw. Ergebnismengen im Folgenden zusammengefasst.

Mengen

Pos Menge aller moglichen geographischen Koordinaten.

A Menge aller zusammenhangenden geographischen Gebiete (A [ Pos*).
O Alle vom Lokationsdienst verwalteten mobilen Objekte.

Funktionen

DISTANCE(X,y) Berechnet die Entfernung zwischen den beiden geographischen K oordina-
tenxundy in Metern (m).

SZE(a) Berechnet den Flacheninhalt des geographischen Gebietsa in Quadratme-
tern (m?).

CIRCLE(p,r) Erzeugt die Beschreibung fur einen Kreis um Mittelpunkt p mit Radius r
(A).

ENLARGE(a,d)  Vergrofert das Gebiet a, indem dessen Grenzen an jedem Punkt um den
Betrag d senkrecht nach auf3en verschoben werden (A).

M obile Objekte und Sensorinformationen
rp Tatsachliche Position des mobilen Objekts (rp I Pos).
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C Mathematische Bezeichner und Funktionen

Maximale Geschwindigkeit des mobilen Objekts (m/s).
Durchschnittliche Geschwindigkeit des mobilen Objekts (m/s).
Durchschnittliche Dichte an mobilen Objekten je Quadratmeter (]sz).

Die von einem Positionierungssensor fur ein mobiles Objekt bestimmte
Position (p, L Pos).

Der Zeitpunkt an dem die Positionsinformation p,, durch den Positionie-
rungssensor bestimmt wurde.

Die Genauigkeit der von dem Positionierungssensor bestimmten Positi-
onsinformation py, (m).

Anfragen zu Positionsinfor mationen

Durchschnittliche Anzahl von Anfragen pro Zeiteinheit (pro s).

Die bei Anfragen durchschnittlich fur die Positionsinformationen gefor-
derte Genauigkeit (m).

Die bei einer bestimmten Anfrage geforderte Genauigkeit (m).

Parameter der Positionsaktualisierungsprotokolle

D

pred()

Der Entfernungsschwellwert bei einem entfernungsbasierten oder kombi-
nierten Positionsaktualisierungsprotokoll (m).

Der Zeitschwellwert bei einem zeitbasierten Positionsaktualisierungspro-
tokall (s).

Maximales Zeitintervall, das zwischen zwel Positionsaktualisierungen
verstreichen darf (s).

Die Genauigkeit mit der die Positionsinformation bei einem berichtenden
oder kombinierten Protokoll auf der Senke vorgehalten wird (m).

Die fur das mobile Objekt angenommene (maximale) Geschwindigkeit bel
einem Protokoll mit Zwischenspeichern (m/s).

Die beim Abgleich mit einer Karte maximal akzeptable Entfernung zwi-
schen der Position eines mobilen Objekts und einer Verbindung der Stra-
Eenkarte (m).

Vorhersagefunktion, diebei einem Koppel navigationsprotokol | von Quelle
und Senke verwendet wird.
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Eigenschaften der Positionsaktualisierungsprotokolle

m

o>

ol

Pr

Pc

gaing

Die Anzahl der fur die Ubertragung der Positionsinformationen pro Zeit-
einheit durchschnittlich benttigten Nachrichten (pro s).

Die maximale Abweichung zwischen der zurtickgegebenen und der tat-
séchlichen Position fir ein mobiles Objekt (m).

Die durchschnittliche Abweichung zwischen der zurlickgegebenen und der
tatsachlichen Position (m).

Die bei der letzten Positionsaktualisierung Ubertragene Position (p, U
Pos).

Die beim kartenbasi erten Koppel navigationsprotokoll durch Abgleich mit
einer Karte korrigierte Position des mobilen Objekts (p. LI Pos).

Verhdltnis zwischen der bei Verwendung einer Vorhersagefunktion eines
Koppelnavigationsprotokolls pro Zeiteinheit bendtigten Aktualisierungs-
nachrichten und der entsprechenden Anzahl ohne Vorhersagefunktion.
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Anhang D
SQL-Anweisungen fur die

Vergleichsmessungen mit DB2

In Abschnitt 7.2 wurden die Ergebnisse des Vergleichstests zwischen der vorgeschlagenen
hauptspeicherbasierten Datenhaltung fir Positionsinformationen und einer Realisierung auf
Basis einer kommerziellen DB2 Datenbank von IBM mit der rdumlichen Erweiterung ,, Spatial
Extender” gezeigt. Fur letztere wurden dabei die im Folgenden vereinfacht dargestellten SQL-
Anweisungen verwendet.

Erstellung der Tabelle und des mehrdimensionalen Indexes:

CREATE TABLE LOCINFO (oid VARCHAR(20), p db2gse.st_point, acc DOUBLE);
CREATE UNIQUE INDEX OINDEX ON LOCINFO(oid);

CREATE INDEX LINDEX ON LOCINFO(p) EXTEND USING
db2gse.spatial_index(50, 250, 1000);

Beispidl fur Einflgen eines mobilen Objekts:

INSERT INTO LOCINFO VALUES (test00001’, db2gse.st point(1000.0, 1100.0,
db2gse.coordref()..srid(0)), -1.0);

Beispid fir Positionsaktualisierung:

UPDATE LOCINFO SET p = db2gse.st_point(1100.0, 1200.0, db2gse.coordref()..srid(0))
WHERE oid = 'test00001";
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Beispid fir Positionsanfrage:
SELECT p FROM LOCINFO WHERE oid = 'test00001";
Beispid fir Gebietsanfragen mit unterschiedlich grof3en Gebieten:

SELECT oid FROM LOCINFO WHERE db2gse.st_contains(db2gse.st_polyfromtext(
'polygon((10.0 10.0, 20.0 10.0, 20.0 0.0, 10.0 0.0, 10.0 10.0))", db2gse.coor-

dref()..srid(0)), p) = 1;

SELECT oid FROM LOCINFO WHERE db2gse.st_contains(db2gse.st_polyfromtext(
'polygon((100.0 100.0, 200.0 100.0, 200.0 0.0, 100.0 0.0, 100.0 100.0)),

db2gse.coordref()..srid(0)) , p) = 1;

SELECT oid FROM LOCINFO WHERE db2gse.st_contains(db2gse.st_polyfromtext(
'polygon((100.0 1000.0, 1100.0 1000.0, 1100.0 0.0, 100.0 0.0, 100.0 1000.0)),

db2gse.coordref()..srid(0)) , p) = 1;

Beispidl fir Nachbarschaftsanfrage (dabei einer Realisierung nur tber die Distanzberechnungs-
funktion st_distance der mehrdimensionale Index nicht bertcksichtigt wird, wurde hier eine
deutlich schnellere Variante unter Verwendung einer Gebietsanfrage mit st_contains eingesetzt,
wobel ene geforderte maximale Entfernung maxDist von 50 m angenommen wurde):

SELECT oid, db2gse.st_distance(p, db2gse.st_point(500.0, 100.0,
db2gse.coordref()..srid(0))) AS dist FROM LOCINFO WHERE db2gse.st_contains(

db2gse.st_polyfromtext('polygon((450.0 50.0, 550.0 50.0, 550.0 150.0, 450.0 150.0,
450.0 50.0))", db2gse.coordref()..srld(0)),p) = 1 ORDER BY dist ASC;



Anhang E
Entfernung einer Position zu einem

kreisformigen Aufenthaltsbereich

Fir die Semantik der in Abbildung 4.3 beschriebenen Nachbarschaftsanfrage wird in Kapitel 4
die durchschnittliche Entfernung zwischen allen Positionen in einem kreisférmigen Aufent-
haltsbereich U und einem vorgegebenen Punkt p, der auf3erhalb von U liegt, benttigt. Diese ist
alerdings nur bei einer grof3en Entfernung zwischen Kreis und Ausgangspunkt gleich der Ent-
fernung zu dessen Mittel punkt, wie dort angenommen wird. Bei einer gleichformigen Vertel-
lung der Aufenthaltswahrscheinlichkeit innerhalb des Kreises ergibt sich die durchschnittliche
Entfernung aus dem Flachenintegral Uber die Entfernung von p zu allen Positionen innerhalb
des Gebiets geteilt durch den Flacheninhalt des Aufenthaltsgebiets:

[ DISTANCE(z p) dA
U

DISTANCE(U, p) =

U] zJU

Zur Vereinfachung der Berechnung des in dieser Formel enthaltenen Flachenintegrals soll im
Folgenden o. B. d. A. angenommen werden, dass p auf dem Ursprung des verwendeten Koor-
dinatensystems liegt und der Mittel punkt des kreisférmigen Aufenthaltsbereichs auf dessen x-
Achse. Wenn d der Entfernung zwischen p und dem Mittelpunkt von U entspricht und r dem
Radius von U, haben alle Positionen innerhalb des Aufenthaltsbereichs eine Entfernung zu p
vond-r bisd + r. Alle Positionen mit derselben Entfernung e zu p liegen dann auf einem Kreis-
bogen, der sich ergibt, wenn ein Kreis um p mit dem entsprechenden Radius e mit dem Aufent-
haltsbereich U geschnitten wird (siehe Abbildung 9-1). Mit a as dem Winkel zwischen einer
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\

Abbildung 9-1. Berechnung der durchschnittlichen Entfernung
2wischen einem Punkt p und den Positionen eines kreisférmigen
Aufenthaltsbereichs A.

Geraden durch diesen Schnittpunkt und den Ursprung sowie der x-Achse und somit einer Lange
des Kreisbogens von 2ea ergibt sich das obige Flachenintegral zu:

d+r

I I DISTANCE(z, p) dA = I e [ 2eade
u
d-r

Der Winkel o &% sich dabei durch den Kosinussatz im Dreieck bestimmen. Damit ist die For-
mel fUr die gesuchte durchschnittliche Entfernung:

d+r , 2+d2_r2
I 2e aCOSDL__—DZed Dde
DISTANCE(U, p) = = >
21U

Leider gibt esfir dieses Integral keine geschlossene L 6sung, es kann nur numerisch gel st wer-
den. Abbildung 9-2 zeigt das mit dem Mathematikprogramm Maple berechnete Verhaltnis zwi-
schen der gesuchten durchschnittlichen Entfernung und der Abschétzung durch die einfachen
Entfernung zwischen p und dem Mittel punkt von A abhéngig von dem Faktor, um den p weiter
vom Mittelpunkt von A entfernt ist als dessen Radius r (d/r). Wie in Abbildung 9-2 zu sehen,
wird der Unterschied schnell vernachlassigbar, wenn d grof3im Vergleich zu r ist. Selbst bei e-
ner ahnlichen GrolRenordnung wird der Unterschied nie grofer as 15%.
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Abbildung 9-2. Veerhaltnis zwischen der durchschnittlichen Entfernung eines
Punkts p zu den Punkten eine kreisformigen Aufenthaltsbereiches A und der Ab-
schatzung durch p’'s Entfernung zu A’s Mittel punkt d, abhangig vom Verhéltnis
2wischen A’s Radius und d.
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