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Kurzfassung

Um die Leistung von verteilten Anwendungen und Netzprotokollen in Abh&angigkeit von den
Eigenschaften der verwendeten Rechnernetze zu analysieren, wird eine Testumgebung ben6-
tigt, die Netzeigenschaften zuverlassig nachbilden (,emulieren) kann. Eine solche Testumge-
bung wird Emulationssystergenannt. Bisher existierende Emulationssysteme sind aufgrund
ihrer Architektur entweder nur flir sehr kleine Szenarien geeignet, oder sie kdnnen nur unab-
hangige Netzverbindungen nachbilden, und schlieRen damit alle Netztechnologien mit gemein-
samen Medien aus.

In dieser Arbeit werden zunachst verschiedene Architekturvarianten fiir die Realisierung eines
Emulationssystems vorgestellt und bewertet. Fir die Variante mit zentraler Steuerung und ver-
teilten Emulationswerkzeugen wird dann detailliert die Funktionalitt eines Emulationssystems
mit seinen wesentlichen Komponenten beschrieben.

Das in dieser Arbeit entwickelte Emulationsverfahren greift auf der logischen Ebene der Siche-
rungsschicht in den Kommunikationsstapel ein. Auf dieser Ebene werden die Bzdisef-
fekteRahmenverlust und Verzégerung durch verteilte Emulationswerkzeuge nachgebildet. Alle
anderen Netzeigenschaften konnen auf diese Basiseffekte zurtickgefuhrt werden.

Um Netztechnologien mit gemeinsamen Medien durch verteilte Werkzeuge nachbilden zu kén-
nen, wird zusatzlich das Konzept déstuellen Tragersignaleingefihrt. Hierbei werden die
Eigenschaften eines Rundsendemediums nachgebildet, indem kooperative Emulationswerk-
zeuge Rundsendungen zur Signalisierung eines Tragersignals benutzen. Somit kann jede Werk-
zeuginstanz lokal ein aktuelles Modell des emulierten gemeinsamen Mediums halten. Auf die-
ser Basis kann auch das Verhalten von Medienzugriffsprotokollen nachgebildet werden.

Die Arbeit deckt auch die wesentlichen Realisierungsaspekte eines Emulationssytems ab. Mit
ausfuhrlichen Messungen wird gezeigt, dass das entwickelte System flr die Nachbildung von
Netzszenarien sehr gut geeignet ist, selbst wenn die nachzubildenden Parameter sich dynamisch
andern. Die entwickelten Werkzeuge sind in der Lage, Netzeigenschaften in einem weiten Para-
meterbereich realistisch nachzubilden. Mit diesem System steht nun eine ideale Testumgebung
fr Leistungsmessungen von verteilten Anwendungen und Netzprotokollen in Abh&ngigkeit
von Netzeigenschaften zur Verfligung.






English Abstract

Network Emulation for the Performance Analysis
of Distributed Applications and Network Protocols

1 Introduction

The rapid growth of the available network bandwidth, new network technologies and the gene-
ral availability of networked devices have lead to a rapid change in network usage [TMW97].
This also results in new types of distributed applications that were developed in the last years,
such as peer-to-peer applications [GHM], and new protocols, such as transport protocols
suitable for wireless environmenfs [BSAK95, MC@GL] or routing protocols for ad-hoc net-
works [JM96/ PR99].

During the design and implementation of these new distributed applications and protocols, it is
essential to analyze their performance in various network environments. While mathematical
analysis and simulations are commonly used in early design stages, measurements have to
verify the theoretical results as soon as implementations become available.

For two reasons, itis problematic to conduct these measurements in real network environments.
First, suitable environments may not &eailableto the performance analyst. Secondly, espe-
cially for mobile wireless network environments, tlepeatabilityof network parameters can-

not be guaranteed for several measurements. Therefore, it is haothjmarethe measurement
results.

Thus, there is a strong need feyntheticnetwork environments that can be parametrized in
order to reproduce the properties of an original or fictitious network. The process of introducing
network properties that differ from the actual properties of the hardware in use is waliedrk
emulation A network emulation todk software or hardware capable of altering network traffic

in a specified way. A testbed with a number of interconnected nodes and suitable emulation
tools is callechetwork emulation testbed.



Existing approaches to network emulation either consider only small scenarios, or are restricted
to simple network properties and do not allow the emulation of shared media networks. While
in wired networks, shared media access protocols are becoming less important, the interest in
shared media wireless networking is growing.

In this doctoral thesis, a method for network emulation is proposed that is both scalable in
terms of scenario size and network traffic, and provides the possibility of emulating shared
media networks. The proposed system, the Network Emulation Tesi#0),(combines a
centralized scenario control and distributed network emulation tools running on several node
PCs. The emulation tools can cooperate to maintain a distributed, yet consistent media model.
This facilitates the emulation of shared media networks with distributed tools.

The original thesis is written in German language and consists of seven chapters. In Chapter 1,
a general motivation for measurements in an emulated network environment is given and the
necessity for a scalable network emulation testbed is identified. In Chapter 2, the method of
performance measurement in general is compared to the complementary methods mathema-
tical analysis and simulation. After that, the existing work in network emulation is covered.
Chapter 3 proposes several possible architectures for emulation testbeds and compares them
regarding efficiency and performance. For one of these candidate architectures, the architecture
with centralized control and distributed emulation tools, the functionality of an emulation sys-
tem and its main components is described in detail in Chapter 4. Chapter 5 covers the most im-
portant realization issues of the developed emulation system. Chapter 6 provides measurements
proving the applicability of the system. An example for a typical performance measurement of

a network protocol is also given. Finally, Chapter 7 concludes the thesis and points out some
future research issues. In the following sections of this abstract, a summary of Chapters 2—7 is
given.

2 Related Work

In the first part of Chapter 2, the method of performance measurement in general is compared
to the complementary methods mathematical analysis and network simulation.

The basic difference between these three methods for performance analysis is that they can be
applied to different types of test subjects: Mathematical analysis is commonly used with simple,
well-understood protocols that can be described by mathematical formulae. In this case, the
mathematical formulae make upraodelfor the protocol[[Jai91].

More complex protocols can hardly be described by mathematical formulsiea#lation mo-
delhas to be used instead. The main difference to mathematical analysis is that simulation uses
algorithmic modelsin general, the complexity of simulation models is unlimited. In practice,



the effort of designing and interpreting the simulation model limits the complexity of the model.
To judge the behavior of e.g. a protocol in a certain environmentytide environmentf the
protocol has to be modeled, not only the protocol itself. While some simulation tools provide
a large set of existing model components that can easily be combined to a complex simulation
environment|[BEF0Q], it is often problematic to provide a complete simulation model for a
complex test subject; consider e.g. an application like a distributed file system. Furthermore,
some aspects of the reality are often neglected in simulation models, and therefore may lead
to wrong behavior of the simulation model; prominent examples include the timer granularity
in operating systems$ [BP96a]. The only method to really judge the behavioriofemen-

tation of a distributed application or a network protocol is thereforenteasuremenof the
implementation in a suitable environment.

There are many publications about measurement testbeds that have been designed especially
for the analysis of one specific application or network protocol (e.g. [CI95, MBJ99, TCDAOQO]).
However, especially for environments with dynamic network parameters (as in mobile ad-hoc
networks, MANETS), it is very hard, if not impossible to conduct several subsequent measure-
ments with comparable network parameters. Therefore, comparative measurements are hardly
possible in real-world testbeds. Another problem with testbeds is their limited availability: Few
projects have the resources for a complete measurement testbed just for one measurement se-
tup. Therefore, there is a strong demand for measurement testbeds theanhgkatea large

number of network conditions in a reproducible way.

In the second part of this chapter, a comprehensive overview of the related work in network
emulation is given.

Hardware-based emulation testbeds are usually restricted to one network technology (e.g.
[KRO1,[HHO2 ] JS03]). Software-based testbeds combine general-purpose hardware with speci-
al software tools to emulate a large variety of network scenarios, and are therefore much more
flexible. This thesis focuses on software-based emulation.

Since a network scenario often consists of several network links, there are two basic archi-
tectures to build the emulated network: Either the whole scenario is emulated by one single,
central emulation entity, or several instances of an emulation tool are connected together to
form a comprehensive scenario, each of them responsible for emulating its own part of the
network.

Centralized emulation approaches often reuse existing nessimiddationtools for emulation.

These tools can work with complex network models, including both exclusive links and shared
media [Fal99, FTO02]. However, in order to interact with real applications and protocols, the
simulation cores have to run in real-time. This requirement becomes a problem when moving
to realistic scenario sizes and bandwidths. While this can be addressed to some extent by par-
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allelizing the central simulation instance [VYW2,[IMYV03], the basic problem of having a
performance bottleneck persists.

Since centralized emulation approaches are limited in terms of scenario size and bandwidth, it
is common to distribute the emulation efforts among several instances. A coherent idea is to
partition the emulation scenario according to the emulated topology, leading to one emulation
tool per emulated link in the extreme case. Most emulation tools change network properties by
intercepting, delaying, or altering data in the protocol stack. Early emulation attempts aim at the
emulation of a single network link only [IP94, ADLY95, ACO97, Riz97, C503]. They differ in

the parameters they can affect, but have in common that the emulation parameters stay constant
during the experiments. Recent approaches include dynamic parameter changes, triggered by
the replay of previously gathered measurement data [NSNK97].

Two connected machines equipped with network emulation tools can help analyzing some
aspects of e.g. a transport protocol. However, to perform measurements within more complex
network topologies, e.g. to analyze routing protocols, more machines are necessary. With the
growing number of participating nodes, both the setup of the machines and the coordination
of the emulation tools becomes a challenge, especially if the emulated scenario includes dyna-
mic parameter changes during the experiment. Emulation testbeds face these problems, as they
ease the setup and operation of emulation scenarios consisting of large numbers of nodes and
connections. Netbed [WL'2] at the University of Utah consists of 168 PC nodes connected

by a number of switches, working together as large programmable patchpanel to create almost
any virtual connection topology. Special link properties can be introduced between the nodes.
The special properties of MANETS are not yet considered. Other testbeds consider the emula-
tion of MANET properties[[ZL0O2, LS02], but do not include the effects of frame collisions in
their emulation models.

The conclusion from the related work is twofold: First, network emulation testbeds are the

ideal environment to analyze the impact of certain network scenarios on the performance of
distributed applications and protocols. Secondly, existing solutions to network emulation either
consider only small scenarios, or are restricted to simple network properties and do not allow
the emulation of shared media networks. Therefore, a scalable solution to network emulation
is needed that overcomes these limitations.

3 Architecture

In Chapter 3, itis first discussed at which layer of the protocol stack software-based emulation
should operate. Based on the basic insight that the software under test has to opdogte
of the emulated network, it is concluded that the emulation method should operate as low as
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possible in the protocol stack. For a software-based solution, this translates to emddtion
the network layerThis way, it is possible to include network layer protocol implementations as
software under test. As a result, it is proposed to insert an additionalation layetbetween

the network layer and the data link layzr [HR02].

Based on the protocol abstraction of the emulation layer, thelagic effectghat can be
emulated at this layer are derived: frame loss and frame delay. It is sketched how these basic
effects can be derived from other network properties.

In the remaining part of this chapter, several candidate architectures for emulation systems are
proposed and compared. The main classes of architectures are centralized control with cen-
tralized emulation tools, centralized control with distributed tools, and distributed control with
distributed tools. In addition to that, there are two alternative approaches to integrate emulation
tools into the network stack: First, it is possible to intercept network traffic at the emulation
layer with anemulation proxyand direct this traffic to an emulation tool, which is responsible

for further processing. Secondly, it is also possible to integrate the emulation tool functionality
directly into the network stack.

The proposed architectures differ in complexity, scalability, and the parameter range they can
emulate. At the end of this chapter, all candidate architectures are summarized and compared
in a table.

4  Functionality

In Chapter 4, one of the candidate architectures described in Chapter 3 is selected for reali-
zation, namely the architecture with centralized control and distributed emulation tools, with
the emulation tools integrated directly into the network stack. The functionality of each of the
components is described in detalil.

The central emulation control is responsible for the overall coordination of an experiment,
and especially for the parameter settings of the distributed emulation tools. Based on a central
scenario description, which can include dynamic parameters [HLR02], the central emulation
control derives the parameters to be emulated at each point of time during an experiment.

These current network parameters are stored irgtbieal network modelwhich includes the
parameters bit error rate, bandwidth, and propagation delay for each pair of nodes. The subset of
parameters that are relevant for an emulation tool on one individual node isloal#detwork

model At the beginning and during the runtime of an experiment, the central emulation control
sends the current local network models for each node to the emulation tools on the respective
nodes.
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During an experiment, there are many instances of local emulation tools running at the same
time, at least one instance on every emulation node. Each instance is responsible for the emu-
lation of one network connection of one node. In this chapter of the thesis, it is described in
detail how an emulation tool derives the basic effects from the parameters in its local network
model, and how the emulation of the basic effects is performed [HR02].

The emulation of shared media networks with distributed emulation tools requires an additional
concept: thevirtual carrier [HMRO3]. This concept facilitates the emulation of any medium
access protocol that is based on carrier sensing (CSMA). The basic idea is to hold an up-to-date
model of the emulated media at every participating station, and to keep the respective media
models consistent.

This can be achieved if the emulation tools on all stations listen to all transmissions on the
media, whether they are destined to the respective station or not. On the reception of a frame, the
emulation tool can calculate the time this frame would occupy the emulated media (according
to the emulated bandwidth) and update its local model accordingly. Frames that are destined
to the local machine are forwarded to upper layers, all other frames can be discarded by the
emulation tool. Frame transmission requests by the local station are handled according to the
medium access algorithm, taking the emulated media status into account. If an emulation tool
receives an additional transmission while its emulated media is ibubgstatus, it can react
accordingly and emulate the effects of a collision.

5 Realization

In Chapter 5, important realization aspects of a concrete emulation systeRE(fh8ystem at

the University of Stuttgart) are described. It is especially pointed out that this thesinioloes
contain a complete and detailed reference for all implementation and usage questions; for that
reason, further reference is given, especially the technical reference manualaffttgystem
[HMO4].

The realization chapter first gives a brief overview of the hardware oN#ESystem and
its capabilities, especially how the efficiency of the emulation process can be improved by the
usage of VLANSs (Virtual LANS) to emulate network devices and connection topologies.

Then, an important detail of the central emulation control is explained, namely an example for
an automated process to derive the current network parameters from a dynamic scenario des-
cription. The complete derivation process is shown for the network parameters of a MANET
scenario, starting with the movement patterns of the MANET nodes and ending with the para-
meters in the global network model.
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For the distributed emulation tools, the main focus of the realization chapter is on the integration
to the protocol stack implementation. The tools that were implemented as part of this thesis run
as kernel modules for Linux, and offer the same service abstractionidsal network device

On the sending side, the registration as a network device is sufficient to integrate the emulation
tool with the packet flow: If an emulation tool is registered with a valid layer 3 address, the
layer 3 implementation automatically forwards outgoing packets not to a real network device,
but to the emulation tool instead.

On the receiving side, the integration is more complex. Two alternative ways of integration
to the Linux network stack are explained. In the first alternative, the emulation tool registers
itself as a new type of network protocol. If the emulation tool instances asehding side

tag all outgoing packets with this new protocol type, the layer 3 protocol multiplexer at the
receiving sidewill forward these incoming packets to the respective emulation tool instance.
The emulation tool can now delay or drop the packets, according to the configured network
parameters. The second alternative of intercepting traffic on the receiving side is based on
a patch in a central function of the Linux protocol stack implementation, and facilitates the
interception of packets that have not been tagged at the sending side before.

Because of limitations of the execution environment, namely the characteristics of the operating
system and the testbed hardware, the specified functionality of an emulation tool cannot always
be realized exactly. In these cases, an emulation tool may introduce network properties that
differ from the specified properties. These unwanted properties are eatlethtion artifacts

The types of emulation artifacts that could occur, their expected impact and possible methods
to reduce them are covered at the end of the realization chapter.

6 Experiments

In Chapter 6, it is shown by measurements thatNB&-System is suitable for network emu-
lation, and that the developed tools can emulate network parameters in a wide parameter range
and with sufficient accuracy.

First, the minimal delay between two instances of an emulation tool ilNgieSystem is
measured. This delay value is the lower limit of the delay that can be emulated NEthe
System, and also plays an important role in the virtual carrier emulation. The measured delay
always stays below 166, which is two orders of magnitude lower than the delays that are
introduced by higher protocol layers, and therefore negligible in most cases. Virtual carrier
emulation is also possible with this minimal delay value.

Secondly, the performance of VLAN-configurations on the central switch olE¥eSystem
is measured. It is concluded from the VLAN configuration performance that VLAN topology
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emulation can only be used for static, not for dynamic topologies. Dynamic connection topolo-
gies have to be emulated by the emulation tools themselves.

The evaluation of the central emulation control performance shows that it is sufficient to control
a highly dynamic scenario with 64 nodes, which is the maximum scenario size MEthe
System.

The subsequent evaluation of the emulation tool reveals the parameter range that this tool can
emulate in theNET-System. Any loss ratio can be emulated; delay can be emulated with a
mean error of< 2.5%. Bandwidth limitation scales up to a maximum bandwidttbgfy ~

381 Mbit/s per link, which is the hardware limitation of the PC nodes inNE&-System.

Finally, the setup and the results of a typical measurement in a MANET scenario are provided
to serve as an example for the type of measurements that are possibleNBTHEYstem. To
measure the performance of a location-based routing protocol implementation, a scenario with
50 mobile nodes is set up. Since the protocol implementation needs access to a location devi-
ce to work properly, an additional component is needed: the virtuaﬂ@é@ce [HMTRO4].

One instance of the virtual GPS-device is running on each emulation node. During an expe-
riment, the central emulation control supplies the GPS-devices with their respective current
location information, according to the virtual movements of the nodes. This way, the unmodi-
fied implementation of the location-based protocol can be analyzed iNEfeSystem. The
measurement results are in good agreement with the performance predictions of a comparable
simulation model.

7 Conclusion

Chapter 7 concludes this doctoral thesis by summarizing the main results and pointing to future
research issues.

Network emulation is essential for comparative performance measurements of distributed ap-
plications and protocols. For larger scenarios and higher bandwidths, emulation efforts have
to be distributed. Existing approaches to distributed network emulation focus on the emula-
tion of single network links. The distributed emulation of shared media networks has not been
addressed before.

In this thesis, different candidate architectures for network emulation systems have been propo-
sed and compared. For one of the architectures, namely the combination of a centralized emu-
lation control with distributed, cooperative emulation tools that are integrated into the protocol
stack, the functionality of a network emulation system has been presented in detail. An impor-

1Global Positioning System
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tant detail in the functionality of the distributed emulation tools is the virtual carrier concept,
which facilitates the emulation of any media access protocol that is based on carrier sensing.

The thesis also covers the most important realization issues of an emulation system. Among
other things, the integration of the emulation tools into the network stack implementation of
Linux is explained in detail. The proposed system has been completely realized, and is now
available at the University of StuttgaNET-System). Extensive measurements have shown the
applicability of the developed system. TRET-System constitutes an ideal environment for
comparative performance measurements of distributed applications and protocols.

Future research issues have been identified regarding the emulation tools, resource emulation
and scalability. While there are tools available for the emulation of the medium access protocols
defined in IEEE 802.3 (Ethernet) [HMRO3] and IEEE 802.11b (Wireless LAN) [Yan04], further
protocols based on carrier sensing could also be covered by tools that also rely on the virtual
carrier concept.

Despite from the emulated GPS-device introduced in Chapter 6, the emulation of resources
other than network devices has not been covered by this thesis. Useful emulated resources in an
emulation system could include emulated primary and secondary storage devices, which should
be configurable with respect to speed and capacity, as well as emulated processing power.

Finally, the scalability of th&lET-System is still limited: The number of testbed nodes is the up-
per limit for the scenario size that can be emulated. There are approaches to node virtualization
that can overcome this limitation. This is subject of further research efforts [MHRO5].
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Einleitung

1.1 Motivation

Der Fortschritt in der digitalen Kommunikationstechnik hat in den letzten Jahren zu einer be-
merkenswerten Dynamik in der Verwendung von Rechnerr@'geiﬁ]hrt. Steigende Ubertra-
gungsraten, sinkende Zugangskosten und die zunehmende Verbreitung von Funktechnologie
sind die Motoren fur die Weiter- und Neuentwicklung von verteilten Anwendungen und Netz-
protokollen.

Statistiken Uber die Aufteilung des Internet-Verkehrs nach Anwendungen verdeutlichen diese
Dynamik. Wahrend um 1990 noch Dateilibertragungen Uber FTP, E-Mails und Diskussions-
gruppen den Hauptteil des Verkehrs ausmacthiten [CDIM91], waren 1997 HTTP-basierte An-
wendungen (das “World Wide Web”) bereits fur zwei Drittel der Gbertragenen Datenmenge

verantwortlich [TMW97]. Eine Messung aus 2002 zeigt, dass der Netzverkehr aus dezentralen
Dateitauschdiensten (“Peer-to-Peer”) inzwischen HTTP bei weitem tiberhalt hat{G3N

Nicht nur Anwendungen, sondern auch die darunterliegenden Netzprotokolle werden weiter-
entwickelt. Beispielsweise kénnen klassische Transportprotokolle nur ineffizient in drahtlosen
Netzen mit hohen Fehlerraten betrieben werden, was zu zahlreichen Verbesserungsvorschlagen
gefuhrt hat [BB95| BSAK95, MCGO01]. Ein weiteres Beispiel fur junge Protokollentwick-
lungen sind Vermittlungsprotokolle fir die hochdynamischen Topologien von Ad-Hoc-Netzen,
die anderen Anforderungen genigen missen als Vermittlungsprotokolle fur statische Netze
[PB94,[IM96] PR99].

1in vielen Dokumenten in deutscher Sprache wird fiir den englischen Bégufhputer) Networlder Ang-
lizismus Netzwerkverwendet. Ich versuche dies so weit wie mdglich zu vermeiden und verwende die korrekte
UbersetzundNetzbzw. Rechnernet£Einige Komposita des Wortééetzsind jedoch schon durch andere Bedeutun-
gen belegt (z.BNetzkabel, Netzgeratsodass ich in diesen Sonderféllen zur Vermeidung von Doppeldeutigkeiten
auf die gebréauchlicheren Formen ausweiddet¢werkkabel, Netzwerkgeyat
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Wie jede neu entwickelte oder Uberarbeitete Software missen auch verteilte Anwendungen
und Netzprotokolle sowohl funktionalen als auch nichtfunktionalen Anforderungen genugen.
Funktionale Anforderungen definieren die Eignung fir eine bestimmte Funktion (,das gefor-
derte Ergebnis wird erzielt*), wahrend nichtfunktionale Anforderungen weitere Qualitaten be-
schreiben (,das Ergebnis wird effizient erreicht”, ,die Software ist gut bedienbar”, etc.). Unter
den nichtfunktionalen Anforderungen nehmen ldgéstungseigenschaftefiir die eine Metrik

existiert, einen besonderen Platz ein, denn sie sind mess- und vergleichbar und daher ein gutes
»verkaufsargument®, sowohl im wissenschatftlichen, als auch im wirtschaftlichen Umfeld. Es
besteht also ein grol3es Interesse an systematischen und anerkannten Methoden zur Leistungs-
analyse von verteilten Anwendungen und Netzprotokollen.

Die messbare Leistung von Software in einem Gesamtsystem hangt von verschiedenartigen
Faktoren ab, neben den Eigenschaften der Software selbst auch von den Ressourcen der ausfih-
renden Systeme (Rechenleistung, Speicherkapazitat) und der Vernetzung der Systeme (Vernet-
zungstopologie, Ubertragungsrate, etc.). Die Leistung von verteilten Anwendungen und Netz-
protokollen hangt in besonderem Mal3e von den Eigenschaften der verwendeten Netzinfrastruk-
tur ab. Daher beschrénkt sich diese Arbeit auf Methoden zur Leistungsanalyse von Software in
Abhangigkeit von Netzeigenschaften. Da@\a'mdere Systemressourcen, die auch Einfluss auf

die Gesamtleistung haben kénnen, nicht beriicksichtigen, sprechen wir von ,vergleichender”
Leistungsanalyse. Mit vergleichender Leistungsanalyse sind im Allgemeinen keine absoluten,
sondern nur relative Leistungsaussagen maglich. Eine typische relative Leistungsaussage ware
beispielsweise: ,Im gegebenen Netzszenario erreicht Transportprotokoll A eine um 5% hdhere
Ubertragungsrate als Transportprotokoll B.*

Es gibt drei grundsatzliche Methoden zur vergleichenden Leistungsanalyse von verteilten An-
wendungen und Protokollen: Mathematische Analyse, Simulation und Messung.

Mathematische Analyseé [Jai91] wird vor allem in frihen Phasen des Entwicklungsprozesses
angewendet, in denen noch keine zu messende Implementierung existiert. Grundlage der ma-
thematischen Analyse ist ein mathematisches Modell des gesamten zu untersuchenden Sys-
tems. Das Modell repréasentiert sowohl die zu analysierende Anwendung und deren Ausfiih-
rungsumgebung, als auch die Kommunikationsinfrastruktur. Damit ein solches Modell fiir eine
mathematische Darstellung beherrschbar ist, kommt der Modellierungsschritt nicht ohne star-
ke Vereinfachungen aus. Wahrend in klassischen Modellierungsansitzen die Ubertragungsrate
von Leitungen und die Kapazitat von Vermittlungspuffern bertcksichtigt werden, ist der voll-
standige Algorithmus eines gangigen Transportprotokolls schon zu komplex, um mit vertret-
barem Aufwand komplett analytisch beschreibbar zu sein. Die Methode der mathematischen
Modellierung und Analyse ist gut geeignet fur prinzipielle Aussagen zur Leistung von Algo-

2|n dieser Arbeit wird das Personalpronomein verwendet, wenn auf Eigenleistungen Bezug genommen wird.
Dies ist alspluralis modestiaezu verstehen, da an der Entwicklung der Gesamtldsung, die in dieser Dissertation
beschrieben wird, nicht nur der Autor selbst, sondern u.a. ein gutes Dutzend Studenten beteiligt waren.
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rithmen in einer vollstéandig verstandenen Umgebung, nicht jedoch fiir die Analyse von kom-
plexeren Systemen und der Beurteilung von tatséchlichen existierenden Implementierungen.

Modelle, die zu komplex sind, um sie mit vertretbarem Aufwand in einem mathematischen
Kalkul darzustellen, kénnen mit Hilfe von Simulationswerkzeugen interpretiert werden. Fir
die exakte Simulation von Kommunikationsprozessen bieten sich ereignisdiskrete Verfahren an
[BEFT00,[ZBG98/ Ril03]: Alle Ereignisse innerhalb des betrachteten Systems (z.B. das Sen-
den eines Datenpakets) werden chronologisch verarbeitet und kdnnen weitere Ereignisse in der
Zukunft bewirken (z.B. den Empfang eines Datenpakets). Die Verarbeitungslogik der Ereignis-
se ist das Verhaltensmodell des Systems und kann prinzipiell beliebig komplex programmiert
werden. So stehen im Simulator ns-2 [BER)] sogar mehrere Versionen des Transportproto-
kolls TCP als Modell bereit. Trotz der prinzipiell unbeschrankten Mdglichkeiten der Methode
Simulation arbeitet jedes konkrete Simulationsmodell mit gewissen Vereinfachungen. System-
nahe Details wie die Betriebsmittelverwaltung eines Betriebssystems, Zeitgebergranularitaten
etc. werden in existierenden Werkzeugen bisher nicht berlcksichtigt, obwohl sie nachweislich
Einfluss auf die Leistung von Netzprotokollen haben [BP96b]. Eine weitere Einschrankung
ergibt sich bei der Simulation des Verhaltens von Anwendungen: Ab einer gewissen Komple-
xitat kénnen Anwendungen nicht mehr mit vertretbarem Aufwand in ein Simulationsmodell
integriert werden.

Eine verbindliche Aussage Uber die Leistung einer konkreten Implementierung einer verteilten
Anwendung oder eines Netzprotokolls kann man nur durch Messung dieser Implementierung
treffen. Diese These wird von Verdffentlichungen unterstitzt, die sich kritisch mit der Methode
Simulation auseinandersetzen [PF97, FP01], bzw. Simulations- und Messergebnisse verglei-
chen [HZO3[ HMTRO4]. Um fir den angestrebten Einsatzzweck aussagekraftig zu sein, muss
eine Messung in der entsprechenden Zielumgebung stattfinden. Oft kommt jedoch schon aus
wirtschaftlichen Griinden die Bereitstellung einer solchen Umgebung zu Analysezwecken nicht
in Frage. Soll die Umgebung zudem neuartige Technik beinhalten, kann auch bei ausreichen-
dem Budget die Verfligbarkeit in ausreichenden Stiickzahlen problematisch sein. Besonders bei
Szenarien mit mobilen Teilnehmern stellt sich zusatzlich die Frage der Wiederholbarkeit eines
Experiments. So ist es praktisch unmdglich, ein Experiment mit mobilen, spontan vernetzten
Rechnern mehrmals mit exakt denselben Bedingungen zu wiederholen, um beispielsweise die
Effizienz verschiedener Vermittlungsprotokolle fir spontanvernetzte Umgebungen zu verglei-
chen [MBJ99].

Die Kernprobleme der Methode Messung in der Realumgebung, namlich Verfligbarkeit und
Wiederholbarkeit, kbnnen durch die Bereitstellung einer kiinstlichen, der Realitat nachgebil-
deten Testumgebung umgangen werden. Wenn es gelingt, die relevanten Netzeigenschaften
der gewilinschten tatséchlichen oder fiktiven Umgebung in der erforderlichen Genauigkeit und
wiederholbar nachzubilden, sind vergleichende Leistungsmessungen im Labor méglich. Den



24 1. EINLEITUNG

Prozess der Nachbildung von Netzeigenschaften nenneBrmitation Werkzeuge, die Netz-
eigenschaften nachbilden kdnnen, nennerBmiulationswerkzeuge

Frihe Arbeiten zur Emulation von Netzeigenschaften befassen sich mit Veranderungen der
Kommunikation zwischen zwei direkt verbundenen Rechnern. Schon einfache Emulations-
werkzeugel[IP94, ADLY95, ACO97, Riz97] ermbglichen vergleichende Messungen, beispiels-
weise zum Leistungsverhalten von Anwendungen bei Veranderung der Parameter Ubertra-
gungsrate, Fehlerrate und Verzdégerung. Die Kombination von mehreren Instanzen eines sol-
chen Werkzeugs zu einer Testumgebung ermoglicht auch Szenarien mit mehreren emulier-
ten Verbindungen [WLS02]. Zentralisierte Emulationswerkzeuge, die nicht nur eine einzelne
Verbindung, sondern den gesamten Netzverkehr in einem Szenario berlcksichtigen, kénnen
bis zu einem gewissen Grad auch Interaktionen von mehreren Sendern nachbilden [DBCF95,
KGM™01,[FTO02]. Durch ihre Architektur sind diese Ansétze jedoch nur fir kleinere Szenari-
en geeignet, weil der gesamte Netzverkehr eines Szenarios von einem einzigen Werkzeug verar-
beitet werden muss, das damit einen Flaschenhals darstellt. Es gibt zwar erste verteilte Ansatze,
die mehrere Instanzen eines Emulationswerkzeugs von einer zentralen Steuerungsinstanz aus
koordinieren([[ZL02| LS02], jedoch werden hier nur sehr grundlegende Verbindungsparameter
wie die Konnektivitat beriicksichtigt. Weitergehende Netzeigenschaften, die auch die Interak-
tion von verschiedenen Sendern mit einbeziehen, konnten mit einem verteilten, skalierbaren
Ansatz bisher nicht nachgebildet werden.

Fur die vergleichende Leistungsanalyse von verteilten Anwendungen und Netzprotokollen ist
eine Testumgebung notwendig, welche die Eigenschaften von bestehenden oder fiktiven Rech-
nernetzen realistisch emulieren kann. Bestehende Lésungen sind entweder wegen ihrer zentra-
lisierten Architektur nicht skalierbar, oder kbnnen wesentliche leistungsrelevante Netzeigen-
schaften nicht nachbilden. Aus diesem Grund wird in dieser Arbeit eine Lésung vorgestellt,
die durch die Kombination einer hochgradig verteilten Architektur mit neuartigen, koopera-
tiven Emulationswerkzeugen eine sowohl realistische, als auch skalierbare Nachbildung von
Rechnernetzen ermdglicht.

1.2 Struktur der Arbeit

Im folgenden Kapite] 2 wird die Methode der Emulation von Netzeigenschaften in das Spek-
trum der Methoden zur Leistungsanalyse eingeordnet. Dabei wird insbesondere klar, fir welche
Anwendungsfélle die Methode Emulation den verwandten Methoden Uberlegen ist. Im zwei-
ten Teil des Kapitels werden die existierenden Arbeiten zur Emulation von Netzeigenschaften
systematisiert und bewertet.

In Kapitel[3 wird zunéchst diskutiert, in welcher konzeptionellen Ebene ein Verfahren zur Emu-
lation von Netzeigenschaften eingreifen sollte. Aus dem ermittelten Eingriffspunkt ergeben sich
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die Netzparameter, die an dieser Stelle nachgebildet werden kdnnen. Schliel3lich werden alter-
native Losungsarchitekturen zur Nachbildung dieser Parameter vorgestellt und verglichen.

In Kapitel[4 werden die Funktionsweise und das Zusammenspiel der Komponenten eines Emu-
lationssystems mit zentraler Steuerung und verteilten Emulationswerkzeugen im Einzelnen er-
lautert. Ein wichtiger Teilaspekt ist hierbei die Idee des kooperativen verteilten Emulations-
werkzeugs, das die Nachbildung der Eigenschaften eines Netzes mit gemeinsamem Medium
erlaubt.

Wichtige Aspekte der Realisierung des fir diese Arbeit entwickelten Emulationssystems wer-
den in Kapite[ b beschrieben. Dabei wird beispielsweise die Integration der Emulationswerk-
zeuge in den Betriebssystemkern von Linux erlautert. FUr detaillierte Informationen zur Imple-
mentierung und Bedienung wird jedoch explizit auf die technische Dokumentation des Systems
verwiesen[[HMO4].

Kapitel[§ zeigt durch systematische Messungen die Leistungsféhigkeit und damit auch das An-

wendungsspektrum des entwickelten Emulationssystems. Auf3erdem wird anhand eines typi-
schen Beispiels gezeigt, wie mit einem emulierten Netzszenario Leistungseigenschaften eines
Netzprotokolls gemessen werden kdonnen. AbschlielBend werden die Messergebnisse den Er-
gebnissen aus einer vergleichbaren Simulation gegenibergestellt.

Kapitel[] beschliel3t diese Abhandlung mit einer Zusammenfassung des wissenschaftlichen
Beitrags und der wichtigsten Ergebnisse. Ein Ausblick auf zukinftige Forschungsthemen run-
det die Arbeit ab.
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Stand der Wissenschaft

In diesem Kapitel werden zunachst die existierenden Methoden fiur die Leistungsanalyse von
verteilten Anwendungen und Netzprotokollen charakterisiert. Aus der Diskussion der Metho-
den wird die Motivation fUr die Emulation von Netzeigenschaften klar. Danach werden die
existierenden Arbeiten vorgestellt und klassifiziert. In der abschlieBenden Bewertung wird der
Beitrag der vorliegenden Arbeit motiviert und von den existierenden Arbeiten abgegrenzt.

2.1 Einordnung der Arbeit

In Kapitel[] wurden bereits die drei grundlegenden Methoden der Leistungsanalyse genannt:
Mathematische Analyse, Simulation und Messung. Im Folgenden werden die Idee und die cha-
rakteristischen Merkmale jeder dieser Methoden kurz anhand von wichtigen Vertretern erklart.
Basierend auf diesem Uberblick wird die Methode Emulation motiviert und in das Spektrum
der besprochenen Methoden eingeordnet.

Gemeinsames Ziel der in diesem Abschnitt vorgestellten Methoden ist die vergleichende Leis-
tungsanalyse von verteilten Anwendungen und Netzprotokollen (zusammengefasst im Folgen-
den ,Testsubjekte” genannt). ,Vergleichend” kann hier zweierlei heiRen: Entweder wird die
Leistung mehrerer Varianten eines Testsubjekts verglichen, oder die Leistung eines Testsubjekts
wird in Abh&ngigkeit von Umgebungsparametern des Testsubjekts gemessen. In dieser Arbeit
beschranken wir uns auf Parameter, die direkt oder indirekt die Eigenschaften des verwendeten
Rechnernetzes beeinflussen. Ein direkter Parameter ist beispielsweise die Bitfehlerrate eines
Funkkanals. Ein typischer indirekter Parameter ist die Mobilitat der Benutzer in einem mobilen
Ad-Hoc-Netz: Die Mobilitat wirkt indirekt auf die Eigenschaften des Ad-Hoc-Netzes, indem
beispielsweise die Anderungen der Konnektivitat der Teilnehmer bei hoherer Mobilitat haufiger
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auftreten. Testsubjekt kbnnte in diesem Beispiel ein Vermittlungsprotokoll fur Ad-Hoc-Netze
sein.

Die jeweiligen Analysemethoden unterscheiden sich vor allem in der Art der verwendeten Mo-
delle. Das notwendige theoretische Hindergrundwissen zur Modellbildung liefert die allgemei-
ne Modelltheorie nach Stachowigk [Sta73]: Jede Modellierung ist eine Abbildung von Attri-
buten eines (realen oder fiktiven) Originals in die eines Modells. Bei dieser Abbildung wird
stets nur ein Teil der Attribute des Originals berticksichtigt (,Verkirzungsmerkmal“ der Abbil-
dung). Die Ubrigen Attribute sind nichtim Modell reprasentiert (,praterierte Attribute®). Durch
das Wesen des Modells kbnnen weitere Attribute hinzukommen, die keine Entsprechung im
Original haben (,abundante Attribute®). Zweck der Modellbildung ist es, durch die Arbeit mit
dem Modell zu Aussagen Uber Attribute zu gelangen, die auch fur die zugehdorigen Attribute
des Urbilds gelten. Diese Ubertragung funktioniert nur, wenn die fiir die Aussagen relevanten
Attribute korrekt modelliert sind. Die Auswahl der zu modellierenden Attribute ist also fur die
Nutzbarkeit des Modells essentiell.

Bei allen modellbasierten Analysemethoden stellt sich zunéachst die Frage nach der Granula-
ritdt des verwendeten Modells, d.h. die Wahl der kleinsten modellierten Einheit des Systems.
Die Wahl der geeigneten Granularitat muss den naturgemafR hoheren Aufwand einer feineren
Modellierung gegen den zu erwartenden Erkenntnisgewinn abwégen. Soll wie in unserem Fall
Kommunikation in einem Rechnernetz modelliert werden, hat es sicherlich keinen Sinn, auf
molekularer Ebene Elektronenbewegungen zu modellieren. Fir gewisse Fragestellungen, bei-
spielsweise zur Bewertung von Interferenzen in einem Mobilfunknetz, kann es erforderlich
sein, einzelne Bits und sogar Bitcodierungsverfahren in das Modell aufzunehmen. Da in dieser
Arbeit verteilte Anwendungen und Netzprotokolle in traditionell paketvermittelnden Rechner-
netzen als Testsubjekte betrachtet werden, erscheint es nicht sinnvoll, bitgenaue Modelle zu
verwenden. Wir werden deshalb im Folgenden Modelle mit der Granularitat einzelner Daten-
pakete (bzw. Rahmen) betrachten, falls nicht explizit eine andere Granularitdt angegeben ist.
Fast alle existierenden Arbeiten fiir unseren Problembereich arbeiten mit Modellen dieser Gra-
nularitat. Eine weitergehende Diskussion zur Wahl der richtigen Modellierungsgranularitat fir
Modelle von Kommunikationsnetzen ist in [HBB1] zu finden.

2.1.1 Mathematische Analyse

Die Grundlagen der mathematischen Modellierung fir die Leistungsanalyse wurden beispiels-
weise von Raj Jain beschriebén [Jai91]. Die Idee dabei ist, das Verhalten des Testsubjekts und
aller anderen beteiligten Komponenten mathematisch darzustellen. Dabei kommen beispiels-
weise Verfahren aus der Wahrscheinlichkeitstheorie (z.B. zur Modellierung der Wahrschein-
lichkeit der Ankunft eines Datenpakets) und der Warteschlangen (z.B. zur Modellierung von
Paketpuffern) zum Einsatz.
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Der grol3e Vorteil mathematischer Modelle ist deren einfache Auswertung, wenn das Modell
einmal existiert. Steht eine mathematisch geschlossene Darstellung fir den Zusammenhang der
interessierenden Parameter eines Systems zur Verfiigung, kdnnen relativ leicht Trends erkannt
und Optima bestimmt werden. Werden mehrere Testsubjekte in gleicher Weise modelliert, kann
sogar die Uberlegenheit eines Testsubjekts mathematisch bewiesen werden. Die Herausforde-
rung bei der mathematischen Analyse ist es, die relevanten Attribute eines Testsubjekts und
dessen Umgebung zu identifizieren und korrekt zu modellieren. Um mit vertretbarem Aufwand
mathematisch darstellbar zu sein, sind die Modelle stets stark vereinfacht, d.h. sie abstrahieren
sehr stark von der Realitat.

Demers et al. zeigen in [DKSB9] anhand eines mathematischen Modells die Uberlegenheit des
.Fair-Queueing“-Algorithmus gegentiber normalen FIFO-WarteschI@ﬁerden Fall, dass
einzelne Datenquellen tberdurchschnittlich viel Netzlast erzeugen. Obwohl das Modell nur
einen sehr kleinen Aspekt der Realitét beschreibt (die Warteschlangen eines Routers) und dabei
von scheinbar wesentlichen Attributen abstrahiert (beispielsweise wird das Vermittlungsproto-
koll ibergangen), gentigt das Modell fur die gewlinschte Aussage.

Schon bei ein wenig komplexeren Modellierungsaufgaben werden die Grenzen der mathemati-
schen Modellierung deutlich. Fuks et al. [FLVVO1] stellen fur ein einfaches paketvermittelndes
System ein mathematisches Modell fiir den Zusammenhang der Groé3e der Vermittlungstabellen
mit der Verzdgerung der Pakete auf. Obwohl die Autoren sich auf ein sehr einfaches Vermitt-
lungsprotokoll beschrénken, wird ihr Modell nur handhabbar, weil sie von unendlichen Warte-
schlangen ausgehen. Die Unendlichkeit der Warteschlangen ist ein Beispiel fur ein abundantes
Attribut des Modells, dessen Einfluss auf die Ergebnisse zumindest genauerer Beachtung be-
darf.

Fazit: mathematische Analyse

Leistungsanalyse mit mathematischen Modellen kann fur einfache Algorithmen zu klaren Aus-
sagen fuhren, die in dieser Evidenz von empirischen Verfahren nicht zu erbringen sind. Zwar
ist der Modellierungsschritt durch die Auswahl der betrachteten Attribute stets angreifbar, der
mathematisch korrekte Schluss auf der Grundlage des Modells jedoch nicht.

Komplexere Algorithmen oder sogar das Verhalten von Anwendungen realistisch mit rein ma-
thematischen Modellen zu beschreiben, ist allerdings — zumindest mit den bisher bekannten
mathematischen Methoden — nicht moglich (vgl. auch [AB82]). Da die Leistungsanalyse von
verteilten Anwendungen aber explizit zum Problemraum dieser Arbeit gehort, wird die Metho-
de der mathematischen Analyse hier nicht weiter betrachtet.

1FIFO steht furFirst In First Out und bezeichnet die Eigenschaft ,reihenfolgeerhaltend".
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2.1.2 Simulation

Wie bei der mathematischen Analyse wird auch bei der Methode der Netzsimulation das ge-
samte betrachtete System modelliert, d.h. neben den Testsubjekten selbst auch alle Kompo-
nenten der Umgebung, die mit den Testsubjekten interagieren. Das charakteristische Merk-
mal der Simulation gegeniber der mathematischen Analyse istattpsghmischeModelle
verwendet werden. Das Verhalten der Testsubjekte und der Umgebung wird in einer geeigne-
ten Sprache modelliert. Simulationswerkzeuge unterstitzen beim Erstellen und Interpretieren
(,Ausfuhren“) des Modells, sowie bei der Auswertung der Ergebnisse. Um den Aufwand fur
die Modellierung und die Interpretation des Modells zu minimieren, wird als Modellierungs-
sprache oft eine existierende Programmiersprache verwendet.

Alle relevanten Werkzeuge fur die Netzsimulation in der von uns betrachteten Modellgranulari-
tat basieren auf ereignisdiskreter Verarbeitung, d.h. sie verarbeiten in chronologischer Reihen-
folge Ereignisse, die in einer zentralen Warteschlange verwaltet werden. Das jeweils nachste
anstehende Ereignis der Warteschlange (z.B. das Senden eines Datenpakets) wird durch die im
Modell definierte Verarbeitungslogik ausgewertet und kann weitere Ereignisse in der Zukunft
bewirken (z.B. den Empfang eines Datenpakets), die wiederum an der chronologisch richtigen
Stelle in die Warteschlange einsortiert werden.

Fir die Einsatzfahigkeit eines Simulationswerkzeugs ist die Verfigbarkeit einer umfangrei-
chen Bibliothek, die Modelle fur Standardkomponenten enthalt, essentiell. Solche Komponen-
ten kénnen als Teilmodelle in eigene Simulationsmodelle unverandert oder parametrisiert tber-
nommen werden. Wichtige Komponenten sind beispielsweise einfache Netzverbindungen defi-
nierter Ubertragungsrate, Modelle von haufig verwendeten Netzprotokollen (z.B. TCP und IP)
oder Lastgeneratoren.

Simulationswerkzeuge

Es existieren zahlreiche Werkzeuge fur die Netzsimulation. Im Folgenden werden kurz die
wichtigsten Vertreter der generell einsetzbaren Werkzeuge mit ihren charakteristischen Eigen-
schaften vorgestellt.

Das popularste Werkzeug fur die Netzsimulation ist ,ns-2“, ein ereignisbasierter, paketorien-
tierter Simulator, dessen Kern an der University of Southern California in Berkeley entstanden
ist[BEFT00Q]. Die Modelle firr ns-2 werden in den Programmiersprachen@?(‘l’obologie und
Szenariodefinition) und C++ (Protokollverhalten) definiert. Da ns-2 ein offenes System ist, das
von zahlreichen Forschergruppen auf der ganzen Welt verwendet wird, stehen inzwischen sehr
viele Komponenten fir alle wichtigen Netzprotokolle als Teilmodelle zur Verfligung.

20Tcl ist die objektorientierte Version der Skriptsprache (fdol Command Language)
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Um die Effizienz beim Erstellen und Auswerten eines Modells zu erhdhen, sind im Umfeld
von ns-2 weitere Werkzeuge entstanden. Erstellungswerkzeuge kénnen Teile eines Modells
automatisch erzeugen, z.B. eine typische statische Netztopologie [MLIMBO1] oder einen fir
mobile Benutzer eines Rechnernetzes typischen Bewegungsablauf (8HB/it einem Vi-
sualisierungswerkzeug kann beispielsweise eine graphische Aufbereitung der Paketfliisse eines
Szenarios dargestellt werden [EHB0].

An der University of California in Los Angeles wurde mit ,GloMoSim*“ ein ereignisbasiertes
Simulationswerkzeug speziell fir drahtlose Netze entwickelt [ZBEG98]. Im Gegensatz zu ns-2
ist GloMoSim darauf ausgelegt, dass mehrere parallel arbeitende Prozesse sich die Bearbeitung
der Ereignisse teilen. Bei entsprechend partitionierbaren Simulationsszenarien kann so die Be-
arbeitung eines Szenarios auf mehrere Rechner verteilt und damit beschleunigt werden. Das
Verhaltensmodell der Protokolle und Netzkomponenten wird komplett in der Programmier-
sprache C erstellt. Im Vergleich mit ns-2 sind bisher deutlich weniger Modellkomponenten
verfugbar.

Der ,Georgia Tech Network Simulator” ist ebenfalls ein ereignisbasiertes, parallelisierbares Si-
mulationswerkzeud [Ril03]. Das gesamte Werkzeug und alle vorhandenen Modellkomponenten
sind in der Programmiersprache C++ geschrieben, was dank der durchgangig objektorientier-
ten Architektur die Benutzung und Erweiterung vereinfachen soll. Sowohl klassische Netze mit
statischer Topologie, als auch drahtlose Ad-Hoc-Netze werden unterstitzt.

Auch an der Universitat Stuttgart ist ein paralleles, ereignisbasiertes Simulationswerkzeug fir
komplexe Netzszenarien entwickelt worden [Nec98]. Vorteil dieses Werkzeugs ist vor allem

die generelle, durchgénging objektorientierte Architektur. Nicht nur das Netzmodell, sondern

auch der parallele Simulator ist objektorientiert angelegt. Mehrere alternative Synchronisie-
rungskonzepte fur die Parallelisierung der Simulation stehen zur Verfigung. So kann fiir jedes
Simulationsmodell das geeignete Synchronisierungsverfahren ausgewahlt werden.

Fazit: Simulation

Netzsimulation hat sich als Standardmethode fir die Leistungsanalyse von Netzprotokollen
etabliert. Die meisten Veroffentlichungen in diesem Bereich verwenden zur Zeit dasselbe Si-
mulationswerkzeug (ns-2), wodurch die Ergebnisse zumindest vergleichbar sind. Prinzipiell
stellt sich auch bei Simulationsmodellen die Frage nach der korrekten Modellierung, d.h. vor
jeder Schlussfolgerung aus Simulationsergebnissen muss die Frage gestellt werden, ob das ver-
wendete Modell alle fur die Schlussfolgerung relevanten Attribute des Originals korrekt abbil-
det. Zur grundsatzlichen Diskussion um die Grenzen der Modelle, die in der Netzsimulation
verwendet werden, haben besonders Autoren aus dem Umfeld des Projekts ns-2 beigetragen
[PE97/FPOL, Flo01].
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Ein beschrankender Faktor fir die Methode Simulation ist der Aufwand flr die Modellierung.
Soist es zwar prinzipiell mdglich, das Verhalten von verteilten Anwendungen in einem Simula-
tionsmodell nachzubilden. Fir die meisten existierenden Anwendungen — man denke beispiels-
weise an ein verteiltes Dateisystem — wiirde dies jedoch einen betrachtlichen Modellierungs-
aufwand bedeuten und ware damit wirtschaftlich nicht vertretbar. Ein weiterer beschréankender
Faktor ist der Betriebsmittelbedarf bei der Auswertung eines Simulationsmodells. Vor allem
die Rechenzeit, die fur die Simulation umfangreicher Szenarien bendétigt wird, beschrankt im
praktischen Einsatz die Szenariengrof3e und -komplexitét.

2.1.3 Messung

Unter den Methoden zur Leistungsanalyse nimmt die Messung einen besonderen Platz ein.
Charakteristisches Merkmal der Messung ist es, dass nicht ein Modell analysiert wird, sondern
das Original. Das eigentliche Testsubjekt ist Gegenstand der Messung, in unserem Fall also eine
Implementierung einer verteilten Anwendung oder eines Netzprotokolls. Eine Motivation fur
Messungen an Implementierungen ist die beschrankte Aussagekraft von Simulationsmodellen.
Beispielsweise haben Brakmo und Peterson 1996 gezeigt, dass sich gangige Simulationsmodel-
le fir TCP nicht exakt wie reale TCP-Implementierungen in UNIX-Betriebssystemen verhalten
[BP96a]. Die von den Autoren identifizierte Ursache war in diesem Fall, dass aus technischen
Griinden, unter anderem durch eine beschréankte Zeitgebergranularitat, die spezifizierten Algo-
rithmen nicht exakt in der Implementierung umgesetzt werden konnten. Generell kann nur eine
Messung mit Sicherheit Aussagen Uber ein Testsubjekt machen; jede Form der Modellierung
des Testsubjekts ist prinzipiell angreifbar.

Fir die Messung eines Testsubjekts muss eine geeignete Messumgebung zur Verfligung stehen.
Um die Eigenschaften einer Software-Implementierung messen zu koénnen, ist eine Ausfih-
rungsumgebung notwendig (Rechner, Betriebssystem etc.). Da wir ausschliel3lich Testsubjekte
betrachten, die Uber ein Rechnernetz kommunizieren, hat es keinen Sinn, eine einzelne Instanz
eines Testsubjekts isoliert zu betrachten. Vielmehr muss jede Messung mindestens zwei Kom-
munikationspartner beriicksichtigen. Dartiberhinaus muss eine Kommunikationsinfrastruktur
zur Verfiigung stehen, die der ,Zielumgebung® des Testsubjekts entspricht.

Messumgebungen zur Leistungsmessung von verteilten Anwendungen und Netzprotokollen
werden haufig speziell nur fir eine ganz bestimmte Messung eingerichtet. Es existiert eine
Vielzahl von Veréffentlichungen, die spezielle Messumgebungen fir jeweils ein Testsubjekt

beschreiben. Da in diesen Arbeiten der Schwerpunkt auf den Messergebnissen und nicht auf
der Messumgebung und der Messmethodik liegt, sind sie an dieser Stelle nicht von zentralem
Interesse. Um einen Eindruck von der Methodik und den Problemen und Einschrankungen sol-
cher Testumgebungen zu bekommen, werden in den folgenden Abschnitten exemplarisch eini-
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ge typische Messaufbauten beschrieben, die als Kommunikationsinfrastruktur drahtlose lokale
Netze (Wireless LAN, WLAN) betrachten.

Beispiel: WLAN-Messumgebungen

Caceres und Iftode beschreiben 1995 einen der ersten systematischen Versuche, den Einfluss
von WLAN-typischen Netzcharakteristika auf Kommunikationsprotokolle zu messen![C195].

In ihrem Versuchsaufbau bewegt sich ein mobiler Rechner mit WLAN-Karte durch den Ab-
deckungsbereich von zwei verschiedenen WLAN-Zugangspunkten (Access Points, APs). Die
APs realisieren eine Bricke zu einem traditionellen LAN. An diesem LAN ist ein zweiter
Rechner angeschlossen. Der mobile Rechner baut in dem Versuch eine TCP-Verbindung zu
dem stationdren Rechner auf. Wahrend der Dateniibertragung wird der mobile Rechner zwi-
schen den Abdeckungsbereichen der APs hin- und hergetragen. Wenn die WLAN-Karte ihre
Verbindung zwischen den APs wechselt (Handover), ist fur kurze Zeit keine Kommunikation
zwischen mobilem und stationdrem Rechner mdéglich. Ziel des Versuchs war die Untersuchung
des Einflusses dieser Unterbrechung auf die Leistung der TCP-Verbindung.

Rechnernetze aus spontanvernetzten mobilen Teilnehmern, so genannte MANETSs (Mobile Ad
Hoc Netwaorks), sind in den letzten Jahren fiir die Protokollforschung und damit auch fir die
Leistungsanalyse besonders interessant geworden. Maltz et al. beschreiben 1999 ihre Mes-
sungen einer eigenen Implementierung des MANET-Vermittlungsprotokolls DSR (Dynamic
Source Routing) [IMBJ99]. Wiederum wird der Durchsatz von TCP gemessen; allerdings wird
die Leistung von TCP in dieser Messung als indirekte Leistungsmetrik fir das darunterliegende
Vermittlungsprotokoll verwendet: Nach der Annahme der Autoren ist der Durchsatz von TCP
ein Gradmesser fiir die Leistung des Vermittlungsprotokolls. Insbesondere soll die Geschwin-
digkeit der Routenanpassungen bei sich schnell bewegenden Teilnehmern beurteilt werden.
Dazu wird ein Messaufbau mit sechs Fahrzeugen verwendet. In jedem Fahrzeug befindet sich
ein tragbarer Rechner mit WLAN-Ausstattung. Wahrend eines Messlaufs werden die sechs
Fahrzeuge von Studenten Uber den Universitatscampus gefahren, um die méglichen Vernet-
zungstopologien standig zu andern. Zusatzlich sind zwei stationare Teilnehmer vorhanden. Zu
den methodischen Erfahrungen der Versuche gehort, dass allein der Versuchsaufbau grof3en lo-
gistischen und materiellen Aufwand verursacht. Bei den Bewegungsparametern mussten grof3e
Einschrankungen gemacht werden, allein aufgrund der Tatsache, dass nur wenige befahrba-
re StralBen in dem Gelédnde zur Verfligung standen. Allerdings betonen die Autoren, dass die
Messungen trotz des Aufwands lohnende Ergebnisse gebracht haben. Eine der Schlussfolge-
rungen ist, dass es sich lohnen wirde, eine kiinstliche Umgebung fir Messungen solcher Art
zu entwickeln.

Toh et al. beschreiben im Jahre 2000 eine ahnliche Messung [TCDAOO]: Fiir Leistungsmessun-
gen eines Vermittlungsprotokolls (ABR, ,Associativity-Based Routing"“) tragen funf Studenten
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Rechner mit WLAN-Ausstattung Uber den Campus. Wahrend der Messungen werden die funf
Rechner allerdings nicht bewegt. Die Autoren sind unter anderem an der Zeit interessiert, die
fur das initiale Finden einer Route bendtigt wird. Wie Maltz et al. betonen auch Toh et al., dass
Messungen extrem zeitaufwandig sind. Trotzdem entscheiden sich die Autoren ausdrticklich
gegen eine Analyse durch Simulation. Sie wollen Leistungsaspekte der ABR-Implementierung
in der realen Umgebung messen, weil sie davon ausgehen, dass die gangigen Simulationsmo-
delle einige leistungsrelevante Attribute nicht realistisch nachbilden.

Lundgren et al. beschreiben 2002 ebenfalls einen Testaufbau fur die Leistungsmessung von
MANET-Vermittlungsprotokollen [LLN 02]. Die Messumgebung besteht aus 37 tragbaren
Rechnern mit WLAN-Ausstattung. Die Autoren betonen vor allem, dass vergleichende Leis-
tungsmessungen nur bei reproduzierbaren Umgebungsbedingungen mdglich sind. Sie kritisie-
ren, dass bei gangigen Messaufbauten die Bewegung der Teilnehmer nicht genau definiert sei.
Daher flhren sie eine Metrik fur die Mobilitat ein, und definieren einen exakten Bewegungs-
ablauf fur jeden der 37 Teilnehmer ihrer Messumgebung. Jeder mobile Rechner gibt wahrend
eines Experiments Bewegungsanweisungen auf dem Bildschirm aus. Mit Hilfe von 37 freiwil-
ligen Helfern werden die Rechner dann entsprechend dieser Choreographie bewegt. Nattrlich
ist durch die Art der Ausfiihrung die Genauigkeit des Bewegungsablaufs beschrankt.

Fazit: Messung

Messumgebungen werden oft speziell fir ein bestimmtes Szenario eingerichtet. Am Beispiel
von MANET-Messumgebungen wurde klar, dass die Vorbereitung und Durchfiihrung von Mes-
sungen einen erheblichen materiellen, zeitlichen und oft auch personellen Aufwand darstellt.
Ein besonders bei Messungen mit mobilen Teilnehmern auftretendes und bisher nicht zufrie-
denstellend geltstes Problem ist die Wiederholbarkeit von Netzeigenschaften. Mit den vorge-
stellten Messaufbauten fur MANETS sind keine zuverlassig wiederholbaren und damit wirklich
vergleichbaren Messlaufe mdaglich.

2.1.4 Diskussion

Zweifellos hat jede der drei dargestellten Methoden fiir die Leistungsanalyse von verteilten An-

wendungen und Netzprotokollen ihre Anwendungsgebiete. Die mathematische Analyse kannin
frihen Stadien der Protokollentwicklung grundséatzliche Zusammenhéange von wichtigen Para-
metern aufzeigen. Der Anwendungsbereich der mathematischen Analyse ist klar limitiert durch
die begrenzte beherrschbare Komplexitat der Modelle.

Simulationsmodelle konnen auch das Verhalten von komplexeren Algorithmen représentieren;
Standardbibliotheken fir Simulationswerkzeuge bieten die Chance, schnell komplexe Modelle
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aus vielen vorhandenen Teilmodellen zusammenzustellen. Mit einer Serie von Simulationslau-
fen kdnnen die Auswirkungen eines Parameters auf die betrachteten Leistungseigenschaften
isoliert betrachtet werden. Die Aussagekraft von Simulationen hangt stark von der Qualitat der
verwendeten Modelle ab. Darliberhinaus ist die Simulation ebenfalls durch die Komplexitéat der
zu modellierenden Testsubjekte beschrankt.

Sollen explizit die Eigenschaften einer vorhandenen Implementierung einer Anwendung oder
eines Protokolls analysiert werden, muss eine Messung durchgefiihrt werden. Aussagekraftige
Messungen erfordern eine geeignete Messumgebung, mit deren Bereitstellung zwei Probleme
verbunden sind: die Verflgbarkeit der Messumgebung und die Wiederholbarkeit der Netzei-
genschaften. Eine Messumgebung mit speziellen Anforderungen an die Netztechnologie in der
erforderlichen GroRRe zu beschaffen und zu betreiben, ist mit erheblichem logistischem und
materiellem Aufwand verbunden. Darlber hinaus ist eine Messumgebung fir die vergleichen-
de Leistungsanalyse nur dann einsetzbar, wenn sie wiederholbare Bedingungen flr mehrere
Messlaufe garantieren kann. Gerade im exemplarisch dargestellten Anwendungsbereich der
drahtlosen mobilen Netzumgebungen ist die Wiederholbarkeit der Netzeigenschaften ein Pro-
blem, das in traditionellen Messumgebungen nicht zufriedenstellend geldst werden kann.

Messung in emulierter Umgebung

Eine flexible Messumgebung mit nachgebildeten (,emulierten“) Netzeigenschaften begegnet
sowohl dem Problem der Verfugbarkeit, als auch der Anforderung nach Wiederholbarkeit der
Netzeigenschaften. Eine Umgebung, die mit denselben, nur einmal beschafften Geraten eine
grofR3e Vielfalt an moglichen Netzszenarien nachbilden kann, stellt eine eher zu rechtfertigende
Investition dar, als eine spezielle Messumgebung flr eine bestimmte Art von Messungen. Sind
die Netzeigenschaften nicht von Umgebungseinflissen abhéngig, sondern fur jeden Messlauf
exakt steuer- und kontrollierbar, werden mehrere, vergleichbare Messlaufe moglich.

Die Emulation von Netzeigenschaften stellt also keine grundsatzlich neue Methode zur Leis-
tungsanalyse von verteilten Anwendungen und Netzprotokollen dar, sondern erweitert die exis-
tierende Methode der Messung um die Moglichkeit der Messung in einer nachgebildeten Um-
gebung.

2.2 Verwandte Arbeiten

In diesem Abschnitt werden die existierenden Arbeiten zur Emulation von Netzeigenschaften
klassifiziert, sowie ihre Moglichkeiten und Beschrankungen diskutiert. Schlie3lich wird der
Beitrag der vorliegenden Arbeit motiviert.
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Alle hier vorgestellten Ansatze beeinflussen Netzeigenschaften in definierter Weise, jedoch auf
unterschiedliche Art. Zunachst besprechen wir Loésungen, die auf modifizierten Netzwerkge-
raten basieren. Danach wenden wir uns Ldsungen zu, die ausschlie3lich Software-Werkzeuge
benutzen. Dabei stellen wir zunachst Werkzeuge fiir die Emulation von genau einer Netzver-
bindung vor, und gehen abschlieRend auf die Emulation von Netzszenarien ein, die aus mehr
als einer Netzverbindung bestehen.

2.2.1 Hardware-basierte Emulation

Die Idee von Hardware-basierter Emulation ist es, den nétigen Aufwand und das Wiederholbar-

keitsproblem von Messungen zu verringern, indem man mit spezieller Hardware in definierter

Weise Einfluss auf gewisse Netzeigenschaften nimmt. Da hierbei Geréte eingesetzt werden,
die in der physischen Schicht (Bitibertragungsschicht) arbeiten, sind sie jeweils speziell auf

eine Netztechnologie zugeschnitten. In diesem Abschnitt werden beispielhaft einige Arbeiten

vorgestellt, die sich mit Hardware-basierter Emulation von WLAN-Szenarien befassen.

Kaba und Raichle beschreiben einen Versuchsaufbau, mit dessen Hilfe die geometrischen Aus-
malde einer WLAN-Testumgebung von CampusgroRe auf LaborgréRe verkleinert werden kon-
nen [KRO1]. Dazu werden die in den WLAN-Geréten integrierten Antennen teilweise abge-
schirmt und damit die Reichweite von einigen hundert Metern auf wenige Zentimeter verrin-
gert. Schon mit dieser einfachen Modifikation kann so der Messaufwand fir einige Standard-
szenarien deutlich reduziert werden. In einem weiteren Schritt schlagen die Autoren vor, auf die
Funkausbreitung komplett zu verzichten, und verbinden die WLAN-Gerate direkt Uber Anten-
nenkabel. Mit zwischengeschalteten Kombinations- und Dampfungsgliedern kann die Signal-
ausbreitung definiert geandert werden. So werden die Eigenschaften der Wellenausbreitung,
die direkten Einfluss auf die Netzeigenschaften haben, steuer- und damit wiederholbar.

Hernandez und Helal beschreiben einen &hnlichen Ansatz, bei dem ebenfalls die Antennensi-
gnale durch steuerbare Dampfungsglieder beeinflusst werden [HHO02]. Die Arbeit befasst sich
aullerdem mit der Frage, wie realistische Sollwerte fir die Dampfungsglieder ermittelt werden

koénnen.

Im Versuchsaufbau von Judd und Steenkiste werden ebenfalls direkt die Antennensignale von
WLAN-Geraten beeinflusst [JS03]. Allerdings werden die Signale jedes Gerats zunéachst di-
gitalisiert, in digitaler Form von spezieller Hardware verarbeitet und wieder in ein analoges
Antennensignal gewandelt. Durch diesen Versuchsaufbau ist es moglich, an zentraler Stelle
Dampfung und Interferenzen fur ein ganzes Szenario einzustellen. Abhangig von der Leis-
tungsfahigkeit der zentralen Komponente kénnen die Netzeigenschaften von WLAN-Szenarien
bis zu einer gewissen Grof3e wiederholbar emuliert werden. Die Autoren schétzen, dass ein ak-
tueller digitaler Signalprozessor Signale von bis zu 50 Antennen verarbeiten kdnnte.
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Fazit: Hardware-basierte Emulation

Wie wir am Beispiel von WLAN-Testumgebungen gesehen haben, kann Hardware-basierte
Emulation den Aufwand flr traditionelle Messungen deutlich verringern. Wenn es zuséatzlich
die Moglichkeit gibt, relevante Netzeigenschaften nach einer Szenariovorgabe zu steuern, sind
wiederholbare Messlaufe maglich. Damit ist die Grundlage flr vergleichende Leistungsanalyse
geschaffen. Der Nachteil Hardware-basierter Emulationsumgebungen ist jedoch, dass sie spezi-
ell auf eine bestimmte Netztechnologie zugeschnitten und auf besondere Hardware angewiesen
sind. Die Méglichkeiten einer solchen Umgebung sind somit stark eingeschrankt.

2.2.2 Software-basierte Emulation einer Netzverbindung

Auch Software-basierte Emulation hat zum Ziel, Netzeigenschaften definiert zu beeinflussen.
Da der Eingriff jedoch nicht in der Bitibertragungsschicht, sondern in héheren Schichten
des Kommunikationsstapels erfolgt, ist keine spezielle Hardware notwendig. Die verwende-
ten ,Emulationswerkzeuge* sind vielmehr reine Software-Werkzeuge. Wir betrachten zun&chst
Werkzeuge, die sich auf die Emulation der Eigenschaften einer einzigen Netzverbindung be-
schranken.

Zhang und Bhargava schlagen 1993 vor, den Netzverkehr zwischen zwei Rechnern in einem
LAN abzufangen und lGber einen entfernten Rechner zu leiten [ZB93]. Die dadurch entstehende
Verzoégerung wird fir die Leistungsanalyse von verteilten Transaktionsprotokollen genutzt. In
einer Erweiterung wird zunéchst die Verzogerung zu einem entfernten Rechner gemessen. In
einem zweiten Schritt wird diese Verzogerung dann von einem Emulationswerkzeug in einem
lokalen Testaufbau kinstlich eingefiigt. Das Werkzeug arbeitet in diesem Fall auf einem dritten
Rechner, der zwischen die beiden kommunizierenden Rechner eingefugt wird.

Ingham und Parrington stellen 1994 mit ,Delayline” ein Emulationswerkzeug vor, das nicht
nur die Verzégerung, sondern auch mégliche Rahmenverluste einer WAN-Verbindung nachbil-
den kann[[IP94]. Es wird auf demselben Rechner installiert, der auch die Anwendung ausftihrt,
die analysiert werden soll. Das Werkzeug stellt sich der Anwendung als Transportschicht-Im-
plementierung dar und kann tber eine eigene Socket-Schnittstelle angesprochen werden. An-
wendungen, die eine emulierte Verbindung zur Kommunikation verwenden sollen, missen statt
der vom Betriebssystem bereitgestellten Sockets die Socket-Implementierung des Emulations-
werkzeugs verwenden. Die zu analysierenden Anwendungen mussen also fur die Messung an-
gepasst werden.

Ahn et al. schlagen 1995 vor, direkt in den Kommunikationsstapel des Betriebssystems ein-
zugreifen [ADLY95]. Fur die Leistungsanalyse von TCP Vegas wird ein Emulationswerkzeug

in das Betriebssystem FreeBSD integriert. Das Werkzeug kann ausgehende Rahmen zwischen
der Vermittlungs- und der Sicherungsschicht abfangen und veréndern. Neben einer zusétzlichen
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Verzégerung und einer Rahmenverlustrate kann eine Begrenzung der Ubertragungsrate einge-
fuhrt werden. Durch die Integration mit den Protokollimplementierungen des Betriebssystems
ist das Emulationswerkzeug transparent fir die logisch dariiberliegenden Protokollschichten.
Ein &hnlich arbeitendes Werkzeug fur Linux-Betriebssysteme wird spater von Carson und San-
tay vorgestellt[[CS03].

Fir die Emulation von WAN-Verbindungen mit einem Windows-Betriebssystem existiert das
kommerzielle Emulationswerkzeug , The Cloud® [ShU05]. Neben einer konstanten Verzoge-
rung und einer begrenzten Ubertragungsrate fiigt ,The Cloud“ zusatzlich fur jedes Paket eine
individuelle, zufallige Verzogerungskomponente hinzu, die durch statistische Funktionen de-
finiert werden kann (Gleich- und Normalverteilung). Dieses Verhalten soll die wechselnden
Fullstande von Vermittlungswarteschlangen nachbilden.

Allman et al. beschreiben 1997 den ,,Ohio Network Emulator”, ein Emulationswerkzeug, das
verschiedene Arten von Verzégerung nachbilden kann [ACO97]. Das Werkzeug lauft auf einem
dedizierten Rechner mit zwei Netzschnittstellen, der als Vermittler zwischen zwei Subnetzen
fungiert. Das Werkzeug ist logisch am Ubergangspunkt dieser Subnetze positioniert. Samtli-
cher Netzverkehr, der Uber den Vermittler geleitet wird, ist den zusétzlichen Verzégerungen
unterworfen; es ist also nicht nétig, die zu analysierenden Anwendungen oder Protokolle zu
andern. Allerdings wird stets ein zusatzlicher Rechner fiir das Emulationswerkzeug bendtigt.

Luigi Rizzo stellt 1997 mit ,Dummynet” erstmals ein Werkzeug vor, das im Kommunika-
tionsstapel des Betriebssystems arbeitet und dabei sowohl in Sende- als auch in Empfangsrich-
tung Verkehr verarbeiten kann [RiZ97]. Dummynet ist eine Erweiterung des Betriebssystems
FreeBSD, und fangt den Netzverkehr zwischen der Transportschicht und der Vermittlungs-
schicht ab. Verzogerung, Ubertragungsrate, WarteschlangengréRe und Paketverlustrate konnen
an dieser Stelle eingestellt werden.

Noble et al. kombinieren in ihrer Arbeit aus 1997 die Messung von dynamischen Netzeigen-
schaften eines drahtlosen Netzes mit der Nachbildung der Eigenschaften durch ein Emulations-
werkzeugl[NSNK97]. Wahrend einer Aufzeichnungsphase werden Verzégerung und Rahmen-
verlustrate zwischen einem mobilen Teilnehmer und mehreren WLAN-Basisstationen gemes-
sen. Spater werden die aufgezeichneten Netzeigenschaften im Labor durch ein Emulations-
werkzeug nachgebildet, das im Kommunikationsstapel des Betriebssystems NetBSD zwischen
der Vermittlungs- und der Sicherungsschicht eingreift. Neu ist hier vor allem die Idee, dass die
Netzeigenschaften, die ein Emulationswerkzeug nachbildet, wahrend eines Messlaufs standig
geandert werden.

Kojo et al. stellen 2001 ein Emulationswerkzeug vor, das speziell die Eigenschaften einer draht-
losen Mobilfunk-Datenverbindung (z.B. GPRS) nachbildet [KGM]. Wie bei [ZB93] und
[ACO97] wird das Emulationswerkzeug auf einem dedizierten Rechner ausgefihrt, der zwi-
schen zwei Kommunikationspartner geschaltet wird. Der Beitrag der Arbeit ist vor allem die
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Modellierung von besonderen Eigenschaften einer Mobilfunk-Verbindung wie den plétzlich
auftretenden Rahmenverlusten bei einem Zellenwechsel, stark asymmetrischen Ubertragungs-
raten etc.

Fazit: Software-basierte Emulation einer Netzverbindung

Gangige Emulationswerkzeuge kénnen die direkte Kommunikation zwischen zwei Rechnern
beeinflussen, indem sie Verzégerungen einfiihren, die Ubertragungsrate begrenzen und Rahmen-
bzw. Paketverluste verursachen. Damit sind die leistungsrelevanten Eigenschaften einer Punkt-
zu-Punkt-Verbindung abgedeckt. Es gibt verschiedene Methoden, um den Netzverkehr abzu-
fangen; es hat sich jedoch gezeigt, dass der direkte Eingriff im Kommunikationsstapel des
Betriebssystems vorteilhaft ist, weil dadurch das Werkzeug fiir logisch dariiberliegende Proto-
kollimplementierungen und Anwendungen transparent ist.

2.2.3 Software-basierte Emulation von Netzszenarien

Die bisher vorgestellten Emulationswerkzeuge kénnen die Netzeigenschaften einer Verbindung
zwischen zwei Kommunikationspartnern nachbilden. Fir die Analyse vieler Testsubjekte sind
jedoch Szenarien mit mehr als zwei Kommunikationspartnern notwendig; etwa zur Beurteilung
der Leistungsfahigkeit eines Vermittlungsprotokolls oder einer hierarchisch organisierten ver-
teilten Anwendung. In den folgenden beiden Abschnitten werden Software-Losungen fir die
Nachbildung von Netzszenarien mit mehr als zwei Kommunikationspartnern vorgestellt. Die
existierenden Arbeiten lassen sich in zentralisierte und verteilte Verfahren klassifizieren.

Zentralisierte Verfahren

Zentralisierte Verfahren fur die Emulation von Netzszenarien haben gemeinsam, dass der ge-
samte Netzverkehr aller Kommunikationspartner in einem Szenario Uber eine einzige Instanz
eines Emulationswerkzeugs geleitet wird.

Davies et al. stellen 1995 erstmalig ein zentralisiertes Emulationswerkzeug vor [DBCF95]. An-
wendungen, die ausschliel3lich UDP-Pakete zur Kommunikation benutzen, senden ihre Pakete
nicht direkt zum eigentlichen Empfanger, sondern zundchst zum Emulationswerkzeug. Dieses
entscheidet, ob das Paket nicht, verzégert oder sofort dem Empfanger zugestellt wird. Bei die-
ser Entscheidung kann prinzipiell auch eine Rolle spielen, ob in unmittelbarer zeitlicher Nahe
ein anderes Paket durch das Werkzeug verarbeitet wurde. So konnten Effekte wie kollidierende
Rahmen nachgebildet werden. Allerdings ist die Modellierung von Kollisionen problematisch,
da das Werkzeug keine echte Gleichzeitigkeit erkennen kann: Aus der Sicht des Werkzeugs
kommen die UDP-Pakete der verschiedenen Sender immer hintereinander an, auch wenn sie
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gleichzeitig abgesendet wurden, denn die Netztechnologie des Emulationssystems serialisiert
die Rahmen zwangslaufig. AuBerdem kann der exakte Empfangszeitpunkt eines Rahmens von
ein Werkzeug, das auf Anwendungsschicht arbeitet, nicht zuverlassig ermittelt werden.

Raman und Katz benutzen ebenfalls ein zentralisiertes Emulationswerkzeug auf UDP-Basis
[RKO2]. Das Werkzeug bildet den Verlust und die Verzdégerung von Paketen nach. Um rea-
listische Netzparameter zu erhalten, fihren die Autoren Referenzmessungen uber tatséchliche
WAN-Verbindungen durch.

In Abschnit{2.1.2 wurde bereits ns-2 als wichtiges Simulationswerkzeug vorgestellt (BEF

Kevin Fall schlagt 1999 vor, eine erweiterte Version von ns-2 (,nse") als zentralisiertes Werk-
zeug fir die Emulation von Netzeigenschaften zu verwenden [Fal99]. Dazu muss die ereig-
nisdiskrete Verarbeitung des Simulators mit der Realzeit synchronisiert werden, es wird also
eine Abbildung von Simulationszeit auf Realzeit definiert. Wahrend eines Experiments werden
alle Ereignisse im Simulationsmodell abgearbeitet, die in der Vergangenheit liegen. Wenn das
nachste Ereignis in der Zukunft liegt, wird der Simulationsprozess solange unterbrochen, bis die
Realzeit das nachste Ereignis ,eingeholt* hat. Aul3erdem kann das Simulationsmodell Uber eine
Schnittstelle mit der realen Welt verbunden werden: An definierten Ubergangspunkten des Mo-
dells kdnnen reale Pakete, die am Simulationsrechner ankommen, in Modellreprésentationen
von Paketen umgewandelt und so Teil des Simulationsmodells werden. In der anderen Kommu-
nikationsrichtung werden an denselben Ubergangspunkten Pakete aus dem Simulationsmodell
in tatsachliche Pakete umgewandelt und Uber eine reale Netzwerkkarte weitergeschickt. Damit
dieser Ubergang verlustfrei funktioniert, ist auch das Paketmodell von nse gegeniiber dem von
ns-2 erweitert, beispielsweise um eine Repréasentation von Nutzdaten.

Durch die umfangreichen Bibliotheken, die fiir ns-2 zur Verfiigung stehen, wird es mit der Er-
weiterung nse auch zu einem méachtigen Emulationswerkzeug. Beispielsweise benutzen Ke et
al. das ns-2-Modell eines Ad-Hoc-Netzes, um Uber die Emulationsschnittstelle mehrere reale
Benutzer eines Coda-Dateisystems anzuschlieé3en [KMJOO0]. Der Ansatz, nse als zentralisiertes
Emulationswerkzeug fir Netzszenarien zu verwenden, unterliegt zwei grundsatzlichen Ein-
schrankungen: Einerseits muss die zentrale Simulationskomponente das verwendete Modell
schnell genug verarbeiten kénnen, damit sie mit der Realzeit synchron bleiben kann. Dies li-
mitiert die Komplexitat des Modells im Hinblick auf die Anzahl der Kommunikationspartner
und den Netzverkehr. Andererseits werden ,Artefakte”, also unerwiinschte Netzeigenschaften
eingefuhrt, welche den Realismus der Modelle beeinflussen: Durch die Tatsache, dass jede Sen-
dung zwischen zwei Kommunikationspartnern tiber eine dritte Instanz geleitet wird, entsteht ei-
ne zuséatzliche, unerwiinschte Verzégerung. Weitere, nichtdeterministische Verzégerungen kén-
nen durch das Rechnernetz entstehen, Uber das der zentrale Simulationsrechner angeschlossen
ist (beispielsweise bei der Serialisierung gleichzeitiger Sendungen). Weil die tatsachlichen Sen-
dezeitpunkte nicht exakt bekannt sind, ist es nicht zuverlassig moglich, Effekte wie Kollisionen
von Uberlappenden Sendungen im Modell zu berticksichtigen.



2.2. VERWANDTE ARBEITEN 41

Mahrenholz und Ivanov verringern die von nse unerwtnscht eingefiihrten Verzégerungen u.a.
dadurch, dass alle Testsubjekte und das zentrale Emulationswerkzeug in unterschiedlichen Aus-
fuhrungsumgebungen desselben Rechners ausgefuhrt werden [MI04, MI05]. Dadurch wird al-
lerdings die mogliche Szenariogrof3e noch weiter beschréankt.

Lin et al. stellen 2002 einen mit nse verwandten Ansatz/vor [LMPO02]. Das zentrale Emulations-
werkzeug arbeitet allerdings im Betriebssystemkern und basiert auf einem einfachen Modell,
das als Netzparameter nur Ubertragungsrate und Paketverlust, aber keine Kollisionen beriick-
sichtigt. Die Autoren betonen, dass ihr Modell wesentlich weniger aufwandig und damit per-
formanter ist als das bei nse verwendete. Dadurch kann die ungewollt eingefiihrte Verzégerung
gegenuber nse verkleinert werden. Die Geschwindigkeit des Werkzeugs wird auch dadurch
erreicht, dass die gesamte Paketverarbeitung direkt im Betriebssystemkern erfolgt.

Auch Flynn et al. benutzen ein zentrales Emulationswerkzeug fur die Emulation von Netzsze-
narien. Das Werkzeug ist in der Sprache Java realisiert [FTO02]. Durch eine grébere Abstrak-
tion bei der Modellierung der Protokolle erreicht es laut den Autoren eine bessere Leistung als
nse.

Vahdat et al. beschreiten einen anderen Weg, um die Leistung einer zentralen Emulationsinstanz
zu erhohen: Sie verteilen das Emulationswerkzeug auf mehrere Rechner [0, WIYV03].

Logisch betrachtet sind noch immer mehrere Endgerate an eine einzige Instanz angeschlossen,
welche die Netzeigenschaften des Szenarios nachbildet. Diese Instanz besteht jedoch aus bis zu
zehn Rechnern, die jeweils nur fir einen Teil des Szenarios zustandig sind. Damit die Vermitt-
lung der Pakete sowohl innerhalb einer Partition, als auch zwischen mehreren Partitionen eines
Szenarios funktioniert, kdnnen bei diesem Ansatz keine Originalimplementierungen von Ver-
mittlungsprotokollen verwendet werden. Vielmehr betonen die Autoren, dass die Eigenschaften
mehrerer Vermittlungsprotokolle speziell fir die Verwendung mit dem Emulationswerkzeug
nachprogrammiert wurden. Dadurch ist die Analyse von existierenden Vermittlungsprotokol-
len mit diesem Ansatz nicht méglich.

Fazit: zentralisierte Emulation von Netzszenarien

Eine zentralisierte Emulation von Netzszenarien hat den Vorteil, dass die Steuerung eines kom-
pletten Szenarios an nur einer Stelle erfolgt. Auch komplexere Szenarien kénnen mit Uber-
schaubarem Aufwand eingerichtet werden. Ein gemeinsamer Nachteil aller zentralisierter Ver-
fahren ist es allerdings, dass die zentrale Instanz den méglichen Netzverkehr in einem Szenario
beschrankt. AuRBerdem koénnen Effekte, die einen sehr genauen Zeitbegriff erfordern, etwa das
zeitliche Uberlappen zweier Rahmen, von einer zentralisierten Instanz auf Anwendungsebene
nur unzuverlassig oder gar nicht festgestellt werden.
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Verteilte Verfahren

In Abschnitt[ 2.2.P wurden Emulationswerkzeuge vorgestellt, welche die Eigenschaften ein-
zelner Netzverbindungen nachbilden kdnnen. Um Szenarien mit mehreren Netzverbindungen
nachzubilden, liegt es daher nahe, in einer Testumgebung mehrere Instanzen solcher Werkzeu-
ge auf mehreren Rechnern zusammenzuschalten.

Das ,Utah Network Testbed" besteht aus 168 Rechnern, die entweder als Ausfihrungsplatt-
form fir Testsubjekte oder als zwischengeschaltete ,,Emulationskﬁ)\mrm‘/vendet werden
konnen [WLS 02]. Auf einem Emulationsknoten wird Dummynét [Riz97] oder rise [Fal99]

als Emulationswerkzeug eingesetzt. Das gewlinschte Szenario wird von einer zentralen Instanz
automatisch eingerichtet. Auch wahrend eines Experiments kénnen die Netzeigenschaften des
Szenarios noch geandert werden, um beispielsweise das Ausfallen einer Verbindung nachzu-
bilden. Da die Vernetzung der 168 Knoten in der Testumgebung nicht homogen ist, stellt es
ein nichttriviales Problem dar, eine optimale Abbildung von den logischen Knoten eines spezi-
fizierten Szenarios auf die physischen Knoten der Testumgebung zu berechnen. Ein wichtiger
Beitrag der Autoren ist eine effiziente ndherungsweise Losung dieses im allgemeinen Fall NP-
harten Problems [RALO3].

Eine Erweiterung des Utah Network Testbeds bezieht drahtlos angebundene Knoten in die Test-
umgebung mit ein [WLGQ2]. Allerdings werden die Netzeigenschaften der Funkstrecken nicht
emuliert. Stattdessen kdnnen einige reale Funkstrecken, die an der University of Utah fir die-
sen Zweck eingerichtet wurden, in ein Emulationsszenario eingebunden werden. In diesem Fall
wird anhand der in einer Szenariobeschreibung spezifizierten gewiinschten Eigenschaften einer
Funkstrecke aus den tatsachlich vorhandenen Funkstrecken diejenige ausgesucht und einge-
bunden, die der Spezifikation am nachsten kommt.

»,MobiIEmu* ist eine Testumgebung, die speziell fur die Emulation von dynamischen Topo-
logien in MANETSs konzipiert wurde [ZL02]. Die Testsubjekte laufen auf mehreren Knoten-
rechnern, die von einer zentralen Instanz auf einem Steuerungsrechner koordiniert werden.
Die Steuerungsinstanz benutzt ein Mobilitdtsszenario, um die Erreichbarkeit der Knoten un-
tereinander zu berechnen. Dabei wird von einer fixen Funkreichweite ausgegangen, bis zu der
Kommunikation moglich istvor dem Messlauf wird jedem Knotenrechner eine Liste mit Zeit-
stempeln und Anderungen in seiner Erreichbarkeit tibergabéhrenddes Messlaufs sendet

die Steuerungsinstanz dann nur noch Zeitstempel an die Knotenrechner, um die Anderungen
zeitlich zu koordinieren. Statt eines dedizierten Emulationswerkzeugs wird auf den einzelnen
Rechnern die ohnehin vorhandene Linux-Betriebssystemfunktion ,IPTables" benutzt, die es
erlaubt, Netzverkehr von bestimmten Sicherungsschicht-Adressen zuzulassen oder zu sperren.

3In Anlehnung an die Darstellung einer Netzverbindungstopologie als Graph aus Knoten und Kanten wird oft
der Begriff ,Knoten* als Synonym fiir ,Rechner als Teil einer Netztopologie* verwendet.
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Damit bleibt die Erreichbarkeit die einzige Netzeigenschaft, die nachgebildet werden kann.
Verzogerung, Ubertragungsrate oder Verlust werden nicht betrachtet.

Liu und Song stellen eine ahnlich strukturierte Testumgebung vor, bei der ebenfalls ein zentraler
Steuerungsrechner die Erreichbarkeit der Knoten in einem MANET-Szenario ermittelf [LS02].
Der Steuerungsrechner ist Uber Ethernet an mehrere Knotenrechner angeschlossen, welche die
Knoten des MANETS reprasentieren. Wahrend eines Messlaufs wird die Erreichbarkeitsinfor-
mation standig Uber Ethernet-Rundsendungen an alle Rechner tbermittelt. Auf jedem Knoten-
rechner arbeitet ein Emulationswerkzeug, das neben der dynamischen Erreichbarkeit auch eine
fest eingestellte Verzogerung und eine begrenzte Ubertragungsrate nachbilden kann. Weiterge-
hende Effekte wie Kollisionen werden nicht betrachtet.

LEMPOWER" ist ein verteilter Emulationsansatz fiir Netzszenarien, der ohne zentrale Steue-
rung auskommt [ZNO3]. Auch hier werden mehrere Rechner mit einem Emulationswerkzeug
ausgestattet, das wechselnde Verbindungstopologien nachbilden kann. Die Parameter fur jeden
Rechner werden jedoch nicht wahrend des Experiments von einer zentralen Instanz gesteu-
ert, sondern im Voraus berechnet und als Ablaufplan auf die Rechner verteilt. Wahrend des
eigentlichen Experiments werden die geplanten Parameteranderungen durch das Emulations-
werkzeug auf jedem Rechner anhand des Ablaufplans selbststandig durchgefiihrt. Damit das
Szenario hierbei konsistent bleibt, sind synchronisierte Uhren notwendig. Als Parameter wer-
den dynamische Erreichbarkeit, Verzogerung, Ubertragungsrate und Rahmenverlust nachgebil-
det. Kollisionen werden nicht berlicksichtigt. Das verwendete Werkzeug greift zur Nachbildung
der dynamischen Erreichbarkeit in die Vermittlungsschicht ein, sodass die Vermittlungsschicht
nicht als Testsubjekt in Frage kommt, sondern nur héhere Schichten.

Fazit: verteilte Emulation von Netzszenarien

Durch den koordinierten parallelen Einsatz mehrerer Instanzen eines Emulationswerkzeugs
kénnen auch grol3ere Netzszenarien nachgebildet werden. Die Leistungsfahigkeit der vorge-
stellten Anséatze ist vor allem von den Moglichkeiten der eingesetzten Werkzeuge abhangig.
Existierende Testumgebungen kénnen grundlegende Netzeigenschaften wie Topologieande-
rungen, Verzogerungen, begrenzte Ubertragungsrate und Rahmenverlust nachbilden; Interak-
tionseffekte mehrerer Rahmensendungen (Kollisionen, konkurrierender Zugriff) wurden bisher
nicht betrachtet.

2.3 Diskussion

Die Vielzahl der in den letzten Jahren veroffentlichten Arbeiten im Bereich der Emulation
von Netzeigenschaften lasst darauf schliel3en, dass neben den etablierten Methoden Simulation
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und Messung in der Realumgebung die Messung in einer emulierten Netzumgebung auf im-
mer groRReres Interesse stol3t. Im Bereich der Emulationswerkzeuge haben sich eindeutig die
Software-basierten Werkzeuge als Grundlagentechnologie durchgesetzt, weil sie mit wesent-
lich weniger Aufwand einsetzbar sind als Hardware-basierte Werkzeuge. Auf diese Werkzeuge
aufbauend haben sich zwei alternative Moglichkeiten entwickelt, um ganze Szenarien nach-
zubilden, die sich in der Anordnung der verwendeten Werkzeuge unterscheiden. Zentralisierte
Verfahren leiten den gesamten Netzverkehr eines Szenarios Uber eine zentrale Instanz eines
Emulationswerkzeugs, wahrend verteilte Verfahren mehrere Instanzen verwenden, die jeweils
nur fir einen Teil des Szenarios zustandig sind. Messungen mit zentralisierten Werkzeugen sind
administrativ einfacher durchzufiihren, jedoch in der mdglichen Szenariogré3e beschrankt. Ver-
teilte Architekturen erméglichen grol3ere Szenarien, erfordern aber einen wesentlich gréReren
Aufwand fur die Koordination der Werkzeuge. Zentrale wie verteilte Vlerfahren sind in ihrer
Machtigkeit durch die Mdglichkeiten der verwendeten Emulationswerkzeuge beschrankt.

Fur die verteilte Emulation von Szenarien mit mehreren, unabhangigen Netzverbindungen exis-
tieren schon einige Ansétze. Je nach verwendetem Werkzeug kdnnen gewisse Eigenschaften
solcher Verbindungen nachgebildet werden. Zu Beginn unserer Forschungsarbeiten im Jah-
re 2001 war die verteilte Emulation vatynamischemetzszenarien noch vollig unbekannt;

zu den zeitlich Uberlappenden ersten Veroffentlichungen zu dynamischen Netzszenarien ge-
horen unsere eigenen Arbeiten ([ZI.02, LS02, HLR02, HR02]). Bis heute bietet kein anderes
existierendes Verfahren die realistische Nachbildung aller leistungsrelevanter Netzparameter in
einem Szenario. Beispielsweise blieben Seiteneffekte beim Senden durch die Reduzierung der
Ubertragungsrate (Riickstau von Rahmen) von den existierenden Werkzeugen unberiicksich-
tigt, obwohl dieses Verhalten Einfluss auf die Leistung von Protokollen und Anwendungen hat.
AuRerdem kénnen mit keinem der bisher existierenden Verfahren die Effekte von Netztechno-
logien mit gemeinsamen Medien realistisch emuliert werden.

Ziel dieser Arbeit ist es daher, ein vielseitig einsetzbares Emulationsverfahren fiir Rechnernetze
zu entwickeln, das sowohl skalierbar ist, als auch wichtige Netztechnologien realistisch nach-
bilden kann. Dabei sollen explizit Technologien mit gemeinsamen Medien und dynamischen
Netzeigenschaften eingeschlossen sein. Dazu wird zunachst untersucht, mit welcher Architek-
tur die Anforderungen an Skalierbarkeit, Realismus und Einsetzbarkeit erflllt werden kénnen,
und welche Netzeigenschaften und Seiteneffekte nachgebildet werden mussen. Danach wird
ein Verfahren entwickelt, mit dem es mdglich ist, die geforderten Netzeigenschaften und Sei-
teneffekte realistisch nachzubilden.



Architektur

In den ersten beiden Kapiteln wurde die Motivation flr ein vielseitig einsetzbares und ska-
lierbares Emulationsverfahren fiir Rechnernetze deutlich. In diesem Kapitel wird zunachst ar-
gumentiert, auf welcher konzeptionellen Ebene ein Emulationsverfahren in die Rechnerkom-
munikation eingreifen sollte. Danach werden die Netzparameter identifiziert, die nachgebildet
werden mussen. Auf dieser Grundlage werden verschiedene Verteilungsalternativen fir eine
Ldsung vorgestellt und bewertet.

3.1 Einordnung in das Schichtenmodell

Um Netzverkehr zu beeinflussen, muss jedes Emulationsverfahren in den Protokollstapel ein-
greifen bzw. diesen modifizieren. In Abschqitt 2]2.2 wurde bereits deutlich, dass dieser Eingriff

auf verschiedenen konzeptionellen Ebenen erfolgen kann. In diesem Abschnitt wird erklart,

welche Ebene fur unsere Aufgabenstellung am besten geeignet ist.

Es sind verschiedene Referenzmodelle fir Protokollstapel in Gebrauch. In Anlehnung an das
Standardlehrbuch von Andrew S. Tanenbaum [Tan96] verwenden wir im Folgenden ein ver-
einfachtes Fiinf-Schichten-ModglIAbb.[3.1 zeigt, wie die fiinf Schichten tblicherweise um-
gesetzt werden: Die Bitlbertragungsschicht und ein Teil der Sicherungsschicht (z.B. die Me-
dienzugriffssteuerung, MAC) sind in Hardware realisiert. In einem typischen LAN entspricht
dies den Funktionen der Netzwerkkarte, der Verkabelung und ggf. weiterer Infrastrukturkom-
ponenten. Optional wird ein zusétzlicher Teil der Sicherungsschicht in Software implementiert

1Das Funf-Schichten-Modell ergibt sich aus dem OSI-Referenzmodell, wenn man die beiden selten explizit
realisierten Schichten funf (Sitzungsschicht) und sechs (Darstellungsschicht) vernachlassigt. Es stellt damit einen
Kompromiss aus dem siebenschichtigen OSI-Referenzmodell und dem vierschichtigen TCP/IP-Referenzmodell dar.

45
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(z.B. ,Logical Link Control“, LLC). Die dartiberliegenden Protokollschichten, Vermittlungs-
schicht und Transportschicht, sind als Teil des Betriebssystems implementiert. Schliellich fol-
gen die Anwendungen, welche die Funktionen der Transportschicht iber eine Betriebssystem-
Schnittstelle (meist ,Sockets*) benutzen.

Anwendungsschicht Anwendungen

Potentielle Transportschicht Betriebssystem
Testsubjekte

Vermittlungsschicht

Software
- 4 Sicherungsschicht |- ----------
Hardware

Bitlibertragungsschicht

Abbildung 3.1: Vereinfachtes Schichtenmodell

Im Rahmen dieser Arbeit sind sowohl verteilte Anwendungen, als auch Software-Implemen-
tierungen von Netzprotokollen als Testsubjekte zu betrachten. Um ein Testsubjekt geanderten
Netzparametern auszusetzen, muss ein Emulationsverfahren konzepintestilem Testsub-

jekt eingreifen. Sollen also Testsubjekte bis hinunter zur Vermittlungsschicht (bzw. dem in
Software realisierten Teil der Sicherungsschicht) unterstiitzt werden, muss ein in Software rea-
lisiertes Emulationsverfahren die tiefstmdégliche Software-Schicht im Protokollstapel bilden,
und somit direkt auf der Netz-Hardware aufsetzen (AbB. 3.2). Dies bedeutet die Einfiihrung ei-
ner zusatzlichekmulationsschichinnerhalb der Sicherungsschicht-Implementierung, welche
dieselbe Dienstabstraktion wie die darunterliegende (Hardware-)Schicht bietet. In den meisten
praxisrelevanten Fallen ist die von der Netz-Hardware angebotene Dienstabstraktion ein unzu-
verlassiger, verbindungsloser Dienst. So wird auch die von uns eingefiihrte Emulationsschicht
diese Dienstabstraktion verwenden [HR02].

Anwendungsschicht Anwendungen

Potentielle Transportschicht Betriebssystem
Testsubjekte

Vermittlungsschicht

é Sicherungsschicht (SW)
Emulationsschicht Software
Sicherungsschicht (HW) Hardware

Bitlibertragungsschicht

Abbildung 3.2: Einordnung der Emulationsschicht im Protokollstapel
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3.2 Nachzubildende Netzeigenschaften

Aufgabe der Emulationsschicht ist es, die Eigenschaften einer fiktiven Netz-Hardware nachzu-
bilden. Dabei bedient sie sich der Dienste der tatséchlich vorhandenen Netz-Hardware, deren
Eigenschaften somit flr die Schichten oberhalb der Emulationsschicht maskiert werden. Die
Emulationsschicht bietet der dartiberliegenden Schicht einen unzuverlassigen, verbindungslo-
sen Dienst zur Ubermittlung von Rahmen an direkt benachbarte (d.h. tiber die Sicherungs-
schicht erreichbare) Kommunikationspartner an.

Die prinzipiell mdglichen Eigenschaften dieses Dienstes ergeben sich direkt aus der Defini-
tion der Dienstabstraktion, die von der Emulationsschicht realisiert wird: Ein zur Ubermittlung
Ubergebener Rahmen wird entweder fehlerfrei oder Uiberhaupt nicht Ubertragen, denn fehlerhaft
Ubertragene Rahmen werden beim Empfang erkannt und nicht ausgeliefert. AuRerdem nimmt
die Ubertragung eines Rahmens eine gewisse Zeit in Anspruch. Damit sind die Beisien
effekteklar, welche die Emulationsschicht nachbilden kann: Rahmenverlust und Verzégerung.
Wie wir im Folgenden sehen werden, lassen sich alle weiteren Eigenschaften der nachzubil-
denden Netz-Hardware auf diese beiden Basiseffekte zurickfihren.

Da die Emulationsschicht auf existierender Netz-Hardware aufsetzt, die selbst gewisse Eigen-
schaften hat, kann sie nicht véllig beliebige Netzeigenschaften nachbilden. Vielmehr kann sie
nur zusatzliche Rahmenverlustad zusétzliche Verzégerungeimfiigen. Um hier einen mog-

lichst grof3en Parameterbereich abdecken zu kénnen, ist es also notwendig, ein reales Emula-
tionssystem mit einer sowohlverlassigemls auchmoglichst schnellehetztechnologie aus-
zustatten. Diese Forderungen werden in Kapitel 4 konkretisiert. Eine mdgliche Realisierung
wird in Abschnit{5.1 vorgestellt.

3.2.1 Basiseffekt: Rahmenverlust

Der haufigste Grund fiir einen Rahmenverlust ist eine physikalische Stérung des Ubertragungs-
mediums. Ein Rahmen mit mindestens einem fehlerhaft Gbertragenen Bit wird von der Siche-
rungsschicht des Empfangers mit grof3er Wahrscheinlichkeit anhand der Prifsumme erkannt
und verworfen. Wahrend Stérungen in Glasfaser- oder Kupferleitungen vernachlassigbar sel-
ten auftreten (die Wahrscheinlichkeit fur einen Bitfehler in einer Glasfaserleitung liegt in der
GroéRenordnungy, ~ 10~1?), sind Ubertragungsfehler bei Funkiibertragungen sehr viel wahr-
scheinlicher. Neben aktiven Stéreinflissen ist vor allem die Entfernung von Sender und Emp-
fanger, sowie die baustoffliche Beschaffenheit der Umgebung entscheidend|[Lan99]. In draht-
losen, mobilen Szenarien ist der Rahmenverlust also ein sehr dynamischer Parameter.
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Bei gegebener Bitfehlerra@, und einem Rahmen der Lanbeit berechnet sich unter der ver-
einfachenden Annahme, dass Bitfehler unkorreliert auftreten, die Rahmenverlustwahrschein-

lichkeif|zu py = (1— (1— py)').

Neben einem Bitfehler kann bei Verwendung eines gemeinsamen Mediums auch ein Medien-
zugriffsprotokoll einen Rahmenverlust verursachen, wenn beispielsweise durch ein dauerhaft
tiberlastetes Medium keine Ubertragung moglich ist. Dieser Effekt kann nur durch eine genaue
Nachbildung des Medienzugriffsprotokolls emuliert werden (siehe Abs¢hritt 4.4).

pv = 0 entspricht einem fehlerfreien Kanal; = 1 bedeutet, dass im Moment keine Dateniber-
tragung moglich ist. Die Extremwerte der Rahmenverlustwahrscheinlichkeit kdnnen also auch
als Parameter flr die Konnektivitat von zwei Kommunikationspartnern dienen.

3.2.2 Basiseffekt: Verzogerung

Die Gesamtverzégerung eines Rahmens zwischen der Ubergabe an die Netz-Hardware des Sen-
ders und der Auslieferung durch die Netz-Hardware des Empfangers setzt sich aus drei unab-
hangigen Verzégerungseffekten zusammen: Medienwartezeit, Serialisierungsverz@gemng
Ausbreitungsverzdgerung [HLRO02].

e Medienwartezeitt: Die Zeit zwischen dem Entgegennehmen eines Rahmens durch die
Netz-Hardware und dem Start des tatsachlichen Sendens des Rahmens nennen wir Me-
dienwartezeit. Wahrend der Medienwartezeit wird der zu Ubertragende Rahmen von
der Netz-Hardware zwischengespeichert. Der Zeitpunkt des Sendevorgangs wird vom
Medienzugriffsprotokoll bestimmt. Die Medienwartezeit fir einen konkreten Rahmen
kann nur dann ermittelt werden, wenn das gegenwartige Belegungszustand des Medi-
ums bekannt ist und eine Nachbildung des Medienzugriffsprotokolls existiert (siehe Ab-

schnit{4.4).

e Serialisierungsverzogerung: tJeder reale Kommunikationskanal ist in der Ubertra-
gungsratd begrenzt. Die Zeit, die zur Ubertragung eines Rahmens der Ldmg@dtigt
wird, istts = | /b. Bei kleinen Ubertragungsraten, wie z.B. Ubertragungen tber eine Te-
lefonleitung (max. 64 kbjts), ist die Serialisierungsverzégerung die dominierende Ver-
zOgerungskomponente.

2Wir sprechen hier vorRahmenverlustwahrscheinlichkeihd nicht vonRahmenverlustrateweil py nur fir
einen einzelnen Rahmen gilt, und damit nicht eine langer andauernde ,Rate" darstellt.

SHier wird absichtlich der im Deutschen uniibliche Beg8#rialisierungsverzégerurgjngefiihrt, obwohl be-
reits ein anderer deutscher Begriff fir den Quotienténexistiert, namlich didJbertragungsdauemDies hat zwei
Griinde: Erstens wird in manchen deutschsprachigen Dokumenten, u.a. in Vorlesungsskripten, Ausbrdie
tungsverzogerungur Ubertragungsdauer gerechnet. Dies kann in unserem Kontext zu Begriffsverwirrungen fiih-
ren. Zweitens sind die Begriffgerialization delayozw. serialization timdn englischsprachigen Veréffentlichungen
durchgangig in Gebrauch, und die direkte Ubersetzung wird auch im Deutschen intuitiv richtig verstanden.



3.2. NACHZUBILDENDE NETZEIGENSCHAFTEN 49

Beispiel zur GrélRenordnung: Ein Rahmen der typischen Lange 1500Byte erfahrt auf
einer ISDN-Leitung die Serialisierungsverzogerugg= 1500- 8 bit/(64000bif's) ~
190ms.

e Ausbreitungsverzégerung: tDie Ausbreitungsverzégerung ist die Zeit, die das Signal
bendtigt, um die Streckd zwischen Sender und Empfanger zuriickzulegen. Bei Funk-
kommunikation istd die Wegstrecke des Funksignals; normalerweise wird dabei von
der Luftlinie zwischen Sender und Empfanger ausgegangen. Bei Kommunikation Uber
Kabelmedien entspriclat der Kabellange, bzw. der L&nge des Kabelsegments zwischen
Sender und Empfanger. Je nach Medium variiert die Ausbreitungsgeschwindigksit
Signals von ca. 86- ¢y (Kupferkabel, Lichtwellenleiter) bis zey ~ 3- 108 m/s (Ausbrei-
tung einer Funkwelle im Vakuum). Die Ausbreitungsverzogerung ergibt si¢h-zd/c.

Bei grof3en Entfernungen, wie z.B. Satellitenkommunikation, ist die Ausbreitungsverzo-
gerung die dominierende Verzégerungskomponente.

Beispiel zur GréRenordnung: Ein Interkontinentalkabel zwischen Europa und den USA
verursacht eine Ausbreitungsverzégerung tgoa 7000kmny (0,66- cg) ~ 35ms.

Anschaulich kann man die drei Verzogerungskomponenten so beschreiben: Die Medienwarte-
zeitist die Zeitbis das erste Bit des Rahmens gesendet werden kann, die Serialisierungsverzo-
gerung ist die Zeitwahrendder Rahmen gesendet wird, und die Ausbreitungsverzégerung ist
die Zeit, die ein Bit des Rahmemsif dem Mediunverbringt.

In Netzen niedriger Ubertragungsrate dominiert normalerweise die Serialisierungsverzégerung,
bei hoher Ubertragungsrate und groRen Entfernungen die Ausbreitungsverzégerung. In lokalen
Netzen mit gemeinsam benutztem Medium spielt bei groRer Last die Medienwartezeit eine

Rolle; ansonsten dominiert die Verarbeitungszeit der héheren, Giber der Emulationsschicht lie-
genden Schichten auf den Endgeraten.

AuRer den drei genannten Verzégerungskomponenten kénnen weitere Effekte die Ubertragung
eines Rahmens verzdgern, beispielsweise die Verwendung von aktiven Infrastrukturkomponen-
ten. Diese Verzogerungen bewegen sich im Mikrosekundenbereich und werden daher norma-
lerweise von anderen Effekten verdeckt. Wenn sie trotzdem modelliert werden sollen, kénnen

sie der Ausbreitungsverzégerung zugeschlagen werden.

Effekte auf hoheren Schichten

An dieser Stelle ist zu bemerken, dass auf hoheren Protokollschichten Effekte vorkommen
konnen, die &hnliche Auswirkungen wie die beschriebenen Basiseffekte auf der Sicherungs-
schicht haben. Prominentestes Beispiel sind die Effekte der Warteschlangen auf der Vermitt-
lungsschicht: Je nach Last fuhren diese Warteschlangen signifikante Verzégerungen ein und
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verursachen bei einem Uberlauf Paketverluste. Diese Effekte werden hier nicht etwa vernach-
lassigt, sondern liegen aul3erhalb des Modellierungsbereichs der Emulationsschicht und brau-
chen deshalb nicht nachgebildet zu werden. Da wir in unserer Architektur die Vermittlungs-
schicht als potentielles Testsubjekt und damit iber der Emulationsschicht sehen, entstehen die
damit verbundenen Effekte automatisch durch das Verhalten tatsachlicher Protokollimplemen-
tierungen Uber nachgebildeter Netz-Hardware.

3.2.3 Hoherwertige Parameter

Waren die Basiseffekte Rahmenverlust und Verzdgerung rein statischer Natur, kbnnte man fur
die Emulation einer Netzverbindung diese Parameter einfach errechnen bzw. messen, um sie
dann durch die Emulationsschicht nachbilden zu lassen. In vielen Féllen haben die Basiseffekte
jedoch eine dynamische Komponente, die sich nicht einfach algorithmisch erfassen lasst. Viel-
mehr sind die Basiseffekte von weiteren Parametern abhéngig, didharwertige Parameter
nennen.

Beispielsweise hat der Belegungszustand eines von mehreren Teilnehmern gemeinsam genutz-
ten Mediums Einfluss auf die Medienwartezeit; die Bitfehlerraten und damit die Rahmenver-
lustwahrscheinlichkeiten in einem drahtlosen Medium andern sich je nach Position der Kom-
munikationspartner. Auch mehrstufige Abhéngigkeiten sind mdglich. Fast jeder denkbare Pa-
rameter kdnnte von einem weiteren hoherwertigen Parameter abhangig sein. Beispielsweise ist
die momentane Position eines mobilen Kommunikationsteilnehmers von seiner Geschwindig-
keit abhangig, die momentane Geschwindigkeit wiederum von seiner eingeschlagenen Route
und seinen Fortbewegungsmdglichkeiten, die Route ist abhdngig von seinem gegenwartigen
Ziel usw. Es ist offenbar nicht moglich, eine geschlossene Menge mit allen denkbaren héher-
wertigen Parametern fir ein Szenario anzugeben. Vielmehr missen KordiretesSzenario
diejenigen Parameter ausgewahlt werden, auf deren Basis die Beschreibung eines Szenarios
sinnvoll ist. Aulierdem muss es moglich sein, von diesen Parametern auf die nachzubildenden
Basiseffekte zu schliel3en.

Zwei der dynamischen Parameter, die zur Berechnung der Basiseffekte bendtigt werden, kdn-
nennicht sinnvoll in einer Szenariodefinition beschrieben werden: die Rahmenlange und der
Medienzustand. Sie miussen vielmehr im laufenden Betrieb ermittelt werden (zum Zustand ei-
nes emulierten Mediums siehe Abschhitf4.4). Alle anderen Parameter kénnen entweder direkt
spezifiziert (vorgegeben) oder aus anderen bekannten Parametern berechnet werden. Die Men-
ge der direkt spezifizierten Parameter definiert das nachzubildeetszenari@aus Nutzer-

sicht.

Die Berechnung der Basiseffekte aus den wichtigsten hoherwertigen Parametern (Ubertra-
gungsrate, Bitfehlerrate, Rahmenlange etc.) wird in Kapjtel 4 erklart. AbsEhnjitt 5.3 beschreibt
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darliberhinaus die konkrete Realisierung eines Verfahrens, um aus der Position zweier Kom-
munikationspartner in einem Funknetz auf eine Bitfehlerrate zu schliel3en.

3.3 \Verteilungsalternativen

In Abschnitf 3.1 wurde bereits erlautert, in welckenzeptionellerSchicht des Protokollsta-

pels ein Emulationsverfahren eingreifen sollte. Auch die auf dieser Schicht nachzubildenden
Netzparameter sind bekannt. Ein Werkzeug, das die Nachbildung der gewlinschten Netzpara-
meter leisten kann, wir@Emulationswerkzeugenannt. Soll nicht nur eine einzelne Netzver-
bindung, sondern ein gesamtes Netzszenario nachgebildet werden, kann es sinnvoll sein, nicht
nur ein Werkzeug, sondern mehrere, kooperierende Werkzeuge zu verwenden. In diesem Ab-
schnitt werden verschiedene Verteilungsalternativen fir Emulationswerkzeuge vorgestellt und
bewertet. Die Varianten werden mit den Kurzeélrbis O bezeichnet.

Annahmen zur Testumgebung

Alle vorgestellten Architekturen gehen von der Annahme aus, dass fur die Nachbildung des
Szenarios eine Testumgebung mit mehreren physischen Knoten zur Verfigung steht, die Gber
ein zuverlassiges, schnelles Rechnernetz verbunden sind. Zudem soll die Anzahl der physischen
Knoten ausreichend sein, damit jeder im Testszenario vorkommende Knoten jeweils durch min-
destens einen physischen Knoten der Testumgebung dargestellt werden kann. Die Annahme ei-
ner eins-zu-eins Zuordnung zwischen Knoten im Szenario und physischen Knoten vereinfacht
die Architektur und die Implementierung. Mdglichkeiten, die sich durch die Aufhebung dieser
Einschréankung ergeben, werden im Ausblick skizziert (Abschnilt 7.2).

Weiterhin nehmen wir an, dass jeder physische Knoten einer Testumgebung mindestens so vie-
le Netzschnittstellen besitzt wie der Knoten im Szenario, den er nachbildet. Dadurch wird die
Skizzierung der verschiedenen Architekturen erleichtert. In Abs¢hnitt 5.2 wird diese Einschrén-
kung durch die Einfuhrung von ,virtuellen Netzwerkgeraten komplett aufgehoben.

Annahmen zum Netzmodell

Wir gehen davon aus, dass zu jedem Zeitpunkt eines Experiments die hachzubildenden Eigen-
schaften aller Verbindungen an zentraler Stelle bekannt sind und somit ein aktuelles globales
Netzmodell existiert. Als Grundlage dieses Netzmodells wird eine Szenariobeschreibung he-
rangezogen, die vom Benutzer eines Emulationssystems vorgegeben wird. Eine solche Szena-
riobeschreibung kann sowohl statische, als auch dynamische Parameter enthalten. Im letzteren
Fall enthalt die Szenariobeschreibufgderungsvorschriftefiir die dynamischen Parameter.
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Eine zentrale Instanz wertet diese Anderungsvorschriften aus und hélt das globale Netzmodell
auf dem aktuellen Stand.

3.3.1 Zentralisiertes Emulationswerkzeug

In einerzentralisiertenArchitektur (Varianteld) wird nur ein einziges, zentrales Emulations-
werkzeug verwendet, das auf einem explizit dafir reservierten Kriiosrsgefuhrt wird (sie-

he Abb[3.B). Dieses Werkzeug bildet auf der Grundlage des Netzmodells die Eigenschaften
aller Netzverbindungen eines Szenarios nach. Die im Testszenario definierten K&hoi&n

C) werden auf jeweils einen physischen Knoten abgebildet. Zusatzlich zu den Testsubjekten —
in der Abbildung ist das Testsubjekt ein Vermittlungsprotokoll — werden auf den Knoten ei-
nes Testszenarios Ublicherweisastgeneratorerausgefihrt, die als Quellen und Senken fir
den Netzverkehr fungieren. Der gesamte Netzverkehr zwischen den K@otBNnC)muss zur
Emulation Uber den Knotel geleitet werden.

/ E | c
Globales Netzmodell |
B
A B C
O0—{—0 .
Schicht A
| 5 [ Lompererar ]
3 Testsubjekt
Zentrales Emulationswerkzeug 2 Emulations-Proxy _
1-2 Netz-HW —
iL
2,11

A
|
|
|

Abbildung 3.3: Zentralisierte Emulationl{

Um dies zu erreichen, wird auf jedem Szenarioknoten ein zusétzliches Werkzeug auf der logi-
schen Ebene der Emulationsschicht eingefiihrt, da&wiulations-Prox§{ nennen. Die Emu-
lations-Proxys sind dafur zustandig, dass Netzverkehr innerhalb des Szenarios nicht direkt,
sondern indirekt Gber das zentrale Emulationswerkzeug zugestellt wird. Dabei miissen sie auch
dafiir sorgen, dass diese Umleitung fir die htheren Protokollschichten transparent erfolgt. Ein
Rahmen, der beispielsweise vAmachB geschickt werden soll, wird vom Emulations-Proxy
auf A abgefangen und zunéchst zum zentralen EmulationswerkzeUg @mgeleitet. Damit
trotzdem die komplette Adressinformation des Rahmens erhalten bleibt, muss der Emulations-
Proxy dazu den urspringlichen Rahmen in einen eigenen Rahmen ,einpacken”. Das Emula-
tionswerkzeug entscheidet, ob und wann der Rahmen zugestellt werden soll (es bildet also die

4Eine deutsche Entsprechung fiir den Begriff Emulations-Proxy wéreEtwaations-Stellvertreterobjekt
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Basiseffekte nach), und schickt ihn zum Auslieferungszeitpunkt ggf. selbst weitgr er
Emulations-Proxy auf dem empfangenden KndBemuss dann die Artefakte der Umleitung
wieder entfernen und den Rahmen an die nachsthdhere Protokollschicht ausliefern.

Da bei der zentralisierten Emulation einer zentralen Instanz der Zustand aller Medien und
der gesamte Netzverkehr eines Szenarios bekannt ist, kdnnen prinzipiell auch Technologien
nachgebildet werden, bei denen sich mehrere Teilnehmer ein gemeinsames Medium teilen.
Allerdings ergeben sich dadurch besondere Anforderungen an das Emulationsnetz, Uber das
die Emulations-Proxys mit dem zentralen Emulationswerkzeug kommunizieren. Nur wenn die
durch dieses Netz eingefuihrten Verzégerungen sehr klein sind, kann die zentrale Instanz die
realzeitliche Zuordnung von Nachrichten verschiedener Sender auf dasselbe nachgebildete Me-
dium in der erforderlichen Genauigkeit vornehmen, um Effekte wie Kollisionen nachzubilden.
Diese zeitlichen Anforderungen werden in AbscHhniti 4.4 genauer betrachtet.

3.3.2 Verteilte Emulationswerkzeuge, zentrale Steuerung

/] E | E
Globales Netzmodell 2
A B C El
O—+—
Lokales Netzmodell
A B
1 0O
Zentrale Emulationssteuerung I —
| Emulationswerkzeug |

]

Parameter !

|

————— A->B: r-- - - -

Abbildung 3.4: Zentrale Steuerung verteilter Emulationswerkzetige (

Da die Eigenschaften der einzelnen Netzverbindungen eines Szenarios oft voneinander unab-
hangig sind, ist es sinnvoll, mehrere Instanzen eines Emulationswerkzeugs fur die Nachbildung
eines Szenarios zu verwenden. Weil das Netzmodell nach unserer Annahme an einer zentralen
Stelle vorliegt, ist es fiir dynamische Szenarien notwendig, wahrend eines Experiments Ande-
rungen im Modell an die verteilten Werkzeuge zu kommunizieren. Diese Aufgabe Ubernimmt
die zentrale Emulationssteueruifgbb.[3.4).

Fur die Platzierung verteilter Emulationswerkzeuge gibt es zwei verschiedene Mdglichkeiten:
Entweder sie werden jeweils auf einem explizit reservierten Emulationsknoten ausgefiuhrt (Va-
riante(] a), oder sie werden direkt auf den Knoten betrieben, die auch die Testsubjekte ausfih-
ren (Variantelb).
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Explizite Emulationsknoten ( [Ja)

Verteilte Emulationswerkzeuge auf expliziten Emulationsknoten arbeiten funktional gleich wie
im zentralisierten Fall, mit dem Unterschied, dass je ein Werkzeug fur die Nachbildung einer
Netzverbindung im Szenario zustandig ist. Die Last der Verarbeitung des Verkehrs im Netzsze-
nario ist also auf mehrere Werkzeuge verteilt. Wiederum werden Emulations-Proxys verwen-
det, um den Netzverkehr zwischen den Testsubjektinstanzen tber die Emulationswerkzeuge zu
leiten. Auch Technologien mit gemeinsam benutztem Medium kdnnen prinzipiell nachgebildet
werden; es gelten die gleichen Einschrankungen wie im zentralisierten Fall.

Abb.[3.5 zeigt die Realisierung mit einem expliziten Emulationsknoten fur die Nachbildung
einer Verbindung zwischef undB.

El
A Lokales Netzmodell B
A B
Schicht O0—0 Schicht

3 Testsubjekt 1 3 Testsubjekt

2 Emulations—Proxy 2 Emulations—Proxy
1-2 Netz-HW | Emulationswerkzeug | 1-2 Netz-HW

T L |

Abbildung 3.5: Verteilte Emulation mit expliziten Emulationsknotéhej

Testsubjekt und Emulation auf denselben Knoten ( [b)

Unter der Annahme, dass der Betrieb eines Emulationswerkzeugs, das nur fur die Nachbildung
eines kleinen Szenarioteils zustandig ist, nur einen Bruchteil der Ressourcen eines Rechners
beansprucht, kann man die Architektur deutlich vereinfachen: Werden statt der Emulations-
Proxys direkt Instanzen von Emulationswerkzeugen auf den Testsubjekt-Knoten betrieben,
kann auf die zusatzlichen Emulationsknoten verzichtet werden {AGb. 3.6). Die Umleitung des
Netzverkehrs durch die Emulations-Proxys entféllt. Sendungen zwischen zwei nach Szena-
riodefinition direkt verbundenen Knoten kénnen auch im Emulationssystem direkt zugestellt
werden; somit werden zusétzliche, systembedingte Verzégerungen vermieden.

Der Verzicht auf explizite Emulationsknoten hat Auswirkungen auf die Aufgabenzuordnung
der Emulationswerkzeuge: Wahrend in Variaita jede nachzubildenddetzverbindungin-

deutig einem Emulationswerkzeug zugeordnet ist, hat in VariattgderKnoteneines Netz-
szenarios mindestens ein zugeordnetes Emulationswerkzeug. Der Netzverkehr zwischen zwei
benachbarten Knoten durchlauft also die Emulationsschicht auf beiden Knoten; sowohl beim
Senden als auch beim Empfangen eines Rahmens kann ein Emulationswerkzeug eingreifen.
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A B
Testsubjekt Testsubjekt
- Lokales - Lokales
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Abbildung 3.6: Verteilte Emulation ohne explizite Emulationsknotet)

Die knotenbasierte Zuordnung von Emulationswerkzeugen verkompliziert allerdings die Nach-
bildung von Netzen mit gemeinsamem Medium: An der Nachbildung eines NetzesTwilt
nehmern ist nicht mehr nur ein einziges, sondern gikthulationswerkzeuge beteiligt. Da die

von den Emulationswerkzeugen nachzubildenden Basiseffekte unter anderem vom gegenwar-
tigen Zustand des emulierten Mediums abhangen kénnen, dieser aber von allen Teilnehmern
beeinflusst werden kann, missen die Emulationswerkzeuge kooperieren, um ein gemeinsames
Modell des emulierten Mediums zu halten (siehe Abschniit 4.4).

3.3.3 Verteilte Emulationswerkzeuge, lokale Steuerung

Bei dynamischen Szenarien mit verteilten Emulationswerkzeugen findet wahrend des Experi-
ments Kommunikation zwischen der zentralen Emulationssteuerung und den Emulationswerk-
zeugen statt. Bei grof3en und hochdynamischen Szenarien kann die zentrale Emulationssteue-
rung mit der Bereitstellung der Parameter in Echtzeit Uberfordert sein. AuRerdem ist mégli-
cherweise administrative Kommunikation wahrend des Experiments unerwinscht, wenn die
Architektur der Testumgebung es zulasst, dass administrativer Netzverkehr und Netzverkehr
innerhalb des Szenarios sich gegenseitig beeinflussen kénnen.

Administrative Kommunikation wahrend eines Experiments kann ganz vermieden werden, in-
dem alle fir eine Werkzeuginstanz notwendigen Parametersatze mit zugehdrigen Zeitstempeln
vor dem Beginn des Experiments auf dem jeweiligen Knoten abgelegt werden. Wahrend des
Experiments wird dann jedes Emulationswerkzeug von éakaten Steuerungsinstanat den

zur jeweiligen Zeit gultigen Parametern versorgt (Abb] 3.7). Damit die Parameteranderungen
der einzelnen Steuerungsinstanzen zu einem konsistenten Gesamtszenario fihren, missen sie
zeitlich genau koordiniert sein. Dies setzt synchronisierte Uhren auf den Knoten voraus.

Das Konzept der lokalen Steuerung kann wiederum sowohl mit expliziten Emulationsknoten
(Variante[ a) als auch mit Emulationswerkzeugen und Testsubjekt auf denselben Knoten (Va-
rianted b) verwendet werden.
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Vorberechnete lokale Lokale Steuerung
Parameteréanderungen
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-—
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4 | 5 ms Verzdgerung
5 | 15% Verlust
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Abbildung 3.7: Lokale Steuerung der Emulationsparaméiex; (1 b)

3.3.4 Bewertung

Jede der vorgestellten Verteilungsalternativen erméglicht die Nachbildung der Basiseffekte
Rahmenverlust und Verzdgerung fir mehrere Verbindungen in einem Netzszenario. Dennoch
sind sie nicht fur alle moglichen Szenarien gleich gut geeignet. Im Folgenden wird zunachst
diskutiert, welche Einschrankungen die verschiedenen Verteilungsalternativen auf die Nachbil-
dung der Basiseffekte haben. Danach werden die Unterschiede im Bezug auf die erreichbare
Szenariengrolie erortert.

Rahmenverlust

Wir gehen davon aus, dass ein Emulationswerkzeug jede Rahmenverlustwahrscheinlichkeit

0 < py < 1 zuverlassig nachbilden kann; dabei spielt es keine Rolle, ob das Werkzeug verteilt
oder zentral realisiert ist. Zu den nachgebildeten Rahmenverlusten addieren sich die Rahmen-
verluste, die Uber das Rechnernetz der Testumgebung eingeflihrt werden. Da wir jedoch davon
ausgehen, dass dieses Rechnernetz zuverlassig ist, Rahmenverluste also vernachlassigbar selten
auftreten, ergeben sich hier keine Unterschiede zwischen den verschiedenen Alternativen.

Verzégerung

Zusétzlich zu der von einem Emulationswerkzeug absichtlich eingeflhrten Verzégerung wer-
den noch weitere, unvermeidliche Verzégerungen eingefihrt: die Verarbeitungszeit eines Rah-
mens im Emulations-Proxy bzw. im Emulationswerkzety éowie die Verzégerung, die eine
Nachricht beim Versenden Uber das Rechnernetz der Testumgebung gyfabetrfach Art und
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Anzahl der beteiligten Komponenten in einer Architektur addieren sich diese Verzégerungs-
komponenten ggf. mehrfach auf. Die Summe dieser Komponenten ist die Verzoggrudee

ein Rahmen in einem Emulationssystemndestengrfahrt. Ist der Wert volity,in bekannt und

soll eine Rahmenverzégerubhg tmin nachgebildet werden, so kann ein Emulationswerkzeug
vor der Nachbildungnin vom Sollwert abziehen. Es ist jedoch nicht mdglich, Verzégerungen

t < tmin Nachzubilden. Es ist also wiinschenswigit, so klein wie mdglich zu halten.

Konkrete Werte flrty,i, kbnnen nur durch Messung in einem existierenden Emulationssys-
tem ermittelt werden; Messwerte aus dem fur diese Arbeit entwickelten System sind in Ab-
schnitf6.] zu finden. In Tap. 3.1 ist die prinzipielle Zusammensetzungmwefir alle Archi-
tekturalternativen angegeben.

Szenariengrolie

Die mit einem Emulationssystem nachbildbare Szenariengrof3e ist vor allem durch die Test-
umgebung begrenzt — durch die Anzahl der zur Verfligung stehenden Knoten, sowie durch die
Leistungsfahigkeit der Knoten und des Rechnernetzes. Die vorgestellten Architekturen unter-
scheiden sich in der Effizienz der Ausnutzung dieser Ressourcen. Zur Nachbildung eines gege-
benen Szenarios bendtigen die Alternativen also unterschiedliche Ressourcen, bzw. bei gegebe-
nen Ressourcen sind unterschiedliche Szenariengré3en maoglich. Als abkirzende Schreibweise
wollen wir hier die Anzahl der Knoten in einem Szenario mit die Anzahl der Netzverbin-
dungen mit, bezeichnen, wobei die Verbindung mehrerer Knoten tber ein gemeinsames Netz
(z.B. LAN) nur als eine Verbindung zéhlen soll. Die Anzahl der fiir die Nachbildung benétigten
physischen Knoten der Testumgebungrgei

Bei Verwendung eines zentralisierten Emulationswerkzeugs wird jedem Knoten im Szenario
ein Knoten in der Testumgebung zugeordnet. Zuséatzlich wird ein zentraler Emulationsknoten
E bendtigt. Die Anzahl der erforderlichen physischen Knoten ist ajse ny + 1. Zusatzlich

ist die Szenariogré3e durch den insgesamt im Szenario entstehenden Netzverkehr beschrankt,
da dieser voi bearbeitet werden muss.

Auch Architekturen mit verteilten Emulationswerkzeugen bendtigen einen physischen Knoten
pro Knoten im Szenario sowie einen zentralen Steuerungsrechner. Ohne explizite Emulations-
knoten bleibt die Anzahl der erforderlichen physischen Knotempet ny + 1. Bei Verwen-

dung von expliziten Emulationsknoten wird zuséatzlich ein weiterer Emulationskiitéir

jede Netzverbindung im Szenario verwendet; die Anzahl der erforderlichen Knoten erhéht sich
also aufnp = ng + ny + 1. Der gesamte Netzverkehr in einem Szenario ist im Gegensatz zur
zentralen Architektur nicht mehr beschrankt. Da wahrend eines Experiments die Parameter al-
ler Emulationswerkzeuge von der zentralen Emulationssteuerung aktualisiert werden, kann bei
hochdynamischen Szenarien und sehr vielen Emulationsknoten die zentrale Steuerung trotz-
dem zum Flaschenhals werden.



58 3. ARCHITEKTUR

Die Kombination von verteilten Emulationswerkzeugen und lokalen Steuerungsinstanzen fur
die Emulationsparameter vermeidet, dass die zentrale Steuerungsinstanz zum Flaschenhals
wird. Die Anzahl der bendtigten Knoten bleibt gleich.

Fazit
Var. Steuerung Emulationswerkzeuqy tmin Flaschenhals % o
O zentral zentral ng+1 3y +2ty, zentrales E.-Werkzeug g g
Oa zentral pro Netzverbindung| ng+ny+1 3ty+2t, zentrale E.-Steuerung | 5 2
Ob zentral pro Szenario-Knoten ng + 1 2y +tn zentrale E.-Steuerung g §
Oa verteilt pro Netzverbindung| ng+ny+1 3, +2ty, - -g %
Ob verteilt pro Szenario-Knoten ng+ 1 2y +1ty - n n

Tabelle 3.1: Vergleich der Architekturalternativen

Tab[3.] fasst die Eigenschaften der Architekturalternativen zusammen. Zentralisierte Emulati-
onssysteme sind einfach zu realisieren, jedoch nur fiir kleine Szenarien geeignet, da das zentrale
Emulationswerkzeug einen Flaschenhals darstellt. Bei den Varianten mit verteilten Emulations-
werkzeugen ist die Zuordnung von Emulationswerkzeugen zu Szenario-Knoten vorteilhatft,
weil sie sowohl die Anzahl der benétigten Knotag, als auch die Untergrenze der Verzo-
gerungtmin minimiert. Fiir hochdynamische Szenarien mit sehr vielen Knoten ist zusétzlich die
EinfUhrung einer verteilten Steuerungsinstanz sinnvoll.

3.4 Zusammenfassung

In diesem Kapitel wurde zunachst argumentiert, warum ein Emulationverfahren moglichst tief
im Protokollstapel eingreifen sollte. Die Einfihrung einer Emulationsschicht als unterste in
Software realisierte Schicht wurde als idealer Eingriffspunkt identifiziert. Funktional ist die
Emulationsschicht dabei ein Teil der Sicherungsschicht. Auf der Grundlage der Dienstabstrak-
tion, die die Emulationsschicht anbietet, wurden die beiden Basiseffekte ersichtlich, mit denen
die Emulationsschicht Netzeigenschaften nachbilden kann: Rahmenverlust und Verzogerung.
Es wurde skizziert, wie sich diese Basiseffekte aus hoherwertigen Netzparametern ergeben
koénnen.

Fur die Realisierung eines Emulationssystems, das ein Netzszenario aus mehreren Verbindun-
gen nachbilden kann, wurden mehrere Verteilungsalternativen vorgeschlagen und in Hinblick
auf ihre Eignung in Bezug auf die Szenariogrof3e und die nachzubildenden Parameter bewertet.

Im folgenden Kapitel wird die Funktionsweise eines Emulationssystems fir eine der Architek-
turalternativen detailliert vorgestellt.



Funktionsweise eines verteilten
Emulationssystems

In diesem Kapitel wird die Funktionsweise eines Emulationssystems am konkreten Beispiel

einer Architektur mit zentraler Steuerung und verteilten, kooperativen Emulationswerkzeugen

beschrieben. Zun&chst wird erklart, warum genau diese Architekturvariante ausgewahlt wurde.
Danach werden die Funktion und das Zusammenspiel der Emulationssteuerung, der Emula-
tionswerkzeuge und der Netzinfrastruktur des Emulationssystems detailliert erlautert. Dabei

wird auch das Konzept des virtuellen Tragersignals eingefiihrt, das kooperative verteilte Emu-
lationswerkzeuge fur die Nachbildung von Netzen mit gemeinsamem Medium ermdglicht.

4.1 Architekturtiberblick

Von den im vorigen Kapitel vorgestellten Architekturalternativen werden wir uns im Folgenden
mit der Variantell b genauer befassen (zentrale Steuerung, verteilte Emulationswerkzeuge, ein
Emulationswerkzeug pro Szenario-Knoten). Diese Architekturvariante wurde ausgewahilt, weil
sie sich durch eine kleine minimale Verzdgerupg und eine effiziente Knotennutzung aus-
zeichnet. Ein zentrales Emulationswerkzeug wurde vermieden, um die Summe des mdglichen
Netzverkehrs in einem Szenario nicht zu beschrafikere Einfiihrung einer zusétzlichen lo-
kalen Steuerung (Variantéb) hétte einen erheblich gré3eren Realisierungsaufwand bedeutet.
Hierauf wurde verzichtet, da fur die in unserer Realisierung zu erwartenden SzenariogrofRen

1Auch bei Verwendung von verteilten Emulationswerkzeugen ist die emulierbare Ubertragungsrasmegler
nenVerbindung durch die Leistungsféahigkeit der Testumgebung beschrénkt (siehe Alfschijitt 4.3.3, sowie Messun-

genin Abschni@).
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von deutlich unter 100 Szenarioknoten eine zentrale Steuerung keinen Flaschenhals darstellt.
Messungen, die dies belegen, finden sich in Abschnift 6.3.

Die ausgewahlte Architektur besteht aus drei funktionalen Komponenten [(Abb. 4.1): Aus der
zentralen Emulationssteuerung, den auf jedem Knoten vorhandenen verteilten Emulations-
werkzeugen und dem Rechnernetz, das die Knoten untereinander und mit der zentralen Steue-
rung verbindet.

¢ Die zentrale Emulationssteuerung koordiniert das gesamte Experiment auf der Grundla-
ge einer Szenariobeschreibung. Sie verwaltet das globale Netzmodell und schickt wah-
rend eines Messlaufs die jeweils benétigten Teile des globalen Modells an die verteilten
Emulationswerkzeuge.

e Die verteilten Emulationswerkzeuge, die auf jedem Emulationsknoten ausgefihrt wer-
den, haben eine lokal beschrankte Sicht auf das nachzubildende Netz. Aufgrund ihres
lokalen Netzmodells bilden sie Netzeigenschaften nach.

e Die Netzinfrastruktur des Emulationssystems ermdglicht die Kommunikation aller Kom-
ponenten untereinander. Auf3erdem kann die Infrastruktur einen Teil der Aufgaben der
Emulationswerkzeuge Gbernehmen und diese damit entlasten.

In den folgenden Abschnitten wird die Funktionalitat der einzelnen Komponenten im Detail
erklart.

Steuerungsrechner

Szenario—
beschreibung . .
Emulationsknoten A Emulationsknoten B

|

Testsubjekt Lokal Testsubjekt
o / - okales -
5{23::3235 - NSZ‘::(?L‘ZS” Emulationswerkzeug | === | Netzmodell Emulationswerkzeug
Netz-HW

Netz-HW

Abbildung 4.1: Funktionale Komponenten des Emulationssystems
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4.2 Emulationssteuerung

Die Emulationssteuerung ist fir die Gesamtkoordination eines Experiments zustandig. Alle
fur die Einrichtung und den Ablauf eines Experiments notwendigen Informationen sind in ei-
nerSzenariobeschreibungrgegeben. Die Szenariobeschreibung enthalt allgemeine, statische
Konfigurationsinformationen und potentiell dynamische Informationen Uber die Eigenschaften
der nachzubildenden Netze. Auf der Grundlage der Konfigurationsinformationen (Anzahl und
Typ der Knoten, Testsubjekte, Hilfsprogramme etc.) wird das Experiment vorbereitet. Anhand
der Informationen uber die Netzeigenschaften und deren Anderungsvorschriften erstellt die
Emulationssteuerung emiobales Netzmodeltdas wahrend des Experiments standig aktuali-
siert wird. Mit den jeweils aktuellen Netzparametern aus dem globalen Netzmodell werden die
verteilten Emulationswerkzeuge zu Beginn und wahrend des Experiments konfiguriert. Nach
dem Ende des Messlaufs koordiniert die Emulationssteuerung das kontrollierte Herunterfahren
des Experiments.

Im Folgenden wird zun&chst das globale Netzmodell als wichtigste Datenstruktur der Emula-
tionssteuerung vorgestellt. Danach wird die Koordinationsfunktion der Emulationssteuerung in
der Reihenfolge der drei Phasen Vorbereitung, Messung und Nachbereitung erklart.

4.2.1 Globales Netzmodell

In der Szenariobeschreibung sind die nachzubildenden Parameter und deren Anderungsvor-

schriften flr das gesamte Szenario beschrieben. Da nur die Basiseffekte Rahmenverlust und

Verzodgerung direkt nachgebildet werden kdnnen, in der Szenariobeschreibung aber auch ho-

herwertige Parameter enthalten sein kdnnen, mussen daraus die nachzubildenden Basiseffekte
zunachst berechnet werden (vgl. Abschnitt 3.2.3).

Um die Funktionalitadten der Komponenten eines Emulationssystems klar zu trennen, erscheint
es sinnvoll, die gesamt&erechnungler nachzubildenden Basiseffekte in der Emulationssteue-
rung durchzufiihren, wahrend die verteilten Emulationswerkzeuge fivatibbildungder Ba-
siseffekte zustandig sind. Die berechneten Basiseffekte waren dann im zentralen Netzmodell
vorzuhalten und bei Bedarf den verteilten Emulationswerkzeugen zu Ubermitteln. Die Schnitt-
stelle zwischen den beiden Komponenten wére also durch die Sollwerte fur die nachzubilden-
den Basiseffekte bestimmt.

Diese strikte Aufgabenteilung ist allerdings in der von uns gewdahlten Architektur nicht mog-
lich. Fur einige Berechnungsschritte werden Informationen tGiber den momentanen Netzverkehr
bendtigt, die der zentralen Instanz nicht zur Verfiigung stehen. So wird beispielsweise zur Be-
rechnung der Rahmenverlustwahrscheinlichkeit aus der Bitfehlerrate die Rahmenlange bendtigt
(vgl. Abschnit{3.2.]L), die nur dem verarbeitenden Emulationswerkzeug bekannt ist. Diesen und
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andere Berechnungsschritte kann also nur das Emulationswerkzeug direkt fir jeden zu bearbei-
tenden Rahmen durchfihren.

Da die Berechnung der Basiseffekte nicht komplett zentral erfolgen kann, kbnnte man vor-
schlagen, sie vollstandig auf die verteilten Werzeuge zu verlagern. Dies ist jedoch aus zwei
Grunden nicht ratsam: Erstens sollten die Emulationsknoten, die in unserer Architektur ja auch
die Testsubjekte ausfiihren, nicht unnétig belastet werden; ansonsten bestiinde die Gefahr, dass
die Rechenkapazitat der einzelnen Emulationsknoten zum Flaschenhals wird. Zweitens kénnen
die Berechnungsschritte je nach Art der hoherwertigen Parameter, die als Ausgangspunkt zur
Verfugung stehen, die Interaktion mit externen Werkzeugen oder Datenbanken erfordern (siehe
Abschnit{5.3). Es ist zweckmaRig, die Schnittstelle zu diesen externen Komponenten an einem
Punkt zu biandeln, nédmlich bei der Emulationssteuerung.

Es ist also sinnvoll, einen Teil der Parameterberechnung zentral, einen weiteren lokal in den
Emulationswerkzeugen durchzufiihren. Alle Berechnungsschritte, die ohne Informationen tber
den aktuellen Netzverkehr ausgefiihrt werden kdénnen, obliegen der zentralen Steuerung. Die
Schnittstelle zwischen Emulationssteuerung und Emulationswerkzeugen ist somit durch die
Menge der nachzubildenden Netzparameter bestimmt, die ohne lokales Wissen nicht weiter-
verarbeitet werden kénnen. Diese Parameter ergeben dann zusammengenommen das globale
Netzmodell. Ausgehend von den Basiseffekten wollen wir im Folgenden diese Parametermen-
ge bestimmen und deren Représentation im Netzmodell erlautern.

Rahmenverlust

Innerhalb der nachzubildenden Schichten kann der Effekt Rahmenverlust durch sporadische
Bitfehler (Kanalqualitat), fehlende Konnektivitat (Verbindungstopologie) oder als Seiteneffekt
des Medienzugriffs (Kollisionen etc.) entstehen. Rahmenverluste, die durch den Medienzugriff
entstehen, missen ohnehin durch einen emulierten Medienzugriff nachgebildet werden, und
werden somit nicht direkt aus der Szenariobeschreibung abgeleitet (siehe Aljschnitt 4.4). Rah-
menverluste aufgrund von Bitfehlern hangen von der Lange des Rahmens ab, die nur lokal
bekannt ist. Die Rahmenverlustwahrscheinlichkgiberechnet sich aus der Bitfehlerrate und

der Rahmenlange( = (1— (1—pp)"), val. Abschnit). Die Bitfehlerratpy ist nicht von
weiteren lokalen Grol3en abhangpm.ist somit ein Parameter, der im Netzmodell représentiert
sein muss. Rahmenverluste aufgrund eingeschrankter Konnektivitat kénnen durch einen Ex-
tremwert der Bitfehlerrate modelliert werdep,(= 1) und benétigen daher keine gesonderte
Betrachtung.

In einem Netzszenario kann jedem Knotenpaar eine individuelle Bitfehlerrate zugeordnet sein.
Bitfehlerraten missen zudem nicht symmetrisch sein. Die Zuordnung von Knotenpaaren zu
Bitfehlerraten wird im globalen Netzmodell daher zweckmaRigjalsn, Matrix reprasentiert.
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Verzbgerung

Die nachzubildende Verzégerung setzt sich aus den Komponenten Serialisierungsverzégerung,
Ausbreitungsverzogerung und Medienwartezeit zusammen (vgl. Abgchniit 3.2.2).

Die Serialisierungsverzogerungberechnet sich aus der Rahmenlange und der Ubertragungs-
rate ¢s =1 /b) und kann daher ebenfalls nur lokal bestimmt werden. Die (Brutto-) Ubertragungs-
rateb ist dagegen in der Szenariobeschreibung enthalten, bzw. kann daraus ermittelt werden.
Stattts ist alsob in das globale Netzmodell aufzunehmen. Ubertragungsraten konnen fiir jedes
Knotenpaar unterschiedlich und asymmetrisch sein. Obwohl Ubertragungsraten oft statische
Parameter sind, gibt es auch Szenarien mit dynamischen Ubertragungsraten, etwa bei automa-
tischer Anpassung der Ubertragungsraten an die Kanalqualitat bei WLAN. Die Ubertragungs-
raten werden entsprechend den Bitfehlerraten in eipern, Matrix im globalen Netzmodell
reprasentiert.

Die Ausbreitungsverzdgerungist nicht von lokalen GréR3en abhangig. Fir Szenarien mit sta-
tischen Knoten kann sie direkt in der Szenariobeschreibung angegeben werden, bei sich bewe-
genden Knoten ist sie dynamisch aus den Positionen der Teilnehmer berechenbar. Sie ist daher
direkt in das globale Netzmodell aufzunehmen. Jedes Knotenpaar kann eine eigene Ausbrei-
tungsverzégerung besitzeg.ist normalerweise symmetrisch, kann aber in Sonderféllen (z.B.
Satelliten-DSL mit Telefon-Rickleitung) auch asymmetrisch sein. Auch die Ausbreitungsver-
z6gerung wird im globalen Netzmodell durch emex ng Matrix reprasentiert.

Die Medienwartezeit,, wird indirekt durch die Nachbildung eines Medienzugriffsprotokolls
ermittelt. In diese Nachbildung gehen verschiedene Parameter ein, die entweder ohnehin im
Netzmodell reprasentiert sirighy, b,ta) oder lokal vom Emulationswerkzeug ermittelt werden
konnen (, Medienzustand). Die einzige zusatzliche Information, die zur Emulation eines Me-
dienzugriffsprotokolls benétigt wird, ist die KonfiguratiowelchesMedienzugriffsprotokoll
nachgebildet werden soll. Diese Information ist statischer Natur und wird nur zu Beginn des
Experiments bei der Konfiguration der Emulationswerkzeuge bendtigt; sie ist daher nicht Teil
des (dynamischen) Netzmodells.

Zusammenfassung

Das globale dynamische Netzmodell der zentralen Emulationssteuerung enthalt nicht direkt die
nachzubildenden Basiseffekte, sondern fir jedes Knotenpaar eine Menge von Parametern, aus
denen die jeweiligen Instanzen des verteilten Emulationswerkzeugs zusammen mit lokal zur
Verfigung stehenden Informationen die Basiseffekte bestimmen kénnen. Diese Parameter sind
die Bitfehlerratepy,, die Ubertragungsrate und die Ausbreitungsverzogerutyg Das globale
Netzmodell ist also einey x ne Matrix, welche die Tripel pp, b,ta) enthalt (vgl. Tab 4]1 auf

Seite 68).
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Auf der Grundlage der in der Szenariobeschreibung enthaltenen Parameter und deren Ande-
rungsvorschriften berechnet die zentrale Emulationssteuerung wahrend eines Experiments die
jeweils aktuellen Parameter fur das globale Netzmodell. Der konkrete Berechnungsprozess
hangt von der Art der Szenariobeschreibung ab und kann sehr komplex sein. Ein Beispiel fur
eine solche Parameterberechnung wird in Abschniit 5.3 beschrieben. Wir gehen im Folgen-
den davon aus, dass der Berechnungsprozess und somit die Parameter im globalen Netzmodell
bekannt sind.

4.2.2 \Vorbereitungsphase

In der Vorbereitungsphase eines Experiments liest die Emulationssteuerung zunéchst die Sze-
nariobeschreibung ein und ermittelt die Anzahl der Knoten im SzenayjoDa jeder Szena-
rioknoten durch einen physischen Knoten repréasentiert werden soll, werden aus der Menge der
aktuell verfigbaren Knoten der Testumgebumd<noten ausgewahlt und den Knoten in der
Szenariobeschreibung zugeordnet. Verflgt die Testumgebung Uber geniigend viele gleichartige
Knoten, so ist diese Zuordnung trivial. Wir wollen hier von einer homogenen Testumgebung mit
ausreichender Knotenanzahl ausgehen. In einer heterogenen Testumgebung waren zuséatzlich
die Eigenschaften der Knoten und deren Netzanbindung bei der Zuordnung zu berticksichtigen
[RALO3].

Nach der Knotenzuordnung werden auf allen verwendeten Knoten die bendtigten Instanzen der
verteilten Emulationswerkzeuge gestartet und mit den Parametern initialisiert, die zu Beginn
des Szenarios gelten. Wenn die Netzinfrastruktur des Emulationssystems auch Emulationsauf-
gaben Ubernimmt, missen die dafiir notwendigen Konfigurationen ebenfalls zu diesem Zeit-
punkt durchgefiihrt werden. Weiterhin miissen die Testsubjekte und fir die Messung zusatzlich
bendétigte Komponenten, z.B. Datenbanken, Lastgeneratoren und Messwerkzeuge, nun instal-
liert und konfiguriert werden. Damit sich die Testsubjekte und deren Umgebung zu Beginn
des Messlaufs in einem definierten, reproduzierbaren Zustand befinden, kann eine Vorlaufpha-
se nodtig sein, in der beispielsweise Datenbanken gestartet und initialisiert, Zwischenspeicher
vorgeladen und Protokolldateien angelegt werden.

Bis zu diesem Zeitpunkt ist fir den Vorbereitungsprozess keine besondere zeitliche Koordi-
nation der Knoten notwendig, zumindest wenn die Testsubjekte nicht fur ihre Vorlaufphase
interagieren missen. Die Emulationssteuerung kann die notwendigen Anweisungen also se-
guentiell geben. Aus Effizienzgriinden wird die Vorlaufphase zwar in der Praxis parallel, aber
nicht notwendigerweise synchron ablaufen. Der Start des eigentlichen Experiments, also der
Beginn der Messphase, muss allerdings bei allen Knoten synchron erfolgen. Der synchrone
Start der Testsubjekte und Messwerkzeuge auf allen Knoten ist u.a. deshalb notwendig, da-
mit schon die ersten (typischerweise Initialisierungs-) Nachrichten der Testsubjekte sinnvoll
bearbeitet werden kdénnen.
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Die synchrone Ausfihrung auf mehreren Rechnern eines verteilten Systems erfordert entweder
synchronisierte Uhren oder ein externes synchrones Signal. Damit wir keine synchronisierten
Uhren voraussetzen mussen, wahlen wir eine Lésung mit einem synchronen Signal.

Wenn wir davon ausgehen, dass eine Rundsendung im Rechnernetz des Emulationssystems
allen Empféangern gleichzeitig zugestellt wird, die Ausbreitungsverzégerung vom Steuerungs-
rechner zu allen anderen Knoten in der Testumgebung also identisch ist, kbnnen wir Rund-
sendungen zu Synchronisationszwecken einsetzen. Nach erfolgreichem Abschluss der loka-
len Vorbereitungsphase sendet jeder Knoten eine ,Bereit‘-Nachricht an die zentrale Emu-
lationssteuerung und wartet auf ein Signal zum Beginn der Messung. Hat die Emulations-
steuerung die ,Bereit“-Nachricht von allen beteiligten Knoten erhalten, sendet sie eine einzige
»Start“-Nachricht durch eine Rundsendung an alle Knoten. Durch den verwendeten Ethernet-
Vermittlungsknoten wird sichergestellt, dass die Rundsendung (innerhalb einer Toleranz von
wenigen Mikrosekunden) an alle Knoten gleichzeitig zugestellt wird. Sofort nach dem Erhalt
der ,Start“-Nachricht wird auf jedem Knoten mit der Messphase begonnen, das heif3t, die Test-

subjekte, Lastgeneratoren und Messwerkzeuge werden aktiv[(Abb. 4.2).
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Abbildung 4.2: Ablaufsteuerung eines Experiments
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4.2.3 Messphase

Wahrend der Messphase bilden die verteilten Emulationswerkzeuge die konfigurierten Netzpa-

rameter autonom nach, ohne dazu Kontakt mit der zentralen Steuerungsinstanz zu bendtigen.
Wenn sich die nachzubildenden Parameter im globalen Netzmodell jedoch wahrend des Ex-

periments andern, muss die Konfiguration der Emulationswerkzeuge aktualisiert werden. Dies

geschieht Giber Aktualisierungsnachrichten, die von der Emulationssteuerung bei Bedarf an die

verteilten Emulationswerkzeuge verschickt werden. Die Werkzeuge setzen diese Parameterén-
derungen sofort um.

Zur Haufigkeit von Anderungsnachrichten kann kein allgemeingiiltiger Richtwert gegeben wer-
den; die optimale Aktualisierungsfrequenz hangt von der Leistung der zentralen Steuerung und
vor allem von der Gro3e und der Dynamik des Szenarios ab. Es ist in jedem Fall sinnvoll,
Anderungsnachrichten nicht regelmaRig, sondern nur bei Bedarf zu verschicken, also wenn
Parameter sich in relevantem Mal3e geandert haben. Messungen zu den Kosten von Aktualisie-
rungsnachrichten finden sich in Abschhitt|6.3.

Sind zu einem Zeitpunkt umfangreiche Parameteranderungen nétig, kann wie zu Beginn eines
Experiments ein Synchronisierungsproblem entstehen: Um beispielsweise alle Netzverbindun-
gen aller Knoten eines Szenarios zum gleichen Zeitpunkt auszuschalten, muss die Emulations-
steuerung an die Werkzeuge auf allen Knoten eine Aktualisierungsnachricht schicken. Werden
die Nachrichten nacheinander geschickt, so tritt das emulierte Ereignis nicht gleichzeitig ein.
Die exakte Synchronisierung von Parameteranderungen erfordert zusatzlichen Aufwand und
kann wiederum entweder durch synchronisierte Uhren oder durch ein externes Synchronisa-
tionssignal erreicht werden: Stehen synchronisierte Uhren zur Verfigung, kdnnen die Aktuali-
sierungsnachrichteror dem Ereignis verschickt werden und tragen einen Zeitstempel, zu dem
sie gultig werden. Ohne synchronisierte Uhren kann eine Rundsendung der Emulationssteue-
rung den Glltigkeitszeitpunkt zuvor versendeter Aktualisierungsnachrichten signalisieren. Die
exakte Synchronisierung von Parameteraktualisierungen hat sich allerdings in der Praxis in den
bisher betrachteten Szenarien nicht als zwingend notwendig erwiesen und wird daher in dieser
Arbeit nicht weiter berlcksichtigt.

4.2.4 Nachbereitungsphase

Ein Experiment lauft normalerweise so lange, wie in der Szenariobeschreibung angegeben.
Alternativ zu einer vorgegeben fixen Experimentdauer kann es bei manchen Experimenten
sinnvoll sein, eine anwendungsabhéangige Entscheidung tber das Ende eines Experiments zu
treffen, etwa wenn keine Nachrichten mehr unterwegs sind. Eine solche anwendungsabh&ngi-
ge Terminierung muss der Emulationssteuerung von einem zusatzlichen Terminierungsmodul
signalisiert werden, das hier nicht weiter betrachtet wird.
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Ist die spezifizierte Dauer des Experiments abgelaufen, oder das Experiment wurde aus einem
anderen Grund terminiert, beendet die Emulationssteuerung die Messphase. Wenn die Test-
subjekte, Messwerkzeuge und weiteren Hilfsprogramme, die auf den Knoten ausgefiihrt wer-
den, sich nicht selbststéandig nach der vorgegebenen Zeit beenden, missen sie von der Emu-
lationssteuerung beendet werden. Danach werden die Emulationswerkzeuge auf Grundeinstel-
lungen ruckgesetzt bzw. ebenfalls beendet, sowie die experimentspezifischen Einstellungen an
der Netzinfrastruktur der Testumgebung zurickgenommen.

Nach dem erfolgreichen Abschluss einer Messung schlief3t sich eine Auswertungsphase an, in
der lokale Messergebnisse von den einzelnen Knoten an einer zentralen Stelle gesammelt, in
zeitliche Korrelation gebracht und nach den gewlnschten Kriterien ausgewertet werden. Die

Auswertungsphase ist spezifisch fiir jedes Experiment und wird daher an dieser Stelle nicht

weiter betrachtet.

4.3 Emulationswerkzeug fur Netze mit exklusivem Medienzugriff

Auf jedem Knoten der Testumgebung lauft eine Instanz eines Emulationswerkzeugs, das den
Netzverkehr in Sende- und Empfangsrichtung beeinflussen kann. In diesem und dem folgenden
Abschnitt wird im Einzelnen erklart, wie ein Emulationswerkzeug die Basiseffgkté, ta, tm)

auf der Grundlage der Parameter aus dem Netzmopglb,t;) nachbildet.

Netze mit exklusivem Medienzugriff sind einfacher nachzubilden als solche mit gemeinsamem
Medienzugriff. Daher wird in diesem Abschnitt zunachst die Funktionsweise eines Werkzeugs
fur die Emulations von Netzen mit exklusivem Zugriff erklart. Im nachsten Abschnitt wird die
Funktionalitat auf Netze mit gemeinsamem Zugriff erweitert.

4.3.1 Lokales Netzmodell

Im globalen Netzmodell ist wahrend eines Messlaufs fur jedes Knoter{pgarein aktu-

eller Parametersatzy,b,ta) vorhanden. Das Emulationswerkzeug auf einem Kndtédre-
kommt von der zentralen Emulationssteuerung den Teil des Netzmodells Ubermittelt, der rele-
vante Informationen fur diesen Knoten enthélt. Fir die MatrixdarstelMradgs Netzmodells
(Tab[4.]) heilt dies beispielsweise, dass das Emulationswerkzeug auf dem Kdieté\erte

{my]i = kV j =k} erhalt; dies entspricht der Zeile und der Spalte der Matrix kdéathalt.

Wenn Effekte nur in Sende- bzw. Empfangsrichtung nachgebildet werden, genigt auch nur die
Zeile {m;j|i = k} bzw. die Spaltg{m;j|j =k} einer Parametermatrix. Die einem Emulations-
werkzeug lokal bekannten Teile des globalen Netzmodells nenneokaies Netzmodelln
Tab.[4.] sind die Teile des globalen Modells, die das lokale Netzmodell des Emulationswerk-
zeugs auf Knoten 2 ergeben, grau hinterlegt.
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| 1 | 2 i n
1 (pb7b7ta)ll (pbvbvta)lz (pb>b7ta)lj (pb7b7ta)ln
2 || (po,b,ta)21 | (Po,b,ta)22 (Po, b,ta)2; (Po,b,ta)2n
i (Po,b,ta)ir | (Po,b,ta)iz (Po, b, ta)ij (Po, b, ta)in
n (Pb,b,ta)ns | (Pb,b,ta)n2 (Pb, b, ta)n; (P, b,ta)nn

Tabelle 4.1: Globales Netzmode lokales Netzmodell fur Knoten 2

4.3.2 Rahmenverlust

Die Verlustwahrscheinlichkeit eines Rahmens wird vom Emulationswerkzeug aus der indivi-
duellen Rahmenlange und der im Netzmodell vorhandenen Bitfehlerrate berechnet. Abhangig
vom Rahmentyp kann die Rahmenverlustentscheidung vom Emulationswerkzeug auf dem sen-
denden oder dem empfangenden Knoten gefallt werden. Dies wird nachfolgend diskutiert.

Emulation in Senderichtung

Ein im Emulationswerkzeug des Senders verworfener Rahmen hat den Vorteil, dass er weder
von der Netzinfrastruktur noch vom Empfanger verarbeitet werden muss. Damit werden die
Ressourcen der Testumgebung geschont. Die Rahmenverlustentscheidung sollte also méglichst
schon beim Senden getroffen werden. Dies ist genau dann moglich, wenn es sich um einen
Rahmen an nur einen Empfanger handelt (,Unicast®).

Nach der Berechnung der Rahmenverlustwahrscheinliclgeiiir einen konkreten Rahmen

kann die Entscheidung Uber einen Rahmenverlust gefallt werden. Dazu wird zunachst eine
ZufallszahlR mit 0 < R < 1 generiert. Der Rahmen wird genau dann verworfen, Wrnp,.

Wir gehen hier explizit davon aus, dass das Rechnernetz des Emulationssystems zuverlassig
ist, zusatzliche Rahmenverluste durch dieses Netz also vernachlassigbar selten auftreten.

Emulation in Empfangsrichtung

Fur Rahmen, die an mehrere Empfanger gleichzeitig adressiert sind, also Rundsendungen
(,Broadcast") und Gruppensendungen (,Multicast”), muss die Entscheidung Uber einen Rah-
menverlust fur jedes Sender-Empféanger-Paar getrennt getroffen werden. Wollte man diese Rah-
menverlustentscheidungen beim Sender treffen, missten Rund- und Gruppensendungen Uber
mehrere Einzelsendungen realisiert werden. Es ist daher wesentlich effizienter, die Berech-
nung der Rahmenverlustwahrscheinlichkeit und die Emulation des Rahmenverlusts durch das
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Emulationswerkzeug des empfangenden Knoten durchzufihren. Der Prozess der Rahmenver-
lustentscheidung entspricht dabei dem bei der Emulation in Senderichtung.

4.3.3 \Verzogerung

Die nachzubildende Verzdgerung setzt sich aus der Medienwartezeit, der Serialisierungsverzo-
gerung und der Ausbreitungsverzdgerung zusammen (siehe Ab§chnitt 3.2.2).

Medienwartezeit

Die Medienwartezeit, ist die Zeit zwischen dem Entgegennehmen eines Rahmens durch die
Netz-Hardware und dem Beginn des Sendevorgangs. Da wir hier von einem Medium mit ex-
klusivem Zugriff ausgehen, kann immer sofort gesendet werden, es sei denn, es befindet sich
noch ein Rahmedesselben Sendersder Serialisierungsphase. Wahrend dieser Phase signa-
lisiert ein Netzwerkgerat der dartiberliegenden Protokollschicht mit eBelegt-Signaldass

das Medium temporér nicht verfiigbar ist. Dieselbe Semantik muss ein Emulationswerkzeug,
das ein Netzwerkgerat nachbildet, ebenfalls erfiillen. Wenn héhere Schichten weitere Rahmen
Uber ein Gerat senden wollen, das im Moment belegt ist, dirfen sie den Rahmen dem Gerét
nicht bergeben, sondern missen ihn selbst zwischenspeichern (oder verwerfen). Die dadurch
entstehende Wartezeit wird also implizit durch Warteschlangen in héheren Schichten erzeugt
und braucht nicht von der Emulationsschicht nachgebildet zu werden.

Serialisierungsverzégerung und Ausbreitungsverzégerung

Die Werte fiir die Ausbreitungsverzdgeruagverden von den Emulationswerkzeugen direkt
aus dem Netzmodell entnommen; die Serialisierungsverzogeswnigd lokal aus der aktu-

ellen Rahmenlange und der Ubertragungsrate aus dem Netzmodell bereégkneth]. Die
Serialisierungsverzoégerung eines Rahmens hat zwei Effekte: Wahrend sich ein Rahmen in der
Serialisierungsphase befindet, gilt das Netzwerkgerat als belegt (s.0.). AuBerdem wird die Aus-
lieferung des Rahmens utgverzogert. Da auch die Ausbreitungsverzégerung zu einer zu-
satzlichen Verzdgerung der Auslieferung eines Rahmens fiuhrt, kénnen die beiden Effekte ge-
meinsam nachgebildet werden. Vom Sollwert der Verzogerung muss noch die ohnehin durch
das Emulationssystem eingefiihrte Verzdgengngabgezogen werden. Somit berechnet sich
die zusatzlich einzufuhrende Verzégerungtzs: (ts+ta) — tmin. Da wir nur zuséatzliche Ver-
z6gerungen einfihren kdnnen, muss gelter: 0. Damit ergibt sich eine weitere Bedingung:

tmin < (ts+1ta); das heildt, Verzdogerungen, die kleiner sindtals, kbnnen nicht nachgebildet
werden.
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Realisierung durch eine Warteschlange

Die zusatzlich einzufiihrende Verzdgerupgines Rahmens kann sowohl beim Sender als auch
beim Empfanger realisiert werden; aus der Sicht der héheren Schichten ist dabei kein Unter-
schied wahrzunehmen. Da eine Verzégerung beim Senden einfacher zu realisieren ist, gehen
wir in der folgenden Beschreibung von einer Verzégerung beim Sender aus.

Ein Rahmenr wird zur Zeitty dem Emulationswerkzeug zum Senden tbergeben. Zunachst
wird nunt; flr diesen Rahmen berechnet. Somit ergibt sich fiir diesen Rahmen die Aussende-
zeitt’ =to+t,. Der Rahmen muss also bis zum Zeitpurilin Emulationswerkzeug zwischen-
gespeichert werden. Dazu wird eine Warteschlange benutzt, die auszusendende Rahmen in der
Reihenfolge ihrer Aussendezeit enthalt (BmulationswarteschlangeDer Rahmen wird mit

dem Zeitstempdl versehen und an die chronologisch richtige kaihedie Emulationswarte-
schlange eingefligt. Der Rahmen mit dem kleinsten Zeitstempel befindet sich somit immer am
Kopf der Warteschlange. Erreicht die Realzeit den Wert dieses Zeitstempels, wird der dazuge-
horige Rahmen ausgesendet und aus der Emulationswarteschlange geltscht.

Die GroRRe der Emulationswarteschlange ist begrenzt: Zu einem Zeitpunkt befindet sich ma-
ximal ein Rahmen in der Serialisierungsphase. Die restliche Warteschlange repréasentiert die
Kapagzitat des nachgebildeten Kanals, also das Produkt aus Ubertragungsrate und Verzégerung
(,Bandwidth-Delay-Product®). Die maximale Warteschlangengro3e in Bit berechnet sich also
(bei maximaler Rahmenlang@ax in Bit) zu: gmax = Imax+ b - ta.

An dieser Stelle missen wir annehmen, dass das Netzwerkgerat des Emulationssystems zum
berechneten Aussendezeitpunkt bereit ist, einen Rahmen entgegenzunehmen; ansonsten wiirde
eine zusatzliche, unerwiinschte Verzégerung bis zur tatsachlichen Rahmensendung entstehen.
Wir kénnen genau dann garantieren, dass der berechnete Aussendezeitpunkt eingehalten wer-
den kann, wenn die Ubertragungsrate des Emulationssystems mindestens so groR ist wie die
emulierte Ubertragungsrate einer Verbindung. Die Ubertragungsrate des Emulationssystems
stellt somit eine obere Schranke fiir die nachbildbaren Ubertragungsraten in einem Netzszena-
rio dar. Das Rechnernetz eines Emulationssystems sollte also neben einem mdéglichst kleinen
tmin auch eine moglichst hohe Ubertragungsrate aufweisen, um einen groRen nachbildbaren
Parameterraum zu ermdglichen. Messungen zur tatsachlich erreichbaren Ubertragungsrate in
einem Emulationssystem finden sich in Abschjnitj 6.4.

2Aufeinanderfolgende Rahmen an denselben Empfanger tragen ansteigende Zeitstempel. Die ,chronologisch
richtige Stelle” ist in diesem Fall stets das Ende der Warteschlange. Werden jedoch abwechselnd Rahmen an ver-
schiedene Empfanger mit stark unterschiedlicher Ausbreitungsverzégerung geschickt, kann es auch erforderlich
sein, einen Rahmezwischerzwei existierenden Rahmen in der Warteschlange einzufligen. Die Emulationswarte-
schlange ist also meistens, aber nicht immer reihenfolgeerhaltend.
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Abbildung 4.3: Funktionsweise eines verteilten Emulationswerkzeugs fiir exklusiven Medien-

zugriff

Belegt—
Signal
S r Sende- Rahmen
| r Warteschlange empfangen
r
A Schicht 2/3
A Protokolle
|
5 2 ' '
S5
2 o
(2K
: Y Emulations—
Aktuelles lokales Schicht
tg berechnen t, b Netzmodell
Belegt-Signal fir t_ setzen o A
—0—
t' berechnen
t @ R bt
Rahmen in Warteschlange
einflgen
t
+ rt
Emulations-
T Warteschlange
r - sobald t >= t"
T g
T T rt Rahmen aus
—_—
Warteschlange
entfernen B
)
+ r
Rahmenverlust-
Rahmenverlust- Entscheidung
Rahmen g " | Entscheidung (far Broadcast _ " 5 Rahmen
. R verwerfen
verwerfen (far Unicast) und Multicast)
r r
Y Netzwerk—
[4
Rahmen Rahmen Gerat
senden empfangen




72 4. FUNKTIONSWEISE

4.3.4 Zusammenfassung

Abb.[4.3 zeigt die Funktionsweise eines verteilten Emulationswerkzeugs bei exklusivem Me-
dienzugriff in der Zusammenfassung. Grundlage der Emulation sind die Parameter im lokalen
Netzmodell, das von der zentralen Emulationssteuerung standig aktualisiert wird. Das lokale
Netzmodell enthalt die Ubertragungsratedie Ausbreitungsverzogerumgund die Bitfehler-

rate pp. In der Abbildung sind diese Parameter zur Vereinfachung der Darstellung nur jeweils
einmal vorhanden; tatséachlich kann fir jedes Sender-Empfanger-Paar ein eigener Parametersatz
existieren.

Wird einem Emulationswerkzeug ein Rahnrepum Senden lGbergeben, werden zunachst die
Verzogerungskomponenten berechnet. Dabei wird auch das ,Belegt-Signal” gesetzt, das dafir
sorgt, dass wahrend der Serialisierungsphase eines Rahmens dem Emulationswerkzeug kein
weiterer Rahmen Ubergeben wird. Der Rahmen wird mit seiner berechneten Aussetidezeit
versehen und in die Emulationswarteschlange eingestellt. Zum Zeitpumkd er wieder aus

der Warteschlange enthnommen. Nun wird fir Unicast-Rahmen die Rahmenverlustwahrschein-
lichkeit berechnet und die Rahmenverlustentscheidung getroffen. Hier ist die Reihenfolge zu
beachten: Unabhangig davon, ob ein Rahmen verloren gehen wird oder nicht, verbraucht er
Ubertragungskapazitaten des Senders; das heilt, er blockiert das Netzwerkgerat wahrend des
Sendevorgangs. Die Emulation der Serialisierungsverzégerung musgoalder Emulation

des Rahmenverlusts geschehen.

Auf Empfangerseite kommt der Rahmen am Emulationswerkzeug schon zum berechneten Aus-
lieferungszeitpunkt an. Nur fur Broadcast- und Multicastrahmen muss noch der Rahmenverlust
emuliert werden. Wenn der Rahmen nicht verworfen wird, wird er umgehend an die hdhere
Schicht ausgeliefert.

4.4 Emulationswerkzeug fur Netze mit gemeinsamem

Medienzugriff

Auch fur die Emulation einer Netztechnologie mit einem von mehreren Teilnehmern gemein-
sam genutzten Medium sind die beiden Basiseffekte Rahmenverlust und Verzégerung nachzu-
bilden. Trotzdem reicht die Funktionalitat des in Abschnit{ 4.3 vorgestellten Emulationswerk-
zeugs hierfir nicht aus, denn die Basiseffekte hangen nicht nur von den Parametern im Netz-
modell und der Rahmenlange ab, sondern auch vom Verhalten des Medienzugriffsprotokolls,
das wiederum vom aktuellen Medienzustand beeinflusst wird.

Um trotzdem das Leistungsverhalten dieser Netztechnologien realistisch nachbilden zu kon-
nen, ist es notig, das Verhalten des jeweiligen Medienzugriffsprotokolls zu emulieren. Es bietet
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sich also an, diese normalerweise in Hardware realisierte Protokollschicht als Teil eines spezi-
ellen Emulationswerkzeugs in Software nachzubilden, das spezifisch fur diese Netztechnologie
geeignet ist.

Es gibt sehr viele verschiedene Medienzugriffsprotokolle, die auf unterschiedlichen Grund-
konzepten beruhen; in der Praxis sind neben zentralisierten (Koordinator-basierten) und ko
operativen (z.B. Token-basierten) Verfahren vor allem Protokolle mit wahlfreiem Zugriff, die
auf Tragererkennung (,Carrier Sense Multiple Access”, CSMA) basieren, wichtig (siehe z.B.
[Tan96]). Durch die sehr unterschiedlichen Konzepte ist es nicht mdglich, das Verhalten von
samtlichen Protokollen mit einem einzigen Werkzeug nachzubilden. Um die prinzipielle Um-
setzbarkeit der Emulation eines Medienzugriffsprotokolls zu zeigen, werden wir im Folgenden
das Konzept des ,virtuellen Tragersignals” einflihren, das als Basistechnologie fiir die Emula-
tion von allen Protokollen geeignet ist, die mit Tragererkennung arbeiten. Auf der Grundlage
dieses Konzepts kénnen dann konkrete Medienzugriffsprotokolle der CSMA-Familie imple-
mentiert werden. Hierzu gehéren neben der ,Ethernet“-Protokollfamilie (IEEE 802.3) auch die
WLAN-Protokolle (IEEE 802.11), die immer haufiger Verwendung finden. Fir Einzelheiten zu
den Implementierungen der Medienzugriffsprotokolle von Ethernet und WLAN wird auf eine
Veroffentlichung [HMRO3] und zwei Diplomarbeiten verwiesen [Mai02, Y&n04].

4.4.1 Verzodgerung und virtuelles Tragersignal

In der Realitat wird der Belegungszustand des Netzmediums durch die Netz-Hardware ermit-
telt (Tragererkennung) und dem Medienzugriffsprotokoll bei Bedarf zur Verfligung gestellt.
In der Emulation bendétigt dazu jede Werkzeuginstanz ein lokales Medienmodell, das den ak-
tuellen Zustand des emulierten Mediums aus der Sicht des jeweiligen Knotens reprasentiert.
Der Zustand eines Mediums wird durch zwei Ereignisse verédndert: Beginnt ein Knoten mit
einer Rahmenubertragung, so wechselt der Medienzustand aller anderen beteiligten Knoten
auf ,belegt”, sobald das Signal sie erreicht, also nach der Ausbreitungsverzogeristglie
Ubertragung des Rahmens nach der Serialisierungsverzogehaendet, wechselt der Medi-
enzustand wieder auf ,frei“.

Die Idee des ,virtuellen Trégersigna@i‘st, dass jede Rahmensendung nicht nur an den oder

die eigentlichen Empfanger, sondern tber einen Rundsenderahmen an alle erreichbaren Kno-
ten gleichzeitig geschickt wird. Ein solcher Rahmen dient nun nicht nur der Nutzdatentbertra-
gung, sondern zusétzlich als Signalisierung eines virtuellen Tragersignals. Eigenschaften eines
Rundsendemediums werden also auf der Grundlage von Rundsenderahmen nachgebildet, ohne

3Ein ahnliche Idee wird im IEEE 802.11-Standard fiir die Signalisierung von Kanalbelegungen zur Lésung des
LHidden Terminal Problem“ verwendet und dort ,Network Allocation Vector genannt. Die Idee der Verwendung
eines virtuellen Tragersignals fiir die Emulation der Eigenschaften eines gemeinsamen Mediums ist jedoch vdllig
neu.
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annehmen zu mussen, dass die tatsachlich eingesetzte Netztechnologie des Emulationssystems
Rundsendeeigenschaften hat.

Abb.[4.4 zeigt die Funktionsweise des virtuellen Tragersignals in einem Raum-Zeit-Diagramm:
Die drei KnotemA, B undC teilen sich laut Szenariodefinition ein gemeinsames Ubertragungs-
medium. Das Emulationswerkzeug auf KnoBbekommt einen Rahmearzur Ubertragung an
KnotenA ubergeben. Die Nachbildung des MedienzugriffsprotokollBeeritscheidet, wann
gesendet werden darf. Im Beispiel ist diese Aussendgz&as Emulationswerkzeug schickt
nunr nicht nur anA, sondern per Rundsendung an alle erreichbaren Knoten, und zwar sofort,
ohne zuvor die Serialisierungsverzogerangbzuwarten.
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Abbildung 4.4: Nachbildung eines Tragersignals

Jedes Emulationswerkzeug muss nun seinen eigenen Medienzustand genau fir den Zeitraum
auf ,belegt” schalten, in dem in der Realitét ein Tragersignal wahrnehmbar wére. Dieser Zeit-
raum beginnt, wenn das Tragersignal des Rahmens bei dem jeweiligen Knoten ankommt, also
nach der individuellen AusbreitungsverzdgerupgDas Tragersignal endet, wenn der Rah-
men komplett angekommen ist, und dauert damit fiir die Zeit der Serialisierungsverzégerung
an. Es gilt folglich fuir den Zeitpunkt des Beginns des Tragersigpaist’ +t,, fir das Ende

te = tp +ts. FUr den Sender gitt, =t’, da keine Ausbreitungsverzégerung zu beriicksichtigen

ist. Der tatsachliche Empfanger des Rahmens, im Beispiel Krigteruss dann den Rahmen

zum Zeitpunkte ausliefern. Dies gilt sinngemaf auch fir Rahmen mit mehreren Empfangern.
Diejenigen Knoten, die nicht Empfanger sind, benutzen den Rahmen nur fir die Signalisierung
des Tragersignals und kénnen ihn anschliel3end verwerfen.

Zur Berechnung vom, wird der Sendezeitpunkt benétigt. Alle Knoten aulBer dem Sender
selbst kennen jedoch nictit sondern nur den EmpfangszeitpupkiDie Differenz vont, und

t’ isttmin, also die Zeit, die das Rechnernetz des Emulationssystems zur Ubertragung des Rah-
mens bendtigt. Weniy,in bekannt ist, kanty, folglich aus dem Empfangszeitpurtktbestimmt
werdenty = t; — tmin +ta.
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Hieraus folgt aber auch, dags< t; < tmin > ta. Das bedeutet, dass das virtuelle Tragersignal
beginnen misstdyevorder dazugehérige Rahmen und damit die Signalisierung des Tragersi-
gnals vom Emulationswerkzeug empfangen wurde, vigpn> ta. Da der Medienzustand fri-
hestens mit dem Empfang des zugehdrigen Signals aktualisiert werden kann, also gyr Zeit
ist das Medienmodell kurzzeitig falsch: Es wechselt zu spat von ,frei* auf ,belegt* (Abp. 4.5).
Dieser Zusammenhang bekréftigt erneut die Forderung nach einem moglichst klgir(sie-

he Abschnitf 3.3]4 und Messungen in Abschnit{ §1).
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Abbildung 4.5: Vortibergehend falsches Medienmodelithgi> t,

Das hier beschriebene Vorgehen zur Emulation eines Tragersignals beinhaltet implizit die
Emulation der Serialisierungsverzégerung und der Ausbreitungsverzogerung beim Empfanger.
Durch das Bereitstellen des aktuellen lokalen Medienzustandes auf jedem Knoten ist au3erdem
die Grundlage fir die Nachbildung von Medienzugriffsprotokollen gegeben, die auf Tragerer-
kennung basieren. Ein nachgebildetes Medienzugriffsprotokoll kann somit auch die Medien-
wartezeit emulieren, indem es zu sendende Rahmen zuriickhélt.

4.4.2 Rahmenverlust

AulRer der Verzégerung missen auch bei der Emulation eines gemeinsamen Mediums Rahmen-
verluste nachgebildet werden, die sich aus sporadischen Bitfehlern ergeben oder die Konnek-
tivitat der Knoten definieren. Diese Rahmenverluste entstehen in der Realitat auf dem Uber-
tragungsmedium, muissen also auch in der Emulation logistérhalb des nachgebildeten
Medienzugriffs behandelt werden. Da das Konzept des virtuellen Tragersignals ausschliellich
Rundsenderahmen verwendet, kann die Entscheidung Giber den Rahmenverlust immer erst beim
Empfanger getroffen werden. Ansonsten ist der Prozess der Rahmenverlustentscheidung mit
dem flur die Emulation eines exklusiven Mediums beschriebenen Prozess identisch (siehe Ab-

schnit{4.3.P).

“tmin &~ 100us > tq, das entspricht je nach emulierter Technologie ef@/as. Das Medienmodell ist also tat-
séachlich kurzzeitig inkonsistent, allerdings nur zu max. 10% der Zeit.
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Abbildung 4.6: Funktionsweise eines verteilten Emulationswerkzeugs fir Medien mit gemein-
samem Zugriff
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4.4.3 Zusammenfassung

Abb.[4.6 zeigt die prinzipielle Funktionsweise eines verteilten Emulationswerkzeugs fur Medi-
en mit gemeinsamem Zugriff in der Zusammenfassung, ohne auf die Details eines bestimmten
Medienzugriffsprotokolls einzugehen. Entsprechend dem Emulationswerkzeug fur exklusiven
Medienzugriff bildet auch hier ein stéandig von der zentralen Emulationssteuerung aktualisier-
tes lokales Netzmodell die Grundlage der nachgebildeten Parameter. Im lokalen Netzmodell
sind die aktuellen Werte fir Ausbreitungsverzégerung, Ubertragungsrate und Bitfehlerwahr-
scheinlichkeit abrufbar. Zusatzlich wird ein aktuelles lokales Medienmodell verwaltet, in dem
der Belegungszustand des Mediums reprasentiert ist.

Wir betrachten zunéchst die Senderichtung. Die Komponente, die das Medienzugriffsprotokoll
nachbildet, kann einen eigenen Sendepuffer fliir Rahmen haben. Dies modelliert die Tatsache,
dass auch in der Realitat Netz-Hardware einen Rahmen schon entgegennimmt, bevor sicher
ist, ob und wann er gesendet werden kann. Erst wenn dieser Sendepuffer voll ist, wird den
hdheren Protokollschichten ,belegt” signalisiert. Befinden sich ein oder mehrere Rahmen im
Sendepuffer, muss die Rahmensendung vorbereitet werden, wie es das Medienzugriffsprotokoll
vorsieht. Eventuell ist dazu zunéchst der Austausch von Steuerrahmen mit dem Empfanger
noétig (z.B. in IEEE 802.11 mit RTS / CTS: ,Ready To Send"/ ,Clear To Send"). In jedem Fall
muss gewartet werden, solange das lokale Medienmodell im Zustand ,belegt” ist. Die Wartezeit
in diesem Sendepuffer entspricht der MedienwartezeiDas Medienzugriffsprotokoll kann

auch entscheiden, dass ein Rahmen an dieser Stelle verworfen wird (beispielsweise wenn eine
Steuerrahmen-Interaktion fehlgeschlagen ist). Sobald ein Rahmen laut Medienzugriffsprotokoll
gesendet werden darf, wird er in einen Rundsenderahmen eingepackt und verschickt. Da wir
das Medienmodell im Empfangspfad aktualisieren werden, wird der Rahmen zusatzlich auch
an den eigenen Empfangspfad weitergele|tet.

In Empfangsrichtung wird zunachst der urspringliche Rahmen aus dem Rundsenderahmen aus-
gepackt. Vor jeder anderen Entscheidung wird Gberprift, ob der Rahmen diesen Empféanger
Uberhaupt hatte erreichen kdnnen, es wird also die Rahmenverlustentscheidung aufgrund der
Bitfehlerwahrscheinlichkeit aus dem Netzmodell getroffen. Wird der Rahmen nicht verworfen,
muss er zundchst im Empfangspuffer gespeichert werden. Jetzt wird der Sendezeitpunkt des
Rahmens abgeschétrt £ t; —tmin). Dann kann Beginnt{ =t’ +t;) und Endetz =t +1/b)

seines Tragersignals berechnet werden. Anhand dieser Werte wird das aktuelle Medienmodell
uberpriift und aktualisiert. Uberlappt das errechnete Tragersignal mit einem schon existieren-
den Tragersignal im Medienmodell, so entspricht dies einer Kollision zweier Rahmen. Beide

5Die tatséchliche Implementierung ist an dieser Stelle effizienter: Selbstverstandlich muss bei einer Rahmen-
sendung nicht zusatzlich der gesamte Empfangspfad durchlaufen werden, um das lokale Medienmodell zu aktuali-
sieren, Kollisionen zu erkennen etc. Da sich die Rechenschritte zur Uberpriifung und Aktualisierung des Medien-
modells fur eigene und fremde Rahmen jedoch gleichen, wird hier eine einfache, wenn auch nicht die effizienteste
Variante der Implementierung vorgestellt.
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kollidierenden Rahmen werden verworfen, sowohl der neu angekommene, als auch der zum
schon existierenden Tragersignal gehdrende, der sich ebenfalls noch im Empfangspuffer be-
finden muss. Wenn das Medienzugriffsprotokoll mit Kollisionserkennung arbeitet, muss die
Kollision auch der Sendeseite der Protokollimplementierung signalisiert werden. Erkannte Kol-
lisionen kénnen beispielsweise die erneute Sendung eines Rahmens bewirken. Wird das Ende
eines Tragersignals ohne Stérung (Kollision mit einem anderen Rahmen) erreicht, darf der ent-
sprechende Rahmen weiterverarbeitet werden. Handelt es sich um einen an diesen Empfanger
adressierten Steuerrahmen, muss er direkt vom Medienzugriffsprotokoll verarbeitet (z.B. be-
antwortet) werden. Datenrahmen werden schlief3lich, sofern sie die richtige Empfangeradresse
tragen, an die héheren Protokollschichten ausgeliefert.

4.5 Netzinfrastruktur des Emulationssystems

Die Netzinfrastruktur eines Emulationssystems hat in erster Linie die Aufgabe, die Emula-
tionsknoten untereinander und mit der zentralen Steuerung zu verbinden. Wenn die verwen-
deten Geréte weitergehende Einstellungen (z.B. Filterregeln) zulassen, kénnen sie au3erdem
einen Teil der Emulationsaufgaben Ubernehmen. Verteilte Emulationswerkzeuge mit der oben
beschriebenen Funktionalitat sind zwar in der Lage, die Basiseffekte ohne Hilfe der Netzinfra-
struktur autonom nachzubilden. Fir einige Szenarien ist es jedoch wesentlich effizienter, wenn
die Netzinfrastruktur zusétzlich fur die Nachbildung benutzt wird.

Skalierungsproblem durch Rundsendungen

In vielen praktisch relevanten Netzszenarien ist die Konnektivitéat gering, das heilt, jeder Kno-
ten hat im Vergleich zur Gesamtknotenanzahl nur zu wenigen anderen Knoten eine direkte Ver-
bindung. Beispielsweise liegt in existierenden Netztopologien mit mehreren tausend Knoten die
gemessene durchschnittliche Konnektivitat bei ca. 2 his 7 [RJ0f. Ein globales Netzmodell
enthielte bei diesen Szenarien also sehr haufig Bitfehlerraten von 1. Besonders bei Rundsen-
dungen, die eine Rahmenverlustentscheidung beim empfangenden Knoten erfordern, wird ein
Skalierungsproblem offensichtlich: Eine Rundsendung, die zunédchst an alle Knoten eines Sze-
narios zugestellt wird, muss von den Emulationswerkzeugen auf fast allen Knoten beim Emp-
fangen verworfen werden, weil keine direkte Konnektivitat zum Sender besteht. Bei grof3en
Szenarien mit vielen Rundsendungen bedeutet dies eine hohe unnétige Belastung der Emula-
tionswerkzeuge. Das Problem der Rundsendungen verschérft sich noch, wenn Tragersignale
emuliert werden, denn durch das Konzept des virtuellen Tragersignals wird mindestens eine
Rundsendung fur jede Rahmensendung erzeugt.
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Emulation von Rahmenverlust durch die Netzinfrastruktur

Moderne Netzinfrastrukturen arbeiten mit programmierbaren Zentralkomponenten, die es er-
lauben, die Ausbreitung von Rahmen im Netz nach bestimmten Kriterien zu begrenzen. Die
Moglichkeiten unterscheiden sich je nach Technologie und Geréateklasse. Ubliche Methoden
sind beispielsweise Filterregeln, die auf der Grundlage von Adressinformationen Rahmen ver-
werfen kdnnen, oder die Definition von abgeschlossenen Teilnetzen. Diese Mdglichkeiten kon-
nen zur Emulation des Effekts Rahmenverlust eingesetzt werden. Fur alle Verbindungen mit
pp = 1 gilt auch (unabhangig von der Langg)= 1; diese Rahmen kdénnen von der Netzinfra-
struktur verworfen werden. Die Funktionalitat der Emulationswerkzeuge auf den Knoten wird
hiervon nicht beeinflusst. Die Emulation des Rahmenverlusts fir Rahmen mit der Verlustwahr-
scheinlichkeitp, < 1 ibernehmen weiterhin die Emulationswerkzeuge, alle Rahmem, msitl
kommen gar nicht erst beim Werkzeug an.

Die praktische Umsetzung dieser Optimierung ist stark von den zur Verfiigung stehenden Funk-
tionen der Netz-Hardware abhangig. Eine mogliche Losung, die das ,Virtual LAN“-Konzept
eines Ethernet-Vermittlungsknotens zu diesem Zweck ausnutzt, ist in Abgchhitt 5.2 beschrie-
ben.

4.6 Zusammenfassung

In diesem Kapitel wurde die Funktionsweise eines verteilten Emulationssystems mit zentraler
Steuerung erlautert. Zu den Aufgaben der zentralen Steuerung gehort hauptsachlich die Ver-
waltung des globalen Netzmodells und die Koordination des Gesamtexperiments inklusive der
verteilten Emulationswerkzeuge. Diese Werkzeuge bilden die spezifizierten Netzeigenschaften
nach, indem sie in Sende- und Empfangsrichtung in den Kommunikationsstapel eingreifen und
Rahmen verzdgern bzw. verwerfen. AuRerdem werden durch das Setzen des ,Belegt-Signals”
erwinschte Seiteneffekte auf héheren Protokollschichten generiert. Netze mit exklusivem Zu-
griff kbnnen von Emulationswerkzeugen autonom nachgebildet werden. Fir die Emulation von
Netzen mit gemeinsamem Zugriff miissen mehrere Instanzen eines Emulationswerkzeugs ko-
operieren. Hierfur wurde das Konzept des virtuellen Tragersignals entwickelt, das als Grundla-
ge fur die Nachbildung von allen Netztechnologien verwendet werden kann, die mit Tragerer-
kennung arbeiten. Schliel3lich wurde auf die Mdglichkeit verwiesen, zusatzlich die Netzinfra-
struktur einer Testumgebung zu Emulationszwecken einzusetzen, um einem Skalierungspro-
blem bei Szenarien mit vielen Rundsendungen vorzubeugen.
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Realisierung

Nachdem im vorigen Kapitel die Funktionsweise eines Emulationssystems mit zentraler Steue-
rung und verteilten, kooperativen Werkzeugen erlautert wurde, zeigt dieses Kapitel die prak-
tische Umsetzbarkeit eines solchen Systems anhand einer konkreten Realisierung. Dieses Ka-
pitel beschreibt jedochicht die Realisierung eines Emulationssystems in allen technischen
Details; dies wirde den Rahmen dieser Arbeit bei weitem sprengen. Vielmehr wird im Folgen-
den ein Uberblick Giber das Gesamtsystem gegeben, sowie einige wichtige Aspekte der Reali-
sierung naher betrachtet. Fir weitergehende technische Informationen verweisen wir auf das
Handbuch des entwickelten Systerns [HMO04], in dem auch die Benutzung des Emulations-
systems fir Leistungsmessungen in verschiedenartigen Szenarien konkret erklart wird. Wei-
tere Details, vor allem zu Implementierungen von Werkzeugen, kénnen in Veréffentlichun-
gen [HLRO2,[HROR, HMRO3, HMTRO04], sowie in den Ausarbeitungen von Diplomarbeiten
[Dud02,/Mai02| Rep(3, Yan04] und Studienarbeiten [Wur02, Wei03, $t604, Cas05] nachgele-
sen werden.

Zunachst wird ein Uberblick tiber die Hardware-Plattform gegeben, die uns fir die Realisierung
eines Emulationssystems zur Verfiigung steht. Aufbauend auf den speziellen Méglichkeiten
dieser Hardware wird erklart, wie die Netzinfrastruktur zur Emulation von Netzwerkgeréaten
und Netztopologien benutzt werden kann. Danach wird fir einen wichtigen Anwendungsfall
— die Berechnung von Bitfehlerraten aus Knotenbewegungen in einem MANET — der Pro-
zess der automatischen Berechnung von Netzparametern erlautert. AnschlieRend wird erklart,
wie sich Emulationswerkzeuge als Linux-Kernmodule realisieren lassen. Schwerpunkt ist da-
bei die Integration in den Kontroll- und Datenfluss des Kommunikationsstapels. Zum Schluss
des Kapitels werden die mdglichen Emulationsartefakte, also die unbeabsichtigten Effekte von
Emulationswerkzeugen, diskutiert und Methoden zu deren Verminderung vorgestellt.

81
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5.1 Das ,Network Emulation Testbed® (NET)

Im Jahre 2002 wurde von der Abteilung ,Verteilte Systeme” des IPVS der Universitat Stuttgart
ein Clustersystem beschafft, das ausschlie3lich fir den Betrieb als Testumgebung mit emu-
lierten Netzeigenschaften vorgesehen war: Das ,Network Emulation Testbed*, abgekiirzt

(Abb. ).NET besteht aus 64 identisch ausgestatteten Standa@j-a'@sals Emulations-
knoten verwendet werden, und einem leistungsfahigen Steuerungs@cﬂiﬂredie zentrale
Emulationssteuerung ausfuhrt. Auf allen Rechnern lauft ein Linux-Betriebssystem. Das ,Emu-
lationsnetz®, das alle Rechner verbindet, basiert auf einem monolithischen Gigabit-Ethernet-
Vermittlungsknoten, der VLAI\@unterstUtzt. Dieses Netz ist fir die Kommunikation der Test-
subjekte innerhalb eines Emulationsszenarios vorgesehen. Ein vollkommen separates ,Steue-
rungsnetz* (Fast Ethernet Technologie) ermdglicht die Kommunikation des Steuerungsrech-
ners mit allen Emulationsknoten unabhangig vom Emulationsnetz. Das Steuerungsnetz ist aus-
schlieBlich fur administrativen Netzverkehr bestimmit.

= = |Intranet-Verbindung

1 Gbit/s 1 Gbit/s
Steuerungsrechner
100 Mbit/s 1 Gbit/s
Emulationsknoten 1
Steuerungsnetz 100 Mbitls‘ . 1 Gbit/s | Emulationsnetz

Emulationsknoten 2 [

Fast Ethernet Gigabit Ethernet

VLAN-Unterstutzung

100 Mbit/s i 1 Ghit/s
Emulationsknoten 64

Abbildung 5.1: Hardwarearchitektur d8&T

Diese Hardwarearchitektur eignet sich aus mehreren Griinden besonders gut fiir die Emulation
von Rechnernetzen:

e Die grofRe Anzahl von 64 Emulationsknoten ermdglicht die Emulation relativ groRer Sze-
narien. In der von uns gewahlten Architektur mit einem Emulationsknoten pro Szenario-
knoten sind also Netzszenarien mit 64 Knoten modfjch.

Lintel Pentium 4 Prozessor mit 2,4 GHz Taktfrequenz, 512 MB Hauptspeicher, 40 GB Festplattenspeicher

2zwei Intel Xeon Prozessoren, jeweils 2,4 GHz Taktfrequenz, 2 GB Hauptspeicher, RAID Plattensystem mit
541 GB Brutto-Kapazitat

8, Virtual LAN*, virtuelles lokales Netz

4Viele Szenarien benétigen wesentlich mehr als 64 Knoten. Durch Knotenvirtualisierung kann die Anzahl der
fur ein Szenario verfigbaren Knoten um mindestens eine Gréf3enordnung erhéht werden. Dies ist jedoch nicht Inhalt
dieser Arbeit. Auf die Idee der Knotenvirtualisierung wird im Ausblick (Abscl@ 7.2) verwiesen.
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¢ Die hohe Ubertragungsrate im Emulationsﬁeﬁzmdglicht hohe Ubertragungsraten in
Emulationsszenarien (vgl. Abschijitt 4)3.3 und Messungen in Absghrjitt 6.4).

e Durch die Verwendung eines Gigabit-Vermittlungsknotens als Grundlage des Emulati-
onsnetzes ist der Wert fir die systembedingte Verzégeitung $ehr klein (Messungen
siehe Abschnitf 6]1). Ein mdglichst kleiner Wert v, ist wichtig flr einen groBen
emulierbaren Parameterbereich (Abschniit 4.3.3) und die erzielbare Genauigkeit bei der
Emulation eines gemeinsamen Mediums (Abschniti #.4.1).

¢ Die verwendete Netztechnologie Gigabit Ethernet garantiert zwar theoretisch nicht die
fehlerfreie Zustellung von Rahmen, ist jedoch im praktischen Betrieb dul3erst zuverlas-
sig: Rahmenverluste bzw. -veranderungen treten vernachlassigbar selten auf. Dies wird
von unserem Emulationskonzept vorausgesetzt, insbesondere fiir die Emulation von Rah-
menverlusten (Abschnitt 4.3.2).

e Durch die physische Trennung von Emulationsnetz und Steuerungsnetz ist garantiert,
dass der Netzverkehr im Emulationsszenario nicht durch administrativen Netzverkehr
gestort wird.

e Das Emulationsnetz untersttitzt den Betrieb von VLANS. Dies ist aus zwei Griinden vor-
teilhaft: Einerseits konnen dadurch vom Emulationsnetz Emulationsaufgaben tibernom-
men werden, andererseits ist knotenseitig die effiziente Einfihrung von virtuellen Netz-
werkgeraten moglich. Virtuelle Netzwerkgerate ermdglichen die Emulation von Knoten
mit mehr Netzwerkgeraten als tatséchlich vorhanden sind (siehe Abgchhitt 5.2).

e Durch die Kombination von kostengunstiger Standard-Hardware (PCs, Ethernet) und
kostenlos erhéltlicher Betriebssoftware (Linux) sind System&d&e&rArchitektur in der
Anschaffung im Vergleich mit anderen Clustersystemen dieser Grof3e sehr preiswert. So-
mit ist die Voraussetzung dafiir gegeben, dass andere Forschergruppen dhnliche Syste-
me beschaffen bzw. bestehende Systeme um die erforderliche Netzinfrastruktur aufris-
ten und auf der Grundlage unserer Forschungsergebnisse eigene Messungen durchfiihren
konnerf|

5.2 Emulation mit VLANSs

In diesem Abschnitt wird beschrieben, wie sich VLANS, die durch die Netz-Hardware von
NET unterstitzt werden, fur die Emulation nutzen lassen. Zwar sind sie fur die Funktionalitat

5Gigabit Ethernet war zur Beschaffungszeit Wit (2002) die schnellste verfiigbare Standard-Technologie fiir
Rechnernetze.

6Derzeit (Ende 2005) werden von uns entwickelte Emulationswerkzeuge auRRer am IPVS der Universitat Stutt-
gart auch von Forschergruppen an der Philipps-Universitat Marburg, der Case Western Reserve University in Cleve-
land (Ohio, USA) und der University of Utah in Salt Lake City (Utah, USA) in &hnlichen Testumgebungen benutzt.
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eines Emulationssystems, wie es in Kaditel 4 beschrieben wurde, nicht zwingend notwendig;
allerdings kann durch den Einsatz von VLANSs die Belastung der Emulationswerkzeuge und
der Bedarf an Netz-Hardware auf den Emulationsknoten minimiert werden.

Im Folgenden umreif3en wir dazu zunéchst kurz die grundlegende Funktionalitdt von VLANS.
Danach zeigen wir, wie sich durch VLANs Netzressourcen virtualisieren lassen. Schlief3lich
erlautern wir den Einsatz von VLANS fir die Emulation von Verbindungstopologien.

5.2.1 Funktion von VLANSs

Die VLAN-Technologie wurde durch die IEEE standardisiert (IEEE 802.1Q, [IEE03]). VLANs
erlauben die Definition von in sich geschlossenen, privaten Teilnetzen innerhalb eines LANS.
Die Netzinfrastruktur sorgt dafiir, dass Netzverkehr nur innerhalb eines VLANs verbreitet
wird. Davon sind inshesondere auch Gruppen- und Rundsendungen betroffen. Bei der ,tagged
VLANSs"-Variante, die wir InNET-System verwenden, erfolgt die Zuordnung von Teilnehmern

zu VLANSs durch ein ,\VLAN tag"“ (ein zusatzliches, das VLAN identifizierendes Attribut) im
Rahmenkopf eines jeden Rahmens, der Uber das Netz gesendet wird. Anhand dieser Attribute
werden die Rahmen von der Netzinfrastruktur gefiltert und nur an diejenigen Rechner wei-
tergeleitet, die ebenfalls Teilnehmer des betreffenden VLANS sind. Um diese Attribute beim
Sender eines Rahmens einzufiigen und beim Empfanger wieder zu entfernen, wird eine zusatz-
liche Schicht im Protokollstapel bendtigt: Der ,VLAN-Treiber”. Der VLAN-Treiber setzt auf

der Netz-Hardware auf und bietet hoheren Protokollschichten die gleiche Schnittstelle wie ein
Netzwerkgerat an.

5.2.2 Emulation von Netzwerkgeraten

Ein Rechner mit nur einem Netzwerkgerét kann Teil mehrerer VLANS sein. Daher ist es mog-
lich, mehrere Instanzen eines VLAN-Treibers zu benutzen, die auf demselben Netzwerkgerat
aufsetzen. Da ein VLAN-Treiber logisch ein eigenes Netzwerkgerét reprasentiert, das nur in-
nerhalb des VLANs kommunizieren kann, ist es moglich, durch die VLAN-Technologie meh-
rerevirtuelle Netzwerkgerate auf einephysischerNetzwerkgerat zu emulieren. Die Eigen-
schaften jedes dieser virtuellen Netzwerkgerate konnen wiederum getrennt durch jeweils eine
Instanz eines Emulationswerkzeugs beeinflusst werden.[ABb. 5.2 zeigt, wie ein Rechner mit
drei physischen Netzwerkgeraten durch einen Rechner mit nur einem Netzwerkgerat, aber drei
VLANSs nachgebildet werden kann.

Durch virtuelle Netzwerkgerate kann ein Emulationsknoten, dereime physische Verbin-
dung zum Emulationsnetz hat, einen Knoten mit einer beliebigen Anzahl von Netzverbindun-
gen emulieren. Der maximale Knotengrad im nachzubildenden Netzszenario ist also nicht auf
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den Knotengrad des Emulationssystems beschrankt (im Gegensatz zu vielen alternativen Emu-
lationsansatzen, z.E. [ZND3]). Die Tatsache, dasslEmn-System jeder Emulationsknoten nur

Uber eine einzige Verbindung zum Emulationsnetz verfiigt, stellt daher keine Einschrankung
fir den maximalen Knotengrad der nachzubildenden Topologien dar.

Schicht
4
3 Protokoll- ! implemen— ! tierungen
2 | G.-Treiber G.-Treiber G.-Treiber Software

1/2| NW-Gerat | NW-Gerat | NW-Gerat | Hardware

r | |

Schicht
4

Protokoll- ! implemen- ! tierungen

3
2 | VLAN-Treiber | VLAN-Treiber | VLAN-Treiber
2

Geratetreiber Software

1/2 Netzwerkgerat Hardware

Abbildung 5.2: Mehrere Netzwerkgeréte in einem Knoten (oben) nachgebildet durch virtuelle
Netzwerkgerate (unten)

5.2.3 Emulation einer Verbindungstopologie

Neben der Einfuhrung von virtuellen Netzwerkgeraten ermdglicht das VLAN-Konzept auch die
Emulation einer Verbindungstopologie. Ein Rundsenderahmen, der mit einem VLAN-Attribut
versehen ist, wird von der Netzinfrastruktur des Emulationsnetzes nur an diejenigen Knoten
weitergeleitet, die als Teilnehmer des betreffenden VLANS registriert sind. Ein an einen ein-
zelnen Empfanger adressierter Rahmen wird entsprechend nur dann zugestellt, wenn Sender
und Empfanger Teilnehmer desselben VLANSs sind. Mit VLANs kdnnen also beliebige Ver-
bindungstopologien nachgebildet werden. Abb] 5.3 zeigt ein einfaches Beispiel: Laut Vorgabe
kdnnenA und B direkt kommunizierenB, C und D teilen sich zu dritt ein Kommunikations-
medium. Mit zwei VLAN-Definitionen im Emulationsnetz und den entsprechenden VLAN-
Treibern auf den Emulationsknoten kann man diese Verbindungstopologie nachbilden, ohne
dazu Emulationswerkzeuge auf den Knoten verwenden zu mussen.
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(Al [B] [c] [p]
A B C D
VLAN 1 VLAN 1 |VLAN 2 VLAN 2 VLAN 2
Netzwerkgerat Netzwerkgeréat Netzwerkgerat Netzwerkgerat
VLAN 1 VLAN 2
Vermittlungsknoten des Emulationsnetzes

Abbildung 5.3: Verbindungstopologie (oben) und mit VLANs emulierte Topologie (unten)

Der Vermittlungsknoten des Emulationsnetzes nimmt damit den Emulationswerkzeugen einen
Teil der Aufgaben ab, indem er den Rahmenverlust fur alle Knotenpaare nachbildet, die nicht
direkt miteinander kommunizieren konnegm, & 1). Fur Szenarien mit statischer Verbindungs-
topologie und geringer Konnektivitéat bedeutet dies eine deutliche Entlastung der Emulations-
werkzeuge. Die Rahmenverlustentscheidung fir Rahmen mit einer nichttrivialen Bitfehlerrate
(0 < pp < 1) muss jedoch in jedem Fall weiterhin von Emulationswerkzeugen getroffen wer-
den.

Grenzen der Topologieemulation mit VLANS

Die Anzahl der unterschiedlichen VLANs in einem System ist begrenzt. Der IEEE 802.1Q-
Standard und die Hardware vOIET erlauben die Definition von maximal 4092 verschiedenen
VLANs /[’ Firr die bisher von uns betrachteten Szenarien mit bis zu 64 Knoten ist diese Ein-
schrénkung jedoch irrelevant.

Vor der Verwendung von VLANs muss der Vermittiungsknoten des Emulationsnetzes mit der
Information konfiguriert werden, welche VLAN-Attribute an welchen Anschlissen zuldssig
sind. Diese Konfiguration bendtigt einige Zeit (Messungen siehe AbsEhiitt 6.2). Wahrend die-
ser Zeit sind die Anschliisse des Vermittlungsknotens nicht benutzbar. Es ist also nicht méglich,
wahrend eines Experimerde VLAN-Konfiguration zu dndern, da sonst die Eigenschaften der

"Der Adressraum der VLAN-Attribute ist'2 = 4096 Adressen groR. Durch den VLAN-Standard sind drei
besondere Adressen reserviert. In der KonfigurationNtes-Systems wird eine weitere VLAN-Adresse fur die
administrative Kommunikation mit dem Vermittlungsknoten benétigt.



5.3. BEISPIEL EINER PARAMETERBERECHNUNG 87

emulierten Netzverbindungen im Emulationsnetz in unbeabsichtigter Weise verandert wirden.
Topologieemulation mit VLANS ist also nur fgtatisché/erbindungstopologien geeignet. Ver-
andert sich die Konnektivitat von Knoten in einem Szenario wahrend eines Experiments (z.B.
aufgrund von sich bewegenden Knoten), muss die Topologieemulation weiterhin von Emula-
tionswerkzeugen realisiert werden.

5.3 Beispiel einer Parameterberechnung mit hoherwertigen
Parametern

In Kapitel[4 wurde das Prinzip der Parameterberechnung als Funktion der Emulationssteue-
rung erlautert: Ausgehend von den héherwertigen Parametern, die in einer Szenariobeschrei-
bung spezifiziert sind, missen die im globalen Netzmodell reprasentierten Pargupdigy)
berechnet werden, bevor sie nachgebildet werden kénnen. Dieser Berechnungsprozess wurde
bisher nicht konkret beschrieben, da er spezifisch fur die Menge der Parameter in der Szena-
riobeschreibung ist. Im Folgenden wird eine konkrete Realisierung flr einen haufig bendtigten
Berechnungsprozess beschrieben: die Ermittlung von Bitfehlerraten aus Bewegungsanweisun-
gen in einem MANET-Szenario. Dazu skizzieren wir zunéchst das betrachtete Szenario, insbe-
sondere die Szenariobeschreibung, die den Ausgangspunkt des Berechnungsprozesses darstellt.
Danach beschreiben wir Schritt flr Schritt den Prozess der Parameterberechnung bis zur Bit-
fehlerrate, wobei zwei alternative Losungen unterschiedlicher Komplexitat vorgestellt werden.

5.3.1 Beispielszenario: MANET

MANETS sind Netze aus Funkverbindungen, die ,ad hoc" zwischen mobilen Teilnehmern ge-
bildet werden, ohne dass dazu zusatzliche Kommunikationsinfrastruktur benutzt wird. Wir ge-
hen in unserem Beispielszenario davon aus, dass die Teilnehmer Personen sind, die sich in der
Innenstadt von Stuttgart au3erhalb von Gebauden bewegen. Jeder Teilnehmer ist mit einem mo-
bilen Rechner mit WLAN-Netzwerkgerat ausgeristet. Durch die Mobilitat der Teilnehmer und
die begrenzte Reichweite der eingesetzten Funktechnologie andern sich die nachzubildenden
Netzeigenschaften zwischen den potentiellen Kommunikationspartnern standig.

Szenariobeschreibung

Es ware maoglich, fir das MANET-Szenario eine Szenariobeschreibung zu verwenden, wel-
che die im globalen Netzmodell représentierten Paranigteb,t,) fur jedes Knotenpaar zu
jedem Zeitpunkt wahrend eines Experiments enthalt. Dies ist jedoch so nicht praktikabel. Viel-
mehr ist es wiinschenswert, als héherwertigen ParameteBal@agungsablaufler einzelnen
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Knoten vorzugeben. Fir die Bewegung von Ful3gangern, Autos etc. existieren ,Mobilitatsmo-
delle”, auf deren Grundlage randomisierte, typische Bewegungsablaufe automatisch generiert
werden konnen [SHB03]. Wir wollen annehmen, dass die Szenariobeschreibung des MANET-
Szenarios solche automatisch generierten Bewegungsablaufe flr jeden Knoten enthalt. Die Be-
wegungsablaufe stellen den Ausgangspunkt fiir die Parameterberechnung dar.

Um die Bewegungsablaufe der Knoten darzustellen, verwenden wir ein Beschreibungsformat,
das fur das Simulationswerkzeung-2entwickelt wurde[[FVOR]. Im Wesentlichen enthalt eine
solche Beschreibung eine chronologisch sortierte Abfolge von zweidimensionalen Bewegungs-
anweisungen der Art:

Zur Zeit t: Knoten n beginnt mit einer Bewegung in Richtung der Koordinaten (X,y) mit

Geschwindigkeit V.

Aufgrund der Popularitét von ns-2 existieren zahlreiche Implementierungen von Mobilitatsmo-
dellen, die Bewegungsablaufe in diesem Format ausgeben kénnen. Durch die Ubernahme des
Beschreibungsformats von ns-2 werden diese Implementierungen auch fir unser Emulations-
system nutzbar.

Zu einer kompletten Szenariobeschreibung gehoren weitere Konfigurationsinformationen wie
die Anzahl der Knoten, Angaben zu den Testsubjekten etc. (vgl. Abschiitt 4.2). Wir wollen uns
hier jedoch auf die Berechnung der Parameter im globalen Netzmodell aus den Knotenbewe-
gungen beschranken und setzen daher alle weiteren Konfigurationsinformationen als bekannt
voraus. Alle statischen Parameter, die wir spater im Berechnungsprozess benétigen werden,
sind in Tab[ 5.]l zusammengefasst: Wir verwenden als Szenarioflache die Innenstadt von Stutt-
gart. Fur die Wellenlange haben wir die mittlere Wellenlange des WLAN-Frequenzbandes ge-
wahlt. Die Werte fir die Sende- und die minimal bendétigte Empfangsleistung (den Empfangs-
schwellwert) sind dem Datenblatt einer aktuellen WLAN-K{geatnommen.

Szenarioflache 2365mx 1905m
Antennentyp| Kugelstrahler
Antennenhdheh) | 1,5m
Wellenlange X) | 0,123m (f =2,442GH2
Brutto-Ubertragungsratd) | 11 Mbit/s
Sendeleistungis) | 16dBm
Empfangsschwellwerfs) | —83dBm

Tabelle 5.1: Statische Parameter des Beispielszenarios

8 D-Link DWL-610%, erhaltlich von: D-Link Deutschland GmbH, Schwalbacher StraRe 74, 65760 Eschborn
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5.3.2 Berechnungsprozess

Alle Parameter im globalen Netzmodéfly, b, t;) kbnnen in einem realen WLAN von der Kno-
tenposition abhéngen. Zur Vereinfachung nehmen wir flr dieses Beispiel jedoch an, dass die
Brutto-Ubertragungsratekonstant ist. AuRerdem vernachlassigen wir die Ausbreitungsverzo-
gerung, die in einem WLAN bei 450m Reichweite maxirak 450nyc =~ 1,5us betragen

kann. Wir beschréanken uns also auf die Betrachtung der Bitfehlgopedts dynamischen Pa-
rameter.

Abb. zeigt den Berechnungsprozess im Uberblick. Ausgehend von den Bewegungsanwei-
sungen aus der Szenariobeschreibung werden die Bewegungen aller Knoten nachgebildet. Fir
jedes Paar von potentiellen Sendern und Empfangern wird dann die beim Empfanger ankom-
mende Leistung. berechnet. Dieser Berechnungsschritt kann optional unter Beriicksichtigung
eines geographischen Umgebungsmodells durchgefuhrt werden. Schliel3lich wird die Bitfehler-
rate pp bestimmit.

A Szenariobeschreibung Nachbildung der @

Bewegungsanweisungen Knotenbewegung
(fur alle Knoten)

und weitere Parameter Bewegungs—

vorschriften Sy /

l Knotenpositionen

(fur alle Knoten)

Berechnung der Berechnung der
Bitfehlerrate Empfangsleistung

(fur alle Knotenpaare) Empfangs- (fur alle Knotenpaare)

k ~ leistung ‘)

lBitfehlerrate

Statische Parameter

e

RN

Globales Netzmodell Geographisches
Umgebungs-

(fur alle Knotenpaare)
. . modell
Bitfehlerrate, Ubertragungsrate,

Ausbreitungsverzégerung

Abbildung 5.4: Vorgehen zur dynamischen Berechnung des globalen Netzmodells fir ein
MANET-Szenario

Nachbildung der Knotenbewegung

Auf der Grundlage der Bewegungsanweisungen, die im ns-2 Format vorliegen, werden wéhrend
eines Experiments die Bewegungen aller Knoten in Echtzeit nachgebildet. Da wir die Netzpara-
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meter iterativ berechnen, muss die prinzipiell kontinuierliche Bewegung der Knoten an dieser

Stelle diskretisiert werden. Wir verwenden als Berechnungsintervall 1s, d.h., die Positionen

aller Knoten im Modell werden sekiindlich neu berechnet. Die Ausgabe dieses Prozessschrit-
tes ist eine Tabelle, in der fur jeden Knoten dessen aktuelle geographische Position auf der
Szenarioflache verzeichnet ist.

Berechnung von Pe ohne Beriicksichtigung eines geographischen Umgebungsmodells

In einem MANET ist jeder Knoten potentieller Sender und Empfanger. Daher wird nun jedes
Paar von Knoten(ks, k2) betrachtet. Fir eine fiktive Sendung vienank, mit der Leistung

Ps wird berechnet, wie gro3 die Leisturigy des beik, ankommenden Signals ware. Hierzu
betrachten wir zunachst ein Berechnungsmodell, das von einer ungestorten Wellenausbreitung
ausgeht und daher keine geographischen Informationen Uber die Umgebung bendtigt. Dieses
Modell wird auch von den meisten MANET-Simulationen benutzt, die mit ns-2 durchgefihrt
werden[[FV02].

Das ,Free space / Two-ray ground model“ kombiniert zwei einfache Wellenausbreitungsmo-
delle: Zunachst wird die Entfernurd) zwischenk; und k, berechnet. Fur Entfernungen bis

zu einem Schwellwert wird das ,Free space model“ von Friis benutzt [Fri46]. Es geht von
einer sich kugelférmig ausbreitenden Welle aus und modelliert die abnehmende Leistung pro-
portional zur anwachsenden Kugeloberflache. Fiur gréRere Entfernungen kommt das ,Two-ray
ground model* zum Einsatz, das neben dem direkten Strahl zwischen Sender und Empfan-
ger auch einen durch den Boden reflektierten zweiten Strahl in die Berechnung mit einbezieht
[Rap01].

Hintergrund der Kombination zweier unterschiedlicher Modelle ist die Tatsache, dass das ,Free
space model“ fur kleinere, das , Two-ray ground model“ fir groRere Entfernungen realistische

Werte liefert. Der Entfernungsschwellwert fiir das Umschalten zwischen den beiden Modellen
wird pragmatisch durch den Schnittpunkt der beiden Einzelfunktionen definiert. Somit erhalt

man eine stetige, abschnittsweise definierte FunktioRd{i):

P (2 )2 fur d < 4

)4 fur d>4T”hz

IN
g

Pe(d) =
Ps

S
[oll=y

Abb.[5.5 zeigt den Verlauf der Empfangsleistung in Abhéngigkeit von der Entfernung fir die in
Tab.[5.] angegebenen Parameter. Durch den ebenfalls eingezeichneten Empfangsschwellwert
P.s kann man ablesen, dass die Kommunikationsreichweite in diesem Fall ca. 450 m betragt.
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Abbildung 5.5: Verlauf der Empfangsleistung nach ,Free space / Two-ray ground model*
Berechnung von Pe mit Beriicksichtigung eines geographischen Umgebungsmodells

Das ,Free space / Two-ray ground model“ bringt nur dann realistische Ergebnisse, wenn von
einem unbebauten Gebiet ausgegangen werden kann. In einem Innenstadtszenario, wie wir
es betrachten wollen, beeinflussen Gebéaude die Funkwellenausbreitung jedoch erheblich. Wir
haben deshalb ein alternatives Verfahren zur Berechnun§abetrachtet, das ein geographi-
sches Modell der Umgebung in die Berechnung mit einbezieht.

Landstorfer beschreibt verschiedene Verfahren, die mit Strahlverfolgungsalgorithmen auf der
Basis von 2,5-dimensionalen geographischen Daten realistische Vorhersagen fur die Funkwel-
lenausbreitung ermdglichen [Lan99]. Die Details dieser Verfahren sind zu komplex, als dass
sie hier in Kirze wiedergegeben werden kdnnten. Auch eine Implementierung als Teil der
Emulationssteuerung kommt wegen der Komplexitat nicht in Frage. Um dennoch ein solches
Verfahren inNET integrieren zu kénnen, bedienen wir uns eines kommerziellen Werkzeugs,
das den von Landstorfer beschriebenen ,Intelligent Ray Tracing“-Algorithmus implementiert
(,ProMan*)[%

WennP flr alle Knotenpaare wéahrend eines Experiments berechnet werden soll, bleibt fur ei-
ne Berechnung nur wenig Zeit: Bei einer Positionsaktualisierung pro Sekunde und 64 Knoten
sind, wenn alle Knoten in Bewegung sind, bis zu 4032 Berechnungen pro Sekun@tﬁﬁég.
Berechnungen fir den ,Intelligent Ray Tracing“-Algorithmus sind jedoch bei weitem zu auf-
wandig, um sie in dieser kurzen Zeit durchfiihren zu kénnen. Daher haben wir uns entschieden,
die Werte furP, fur sémtliche mdglichen Positionspaare in einem Szenario vorzuberechnen.
Um eine endliche Menge von Positionspaaren zu erhalten, muss die Szenarioflache durch ein

9ProMan ist ein Produkt der Firma AWE Communications, Moltkestr. 28, 71116 Gartringpmywww.awe-
communications.de
10wenn man vorsymmetrischelVerten ausgeht, simik - (ng — 1)/2 = 2016 Paarungen zu betrachten, &mym-
metrischerWertenny - (ng — 1) = 4032 Paarungen.



92 5. REALISIERUNG

Raster diskretisiert werden. Wir haben fir ein konkretes Gebiet (Stuttgarter Inn@tﬁh—)
te in einem Raster von 5m5m berechnefE] Wahrend eines Experiments kdnnen die jeweils
bendtigten Werte fiiP, direkt aus den vorberechneten Daten abgerufen werden.

Berechnung der Bitfehlerrate  pp

Aus der Empfangsleisturig. kann nun ein Wert fur die Bitfehlerratg, bestimmt werden, der

als dynamischer Parameter im globalen Netzmodell abgelegt wird. Im einfachsten Fall werden
nur die Extremwerte der Bitfehlerrate bertcksichtigt; dazu kann der Empfangsschwélwert
aus Tab[ 51 benutzt werden:

Pe>Pes = ppb=0

Pe<Pes = pb:].

Um zusatzlich Zwischenwerte der Bitfehlerrate zu berlicksichtigen, kénnen beispielsweise em-
pirisch gewonnene Werte herangezogen werden. Wir ibernehmen hierbei die Vorgehensweise
von Pavon und Choi aus [dPPC03], die fir eBimulationdenselben Berechnungsschritt be-
noétigen. Grundlage der Berechnung sind Messwerte zum Zusammenhang von Signal-/Rausch-
abstand und Bitfehlerrate, die einem Datenblatt entnommen sind (Tab. 5.2).

Ps/Pr 5dB 6dB 7dB 8dB 9dB 10dB 11dB
p | 12102 6.10° 2.10°% 7.10* 25.10* 8.10° 2,7.10°
P/P | 12dB 13dB 14dB 15dB 16dB 17dB
Po 8.10% 19.10°% 39.107 1.107 3.-10% 4.10°

Tabelle 5.2: Zusammenhang von Signal-/Rauschabstand und Bitfehlerrate (empirische Daten
aus [Int00], gemessen in einem WLAN bei 11 Mtsi}

Zum Berechnen einer Bitfehlerrate muss zunachst ein Wert fir den RauscRpdgelKanals
angenommen werden. Fur einen konkreten Signal-/Rauschab&aii) (kann dann in der
Tabelle ein empirischer Wert fur die Bitfehlerrate abgelesen werden. Zwischenwerte werden
interpoliert.

Dpje geographischen Daten wurden freundlicherweise vom Stadtmessungsamt Stuttgart zur Verfiigung gestellt.
Sie stammen aus der automatisch generierten ,,Automatischen Liegenschaftskarte* (ALK).

12Beij einer Szenarioflache von 236511905 m ergibt dies 180213 mégliche Positionen und ca. 32 Mrd. Posi-
tionspaare. Wir speichef in einer 4-Byte-FlieRkommazahl und benétigen dafir insgesamt ca. 121 GB Speicher-
platz. Durch die Benutzung der 64 PCs tsT-Systems zum parallelen Berechnen der Wellenausbreitung konnte
die gesamte Vorberechnung unseres Szenarios in weniger als drei Tagen durchgefiihrt werden.
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5.3.3 Diskussion

Abb. [5.6 veranschaulicht den Effekt der beiden alternativen Verfahren zur Berechnung der
Empfangsleistung. Fir dieselbe Senderposition (markiert durch ein weil3es Kreuz) ist in der
Abbildung jeweils der Bereich grau eingefarbt, in der das Signal des Senders empfangen wer-
den kénnte (also der Bereich vBa> P, die Reichweite des Senders). Die schwarzen Flachen
stellen Gebaude dar.
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Abbildung 5.6: Sendereichweite eines WLAN-Senders in der Stuttgarter Innenstadt (links oh-
ne, rechts mit Berticksichtigung von Gebaudedaten)

Aus dem Vergleich der Abbildungen schlie3en wir zwei Dinge. Einerseits sind die Ergebnis-
se beider Verfahren quantitativ vergleichbar: In beiden Fallen liegt die maximale Reichwei-
te bei ca. 450@ Andererseits ist augenfallig, dass Gebaude in einer Stadt die Reichweite
von WLAN erheblich verringern. Dies hat nachweislich auch einen grofR3en Einfluss auf die
Leistung von Vermittlungsprotokollen, wie wir mit vergleichenden Simulationen gezeigt ha-
ben [SHRO5]. Fir eine realistische Nachbildung solcher Szenarien ist die Verwendung eines
geographischen Umgebungsmodells fir die Parameterberechnung also unverzichtbar.

Beispielmessungen fir ein MANET-Szenario, bei denen das hier beschriebene Verfahren zur
Parameterberechnung verwendet wurde, finden sich in Kapitel 6.

13)m Datenblatt der WLAN-Karte ,D-Link DWL-610" wird eine maximale Reichweite von ca. 400m angegeben.
Wir vermuten, dass im Datenblatt aus rechtlichen Griinden absichtlich eine pessimistische Schatzung verodffentlicht
wurde.
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5.4 Realisierung eines Emulationswerkzeugs fur Linux

In den Abschnittef 4|3 urjd 4.4 wurde die prinzipielle Funktionsweise eines Emulationswerk-

zeugs erlautert. In diesem Abschnitt wird erklart, wie ein solches Emulationswerkzeug in trans-
parenter Weise in einen konkreten Protokollstapel integriert werden kann. Der Protokollstapel
ist als Teil des Betriebssystems realisiert. Die hier vorgestellte Losung arbeitet mit dem Be-
triebssystem Linux. Eine Integration in andere Betriebssysteme ware in ahnlicher Weise még-
lich, wenn die erforderlichen Programmierschnittstellen bzw. der Quellcode des Betriebssys-
tems zur Verfligung stehen.

5.4.1 Integration in den Protokollstapel

In Abschnit{3.1 wurde motiviert, auf welcher konzeptionellen Schicht ein Emulationswerkzeug
eingreifen muss: zwischen den Protokollimplementierungen des Betriebssystems und der Netz-
Hardware. Wir betrachten nun diesen Eingriffspunkt in der tatsachlichen Implementierung des
Protokollstapels in Linux.

Die unterste in einem Linux-System in Software realisierte Protokollschicht ist die Vermitt-
Iungsschichﬂ Die Implementierung der Vermittlungsschicht interagiert mit Netzwerkgeraten,
um Rahmen zu senden und zu empfangen. Die Spezifika unterschiedlicher Netzwerkgerate
werden durch eineeratetreibemaskiert, der fur jedes reale Netzwerkgerat unterschiedlich
sein kann. Der Treiber stellt keine zusétzliche Funktionalitéat im Sinne einer Protokollschicht
zur Verngunch] sondern vereinheitlicht und vereinfacht lediglich die Schnittstelle zu den ver-
schiedenen Geréten. Die Schnittstelle zwischen Vermittlungsschicht und Geratetreiber stellt
also den Eingriffspunkt fur ein Emulationswerkzeug dar.

Abb.[5.7 zeigt die wesentlichen Funktionen der Schnittstelle zwischen Vermittlungsschicht und
Geréatetreiber. Hier sind nur die Funktionen aufgefuhrt, die fur die Kernfunktionalitat eines

Emulationswerkzeugs wichtig sind. Fur Informationen zu den weiteren Elementen der Schnitt-
stelle (Initialisierung, Konfiguration, Gerétestatistik, Fehlerbehandlung etc.) verweisen wir auf
die Fachliteratur Gber die Implementierung des Linux-Protokollstapels [VOPR

1n Linux ist die Verwendung einer zusatzlichen Software-Sicherungsschicht zwar méglich, aber nicht tiblich.
Sie wird im Folgenden nicht weiter betrachtet.

15Teilweise miissen Gerétetreiber Funktionalitat der Sicherungsschicht erbringen, die normalerweise vom Netz-
werkgerat erbracht wird. Dies ist allerdings eine Ausnahme und dient wiederum der Vereinheitlichung der Schnitt-
stelle von Netzwerkgeraten aus der Sicht des Betriebssystems.
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Abbildung 5.7: Schnittstelle zwischen Vermittlungsschicht und Geratetreiber

Realisierung als Kernmodul

Sowohl die Implementierung der Vermittlungsschicht als auch die Gerétetreiber werden nicht
als Benutzerprozesse, sondern im Betriebssystemkern ausgefuhrt. Ein Emulationswerkzeug,
das standig mit diesen Komponenten kommuniziert, muss aus Effizienzgrinden auch als Teil
des Betriebssystemkerns realisiert werden. Nur so kdnnen Kontextwechsel bei jeder Interaktion
vermieden werden.

Die Architektur des Betriebssystemkerns von Linux ist teilweise modular und erlaubt es, Kern-
module dynamisch nachzuladen. Wir haben uns deshalb entschieden, unser Emulationswerk-
zeug als Kernmodul zu realisieren. Somit ist es ein vollwertiger Teil des Betriebssystemkerns,
kann aber trotzdem wéahrend der Laufzeit des Betriebssystems modular installiert und wieder
entfernt werden.

Es gibt verschiedene Entwurfsvorlagen fur Kernmodule, die Schnittstellen vorgeben und somit
die Integration eines Moduls in den Kern vereinfachen (z.B. fir Dateisysteme, Geratetreiber
etc.). Da das Emulationswerkzeug auf unterster Ebene in den Kommunikationsstapel eingreifen
soll, bietet es sich an, es algtuellen Geratetreibefir Netzwerkgerate zu realisieren. Damit
arbeitet es auf derselben konzeptionellen Schicht wie ein Geratetreiber fir ein reales Netzwerk-
gerat. Es stellt somit aus Betriebssystemsicht die Reprasentation eines ,virtuellen Netzwerkge-
rats“ dar. Im Folgenden wird erklart, wie die Integration eines Emulationswerkzeugs in Sende-
und Empfangsrichtung funktioniert.

Integration in Senderichtung

Jeder Geratetreiber fir Netzwerkgerate stellt die Funktéma_start_xmit() (fir ,hardware start
transmission”) zur Verfigung, mit der ein Rahmen ausgesendet werden kann. Die Funktion
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nimmt eine Referenz auf den zu Ubertragenden Rahmen als Argument entgegen. Geratetreiber,
die reale Netzwerkgeréate bedienen, sorgen in dieser Funktion fiir die Ubertragung des Rahmens
zum Netzwerkgerat. Virtuelle Geratetreiber kbnnen den zur Aussendung tibergebenen Rahmen
in dieser Funktion verarbeiten (verandern, erweitern, verzégern, verwerfen) und ggf. danach
wiederum an einen (virtuellen oder realen) Geréatetreiber zur Weiterverarbeitung tbergeben,
indem sie dessen Implementierung derd_start_xmit()-Funktion aufrufen.

Uber die Funktionemetif wake queue() und netif_stop_queue() teilt ein Geréatetreiber den
Warteschlangen der Vermittlungsschicht mit, ob das Netzwerkgeréat gerade bereit ist, Rahmen
entgegenzunehmen, oder nicht. Ein Emulationswerkzeug kann diese Funktionen benutzen, um
die Semantik des ,Belegt-Signals* zu implementieren (siehe Abs¢hnit 4.3.3). Beispielsweise
signalisiert ein Emulationswerkzeug ,belegt®, wenn sich gerade ein Rahmen in der Serialisie-
rungsphase befindet, bzw. der Sendepuffer des Emulationswerkzeugs voll belegt ist.

Bei der Initialisierung eines Emulationswerkzeugs als neues virtuelles Netzwerkgerat muss
daflrr gesorgt werden, dass das Werkzeug in die Verarbeitungskette des Protokollstapels ein-
gefugt wird, d.h. dass bei einer Rahmensendung die Vermittlungsschicht nicht mehr direkt die
Funktionhard_start_xmit() eines Geratetreibers fir ein reales Netzwerkgerat, sondern die des
vorgeschalteten Emulationswerkzeugs aufruft. Das wird analog zu jedem anderen Geréatetrei-
ber fir Netzwerkgerate dadurch erreicht, dass das Emulationswerkzeug in die Geréateliste des
Betriebssystems eingefligt, mit einer gultigen Netzadresse der Vermittlungsschicht versehen
und in die Leitwegetabellen der Vermittlungsschicht eingetrageniﬂie Implementierung

der Vermittlungsschicht spricht dann automatisch bei ausgehenden Sendungen abhangig von
der Zieladresse des zu sendenden Pakets den Geratetreiber mit der richtigen Netzadresse an

(Abb.[5:B).

Durch die nahtlose Integration in den Kommunikationsstapel als zuséatzliches virtuelles Netz-
werkgerat funktioniert die Einbindung eines Emulationswerkzeugs in Senderichtung fir die
bestehende Implementierung des Protokollstapels vollig transparent. Dies bedeutet insbesonde-
re, dass die Vermittlungsschicht und alle hoheren Schichten als Testsubjekte betrachtet werden
koénnen.

Integration in Empfangsrichtung

In Empfangsrichtung ist die Interaktion zwischen Gerétetreiber und Netzprotokollen kom-
plizierter, weil die Rahmenbehandlung teilweise im Unterbrechungskontext ausgefuhrt wird.
Abb.[5.9 zeigt einen Ausschnitt aus der Implementierung des Empfangspfads in Linux: Ein am

18wir gehen hier zur Vereinfachung davon aus, dass als Vermittlungsschicht IP, bzw. ein anderes auf dem IP-
Adressschema basierendes Vermittlungsprotokoll (z.B. eine Implementierung von AODV) existiert. Das Betriebs-
system Linux unterstiitzt auch grundséatzlich andere Protokolle auf Vermittlungsschicht (z.B. IPX). Unser Integra-
tionsansatz fiir die Emulationswerkzeuge arbeitet prinzipiell auch mit diesen Protokollen zusammen.
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Abbildung 5.8: Integration in den Sendepfad

Netzwerkgerat ankommender Rahmen I6st eine Unterbrechung aus. In der Unterbrechungs-
behandlung wird der Rahmen vom Gerétetreiber entgegengenommen (1) und von diesem an
die Hilfsfunktion netif_rx() Ubermittelt (2), die den Rahmen fiur die weitere Verarbeitung in
eine Warteschlange der Vermittlungsschicht einstellt (3) und daraufhin die Unterbrechungsbe-
handlung beendet. Die weitere Verarbeitung geschieht dann nicht mehr im Unterbrechungs-
kontext, sondern im normalen Betriebssystemkontext, sobald das Betriebssystem regelmaRig
Rechenzeit zugeteilt bekommt. Auf Vermittlungsschicht beginnt die Verarbeitung mit dem sog.
Protokoll-Multiplexer, der moglichst a seit dem letzten Bearbeitungszyklus eingegangenen
Rahmen aus der Warteschlange abarbeitet und abhéngig von einem Protokoll-Attribut im Rah-
menkopf entscheidet, welches Vermittlungsschicht-Protokoll die weitere Verarbeitung Uber-
nehmen soll.

Es gibt zwei verschiedene Methoden, um Rahmen in diesem Prozess abzufangen und einem
Emulationswerkzeug zu Gbergeben. Beide werden in verschiedenen Versionen unseres Emula-
tionswerkzeugs verwendet.

17Bei groRer Last kann es sein, dass in einem Bearbeitungszyklus nicht alle Rahmen der Warteschlange verarbei-
tet werden kdnnen.
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1. Methode: Registrieren eines neuen Vermittlungsprotokolls

Ein Emulationswerkzeug kann sich als Vermittlungsprotokoll mit einem eigenen, bisher noch
nicht vorhandenen Protokolltyp registrieren. Wenn das Emulationswerkzeug auf der Sendesei-
te alle ausgehenden Rahmen mit diesem Protokolltyp versieht, werden eingehende Rahmen
automatisch vom Protokoll-Multiplexer nicht direkt an eine tatséchliche Vermittlungsschicht-
Implementierung, sondern an das Emulationswerkzeug tibergeber (Abb. 5.9, Schritt 4). Nach-
dem das Emulationswerkzeug den Rahmen verarbeitet hat, versieht es ihn mit dem urspringli-
chen Protokolltyp (z.B. IP) und Ubergibt ihn wieder der Funktietif_rx() (5), die den Rahmen
erneut dem Protokoll-Multiplexer Ubergibt (6). Entsprechend dem neuen Protokolltyp wird der
Rahmen nun zur tatsachlichen Implementierung der Vermittlungsschicht weitergeleitet (7).

R

4} A A
E Protokoll-Multiplexer
Vermittlungsschicht
3,6
| netif_rx() |
5+ *2
Sicherungsschicht
| Emulationswz.” Geratetreiber |
4} *1

-- | Netzwerkgerat |~ ————————————
Bitlibertragungsschicht

Abbildung 5.9: Integration in den Empfangspfad als zusatzliches Vermittlungsprotokoll

Diese Methode hat den Vorteil, dass die existierende Implementierung des Kommunikationssta-
pels nicht gedndert werden muss. Allerdings kann ein Emulationswerkzeug auf Empféngerseite
nur solche Rahmen empfangen, die senderseitig von einem Emulationswerkzeug entsprechend
markiert wurden. In der hier beschriebenen Architektur ist diese Einschrankung zwar irrele-
vant, da alle Emulationsknoten mit Emulationswerkzeugen ausgestattet sind. Allerdings sind
auch Architekturen denkbar, in denen Netzverkehr von externen Geréten eingespeist wird, die
aus technischen Griinden (z.B. geschlossene Betriebssysteme) nicht mit einem Emulations-
werkzeug ausgestattet werden kénnen.
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2. Methode: Modifikation von  netif_rx()

Alternativ zur Einflihrung eines neuen Protokolltyps kann die Funkteifi rx(), Uber die der
gesamte eingehende Netzverkehr lauft, so ergadnzt werden, dass sie fir jeden empfangenen
Rahmen zunéchst eine Instanz des Emulationswerkzeugs aufruft.

Abb.[5.10 illustriert den Vorgang im Detail: Jeder von einem Netzwerkgerét empfangene Rah-
men (1) wird vom Geréatetreiber aetif_rx() Ubergeben (2). Die gednderte Funktion ruft fur je-

den empfangenen Rahmen zunéchst eine Instanz des Emulationswerkzeugs auf (3). Das Emula-
tionswerkzeug kann nun entscheiden, ob es den Rahmen abfangen méchte oder nicht. In jedem
Fall kehrt der Ausfihrungsstrang sofort wieder zur aufrufenden Funktion zurtick (4). Abhangig
vom Ruckgabewert des Funktionsaufrufs wird der Rahmen an die Vermittlungsschicht weiter-
gegeben (5) oder nicht.

Einen abgefangenen Rahmen kann das Emulationswerkzeug nun entweder verwerfen (Rah-
menverlust) oder zu einem spéateren Zeitpunkt durch einen Aufruf der Funididrx() (6)
wieder in den Empfangspfad einspeisen (Verzégerung).

| Protokoll-Multiplexer | Vermittlungsschicht

netif_rx() // geéndert
{

3 . )
—-< if (Emulationswz()) return;
4 else ...

Sicherungsschicht
1 F F
| Emulationswz.” Geréatetreiber |
3} *1
- —| Netzwerkgerat |~ ————————————
Bitlibertragungsschicht

Abbildung 5.10: Integration in den Empfangspfad tGber die Funkiifi_rx()

Diese Methode des Eingriffs in den Empfangspfad ist flexibler, weil unabhangig vom Sender
alle Rahmen abgefangen werden kénnen. Allerdings muss die Funktibmx() geandert wer-
den, die zum Linux-Betriebssystemkern gehort. Es ist also die Anwendung eines arru:dil“

18pas englische Wort ,patch* bezeichnet urspriinglich einen Flicken aus Stoff, und wird inzwischen auch in
der Bedeutung ,ein Stiick Programmcode als Korrektur bzw. Ergénzung existierender Software” verwendet. Eine
griffige deutsche Ubersetzung ist mir nicht bekannt.
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eine erneute Ubersetzung des Betriebssystems notig, um die Integration eines Emulationswerk-
zeugs auf diese Weise vorzubereiten.

5.4.2 Konfigurationsschnittstelle

Zu Beginn und wahrend eines Emulationslaufs muss ein Emulationswerkzeug mit den Netzpa-
rametern konfiguriert werden, die es nachbilden soll. In einem Emulationssystem mit verteilten
Werkzeugen, wie wir es betrachten, gilt das sogar fiir eine groRe Anzahl von Werkzeugen auf
verschiedenen Rechnern, die in effizienter Weise von der zentralen Emulationssteuerung mit
Parametern versorgt werden missen.

Das Emulationswerkzeug wird nicht als Benutzerprozess, sondern als Kernmodul ausgefihrt,
und kann deshalb nicht mit den Ublichen Methoden der Prozesskommunikation angesprochen
werden. Da es jedoch uber die Schnittstellen eines Geratetreibers verfugt, ist eine alternati-
ve Form der Kommunikation méglich: Um Einstellungen an Geraten vornehmen zu kénnen,
existiertin UNIX die ,,IOCTL“—SchnittsteII@ Diese Schnittstelle definiert ein generelles Auf-
rufformat fir Einstellungen an Geratetreibern. Jeder Treiber kann eine eigene IOCTL-Funktion
mit mehreren Unterfunktionen definieren. Auf diese Weise kann ein Emulationswerkzeug die
bendtigten Funktionen bereitstellen, mit denen Benutzerprozesse Konfigurationseinstellungen
vornehmen kdnnen. Auf ahnliche Weise ist es mdglich, Gber die IOCTL-Funktion aktuelle Da-
ten des Werkzeugs (z.B. Einstellungen oder Verkehrsstatistiken) abzufragen.

Die IOCTL-Funktion ist nur fur lokale Aufrufe geeignet. Um die Emulationswerkzeuge auf
den Emulationsknoten von der zentralen Emulationssteuerung aus zu konfigurieren, ist eine
Indirektion notwendig: Auf jedem Emulationsknoten wird &anfigurationswerkzeugusge-

fuhrt, das auf Nachrichten der zentralen Steuerung wartet und ggf. per IOCTL-Funktion an ein
lokales Emulationswerkzeug weitergibt (siehe Abb. b.11). Fir die Kommunikation zwischen
zentraler Steuerung und lokalen Konfigurationswerkzeugen kdnnen die tblichen Methoden zur
Interprozesskommunikation verwendet werden. In unserer Implementierung verwenden wir flr
die Konfigurationsnachrichten einfache UDP-Pakete. Fir diese administrative Kommunikation
zwischen dem Steuerungsrechner und den Emulationsknoten wiké TaBystem das Steue-
rungsnetz verwendet. Dadurch ist gewahrleistet, dass die Konfigurationsnachrichten nicht mit
dem Netzverkehr im emulierten Szenario interferieren kdnnen.

1910CTL steht fiirlnput/Output Contralda es priméar eine Schnittstelle fiir die Konfiguration von Ein-/ Ausga-
begeréten ist.
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Abbildung 5.11: Konfiguration der lokalen Emulationswerkzeuge durch die zentrale Emula-
tionssteuerung

5.5 Emulationsartefakte

Ein nach den Vorgaben in Kapife|l 4 realisiertes Emulationswerkzeug konnte spezifizierte Netz-
eigenschaften exakt nachbilden, solange sie sich in den theoretisch moglichen Parameterberei-
chen bewegen (vgl. Abschriitt 4.B13:, ist die Untergrenze der emulierbaren Verzégerung; die
Ubertragungsrate des Emulationsnetzes ist die Obergrenze der emulierbaren Ubertragungsra-
te).

An einigen Stellen ist es jedoch aus praktischen Griinden nicht mdglich, die spezifizierte Funk-
tionalitat exakt zu realisieren. Das Verhalten eines realen Emulationswerkzeugs kann also in
bestimmten Fallen vom spezifizierten Verhalten abweichen. Dies kann dazu fiihren, dass der
nachgebildete Netzverkehr unerwiinschte Eigenschaften hat, die vom Emulationswerkzeug ein-
gefuhrt wurden. In diesem Fall sprechen wir von ,Emulationsartefakten”. Im Folgenden werden
kurz mogliche Emulationsartefakte, deren Ursprung und Relevanz, sowie mdgliche Methoden
zu deren Verringerung besprochen.

5.5.1 Artefakte beim Rahmenverlust

Fir die Rahmenverlustentscheidung wird eine Zufallszahl benétigt. Echte Zufallszahlen in
einem ansonsten deterministisch organisierten Rechner zu erzeugen ist nur mit zusatzlicher
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Hardware moglich, etwa durch Sensorik fur thermisches Rauschen. Da wir solche Hardware
im Emulationssystem nicht voraussetzen wollen, bleibt nur die Verwendung von ,Pseudo-
Zufallszahlen“: Als Zufallszahlen werden die aufeinanderfolgenden Zahlen einer Zahlenfol-
ge verwendet. Die Folge muss die Eigenschaft haben, dass jede Zahl des Definitionsbereichs
in der Folge gleich haufig vertreten ist. Die Zahlen einer solchen Folge sindji@iehver-

teilt. Aus Effizienzgriinden kénnen allerdings nur periodische Folgen verwendet werden, d.h.
die ,Pseudo-Zufallszahlen wiederholen sich nach einer gewissen Anzahl von Z3ién.
verwenden eine Folge aus einem Standardlehrbuch [KR88]:

Z(n+1) = (Z(n) - 1103515245 12345 mod 22

Diese Folge hat eine Periodizitat voA?Zahlen. Um dieses deterministische Verhalten ab-
zumildern, wird die Folge bei jeder Initialisierung eines Emulationswerkzeugs mit Hilfe der
aktuellen Systemzeit initialisiert. Somit startet die Folge bei jedem Lauf an einer anderen Stel-
le. Das Problem der Periodizitat bleibt allerdings bestehen.

Die Periodizitat der Pseudo-Zufallszahlen kann sich wie folgt auswirken: In einem Emulations-
werkzeug sei eine Bitfehlerrafi eingestellt, die bei Rahmen der Larigau einer Rahmenver-
lustwahrscheinlichkeit vop, = 0,5 fiihrt. Werden genau®2 Rahmen der Langeiber dieses
Emulationswerkzeug verschickt, so werden ¢a.,2uféllige* Rahmen verworfen. Werden da-
nach dieselben® Rahmen nochmals gesendet, werden wiederum3&@hmen verworfen,
jedochgenau dieselbeRahmen wie zuvor.

Wie das Gedankenexperiment zeigt, erzeugt die Verwendung von Pseudo-Zufallszahlen unter
ungunstigen Umstanden deterministisches Verhalten, wo nichtdeterministisches Verhalten ge-
wiinscht wére. Durch die groRRe Periodizitat voA Bt es jedoch sehr unwahrscheinlich, dass
unerwiunschte Wechselwirkungen mit Testsubjekten entstehen.

5.5.2 Artefakte bei der Verzégerung

Ein Emulationswerkzeug muss in Sende- und Empfangsrichtung Rahmen verzégern. Fir die
Nachbildung von Verzdgerungen wird efreitgeberbendtigt: Ein Rahmen, der erst zum Zeit-
punktt’ weiterverarbeitet (ausgesendet bzw. ausgeliefert) werden darf, wird vom Emulations-
werkzeug zunachst in einer Warteschlange zwischengespeichert. In der verbleibendert’Zeit bis
muss das Emulationswerkzeug den Prozessor freigeben, damit andere Prozesse (Anwendungs-
prozesse und andere Teile des Betriebssystems) weiterlaufen kénnen. Zuvor muss das Emula-
tionswerkzeug dafiir sorgen, dass es zum Zeitptinkteder Rechenzeit erhalt. Dazu witd
zusammen mit einer Funktion des Emulationswerkzeugs bei dem vom Betriebssystem verwal-

20Es gibt auch nichtperiodische deterministische Folgen, z.B. die NachkommastellenSmiohe Folgen lassen
sich allerdings nicht sehr effizient und mit konstantem Aufwand berechnen.
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teten Zeitgeber registriert. Zum Zeitpurktuft der Zeitgeber die registrierte Funktion auf, die
dann den Rahmen weiterverarbeiten kann.

Der Zeitgeber in Linux ist so realisiert, dass er jedesmal, wenn das Betriebssystem regelmaRig
Rechenzeit erhélt, die Liste der registrierten Zeitpunkte Gberpruft und ggf. die dazugehdrigen
Funktionen aufruft. Dies bedeutet, dass die Genauigkeit des Zeitgebers von der Granularitét
der Zeitscheiben des Betriebssystems abhangt. Standardmafig ist in Linux eine Zeitscheibe
von 10 ms definiert, d.h. spatestens alle 10 ms wird der Zeitgeber aufgerufen.

Die Granularitat der Zeitscheiben bedeutet fir das Emulationswerkzeug, dass der Aufruf einer
flr den Zeitpunkt’ registrierten Rahmenbehandlungsfunktion bis zu 1@waxh { erfolgen

kann. Das Aussenden bzw. Ausliefern eines Rahmens kann also im schlechtesten Fall mit 10ms
zusatzlicher, unerwiinschter Verzégerung geschehen.

Auf diese Weise werden stets nur unerwiinsadusttzliché/erzégerungen eingefuhrt. Damit

das Emulationswerkzeug trotzdem Mittel korrekte Verzogerungen einfihrt, konnen im Aus-
gleich Rahmen absichtlicku friihverarbeitet werden. Unabhangig davon &ndert sich in jedem
Fall das zeitliche Muster der Rahmensendungen: Statt eines konstanten Rahmenstroms, wie er
beispielsweise als Ergebnis einer reduzierten Ubertragungsrate zu erwarten wébb. 5.12
oben), wird tatséchlich pulsierend alle 10ms gesendet (Abb 5.12 unten).

T N N B B

0ms 10 ms 20ms t
_annn pnnn 11 1 .
0ms 10 ms 20ms t

Abbildung 5.12: Verzogerungsartefakte einer Zeitscheibe von 10ms: erwiinschte (oben) und
tatsachlich nachgebildete Rahmensendezeiten (unten)

Trotz der zweifellos unerwiinschten Verzégerungsartefakte sind Zeitgeber mit 10 ms Granulari-
tat fur viele Emulationsszenarien ausreichend: Jede gewiinschte Ubertragungsrate kann nachge-
bildet werden, und zusatzliche Verzégerungen weideNlittel korrekt, im Einzelfall mit ma-

ximal 10ms Fehler emuliert. An dieser Stelle ist darauf hinzuweisen, dass durch die Implemen-
tierung des Protokollstapels im Empfangspfad eines realen Systems ohnehin zuséatzliche Ver-
zbgerungen eingeflihrt werden: Durch die zeitliche Entkopplung der Unterbrechungsbehand-
lung von der Weiterverarbeitung eines eingehenden Rahmens durch die Vermittlungsschicht
(und den héheren Schichten) kann zwischen Sicherungsschicht und Vermittlungsschicht eine
zusatzliche Verzdgerung von bis zu einer Zeitscheibendauer entstehen (vdl. Abb. 5.9). Es hat
also wenig Sinn, einen Rahmen auf der Emulationsschicht mikrosekundengenau zuzustellen,
wenn derselbe Rahmen beim Empfanger ohnehin nichtdeterministisch mehrere Millisekunden
im Eingangspuffer der Vermittlungsschicht verbringen wird.
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Auswirkungen auf das virtuelle Tragersignal

Wahrend Zeitgeber mit 10 ms Genauigkeit fur die Emulation von Ubertragungsrate und Verzo-
gerungen in vielen Féllen ausreichen, benétigt das Konzept des virtuellen Tragersignals deut-
lich feiner auflésende Zeitgeber.

Eine einfache Beispielrechnung soll dies verdeutlichen: Ein Rahmen der typischenll&nge
1500Byte belegt in einem WLAN mib = 11 Mbit/s furts =1 /b ~ 1 ms das Medium. Das
lokale Medienmodell eines Emulationswerkzeugs muss genau fir diesen Zeitraum in den Zu-
stand ,belegt” geschaltet werden. Auf CSMA basierende Medienzugriffsprotokolle, die wir auf
der Grundlage dieses Medienmodells nachbilden wollen, definieren fur den Zeitpunkt, an dem
das Medium wieder frei ist (also nach Ablauf viajy eine Aktion, falls ein Sendewunsch be-
steht. Beispielsweise wird bei , 1-persistentem” Senden direkt nach dem Freiwerden des Medi-
ums ein Sendeversuch gestartet. Daher ist es flr die Emulation eines Medienzugriffsprotokolls
essentiell sofort nach dem Ende eines emulierten Tragersignals Rechenzeit zu erhalten, um
beispielsweise mit einer Rahmensendung beginnen zu kdnnen.

Bei Verwendung der normalen Zeitgeber des Betriebssystems mit 10 ms Granularitéat wiirde die
Implementierung des Medienzugriffsprotokolls mit bis zu 10ms Verzégerung aufgerufen, was
in der Beispielrechnung bis zu 10 Rahmenléngen entsprache. Es ist offensichtlich, dass auf
dieser Grundlage das Verhalten eines realen Medienzugriffsprotokolls nicht einmal annédhernd
realistisch nachgebildet werden kann. Moglichkeiten zur Verminderung solcher Effekte werden
nachfolgend behandelt.

5.5.3 Verminderung von Emulationsartefakten

Zur Verminderung von Emulationsartefakten sind feiner auflosende Zeitgeber wiinschenswert,
fur die Emulation eines virtuellen Tragersignals sogar zwingend notwendig. Im Folgenden wer-
den zwei verschiedene Methoden skizziert, mit denen die Genauigkeit der Zeitgeber verbessert
werden kann.

Verkirzte Zeitscheiben

Die minimale Zeitscheibe des Betriebssystems hat direkten Einfluss auf die Granularitat der
Zeitgeber. Man kann die minimale Zeitscheibe eines Betriebssystems verkirzen, um Verzége-
rungsartefakte zu verringern; Zheng et al. schlagen eine Verkirzung auf 1 ms voi [ZNO3]. Die
minimale Dauer einer Zeitscheibe ist eine zentrale Betriebssystemkonstante und kann mit ei-
ner Neulbersetzung des Betriebssystems verandert werden. Diese Vorgehensweise verringert
tatsachlich die zu erwartenden Verzdgerungsartefakte von Emulationswerkzeugen.
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Allerdings wird dadurch nicht nur das Verhalten des Emulationswerkzeugs, sondern das des
gesamten Systems verandert. Insbesondere von TCP-Implementierungen ist bekannt, dass ihr
Leistungsverhalten signifikant vom Verhalten der Zeitgeber abhangt [BP96a]. Somit werden die
genaueren Zeitgeber durch potentiell viele neue Emulationsartefakte an anderer Stelle erkauft.
Aus diesem Grund werden klrzere Zeitscheiben als Losungsansatz hier nicht weiter betrachtet.

APIC-Zeitgeber

Neuer Prozessoren der Intel-Familie bieten eine zusatzliche, genauere Zeitgeberschaltung
an, die sog. ,,APIC“-Zeitgeb Diese Zeitgeber basieren auf dem Bustakt des Prozessors und
erreichen damit eine Auslésegenauigkeit im Mikrosekunden-Bereich. Da sie komplett unab-
hangig zu den normalen Zeitgebern funktionieren, beeinflussen sie nicht deren Auslésegenau-
igkeit.

Das NET-System verfiigt Gber Prozessoren mit APIC-Zeitgebern. Daher kénnen wir diese
Funktionalitat fir unsere Emulationswerkzeuge benutzen. Durch eine Betriebssystemerwei-
terung, die Vincent Oberlé an der Universitat Karlsruhe entwickelt hat, werden die APIC-
Zeitgeber unter Linux verngb Neuere Versionen unserer Emulationswerkzeuge verwen-
den APIC-Zeitgeber fir die Emulation des virtuellen Tragersignals. Fur weitere Informationen
zur Integration von APIC-Zeitgebern in ein Emulationswerkzeug wird auf eine Diplomarbeit
verwiesen([Yan04].

5.6 Zusammenfassung

In diesem Kapitel wurden wichtige Aspekte der Realisierung eines verteilten Emulationssys-

tems mit zentraler Steuerung erlautert. Insbesondere wurde die Integration der Emulations-
werkzeuge in den Kommunikationsstapel von Linux, sowie die Interaktion der zentralen Steue-

rung mit den verteilten Werkzeugen abgedeckt. Zahlreiche weitere Details zur Realisierung
(z.B. zur Synopsis der Emulationswerkzeuge und -steuerung, Definition der verwendeten Da-
teiformate, Funktion und Bedienung weiterer Werkzeuge zur Koordination und Vereinfachung

der Bedienung) wurden im Rahmen dieser Arbeit nicht dargestellt; zu diesem Zweck wurde auf
die Dokumentation deSET-Systems und weitere Verdéffentlichungen verwiesen.

21lprozessoren ab der P6-Familie (Pentium Pro)
22pP|C steht furAdvanced Programmable Interrupt Controller
23Die ,APIC-Patches" von Vincent Oberlé sind frei verfiigbar urtep://www.oberle.org
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Experimente

Im vorangegangenen Kapitel wurde deiST-System als konkrete Realisierung eines Emulati-
onssystems vorgestellt. In diesem Kapitel wird anhand von Messungen tberpriift, ob und bis zu
welchem Grad die Hardware und die Software-WerkzeugeN&@sSystems in der Lage sind,
tatséchlich realistisch Netzeigenschaften nachzubilden.

Zunachst wird dazu die systembedingte VerzogerungNh@asSystems gemessen, die wesent-
lichen Einfluss auf die nachbildbaren Parameter hat. Danach messen wir die ZeitN#&im
System fir die Konfiguration von VLANs bendétigt wird. Daraus werden die Einsatzmdglich-
keiten von VLANSs fiir die Emulation von Netzverbindungen klar. Es folgt die systematische
Evaluation der Leistung der zentralen Emulationssteuerung und der verteilten Emulationswerk-
zeuge. SchlieR3lich wird anhand eines konkreten Beispiels gezeigt, wie die Emulation eines
Netzszenarios fur die Evaluation der Implementierung eines Netzprotokolls verwendet werden
kann.

6.1 Messung der systembedingten Verzdgerung

Als tmin bezeichnen wir die Verzégerung, die ein Rahmen systembedingt erfahrt, wenn er zwi-
schen zwei Instanzen eines verteilten Emulationswerkzeugs in einer Testumgebung tGbertragen
wird, und die Emulationswerkzeuge keingsatzlichd&kahmenverzdgerung einfihreq, stellt

damit dieminimale emulierbare Verzégerumgr (vgl. Abschnitf 4.3]3). Daruiberhinaus spielt

tmin bei der Emulation eines Tragersignals eine wichtige Rolle; wegngroRer ist als die
Ausbreitungsverzdgerurtg des emulierten Mediums, ist das lokale Medienmodell des Emp-
fangers eines Rahmens fir die Z&ii, —ta in einem falschen Zustand (vgl. Abschiitt 4]4.1).

Ein moglichst kleiner Wert fii,, ist also wiinschenswert. Der Wert v, ist von der Archi-

tektur einer Testumgebung, sowie von der Leistungsfahigkeit der Hardware und der Effizienz

107
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der beteiligten Software (Geratetreiber etc.) abhangig. Wir beschreiben in diesem Abschnitt die
Messung vortmin fir dasNET-System.

6.1.1 Messaufbau

Zur Messung vormin verwenden wir folgenden Messaufbau (Abb.6.1): Wir lbertragen Rah-
men zwischen zwei Emulationsknotén, E, Gber das Emulationsnetz dRET-Systems und
messen die Ubertragungszeit auf Emulationsschicht, wobei die Emulationswerkzeuge so ein-
gestellt sind, dass sie keine zusétzliche Verzogerung einfligen.

Die Messrahmen werden von eindrastgeneratorauf E; erzeugt und direkt auf der Siche-
rungsschicht eingespeist, d.h. dem EmuIationswerkzeu@ﬁUbergebeE] Die Emulations-
werkzeuge sind fur diese Messung speziell instrumentiert: Das Emulationswerkzelg auf
markiert jeden ausgehenden Rahmen mit einem ZeitstemMgeDer Rahmen wird dann Uber
den Vermittlungsknoten des Emulationsnetzes an den empfangenden Eneteitergeleitet.
Das Emulationswerkzeug akp versieht den Rahmen mit einem zweiten Zeitstenpel

- 2

T

Iiastgenerator Auswertungs— Anwendungen
I \ ] _W_e;k;eag_; s IBgtr;eBs_sy_st_er_n_ i |—<— Reflexionswerkzeug <—| ]
® T, Emulationswerkzeug Ty, ‘ $T3 Emulationswerkzeug Ty ‘
Geraétetreiber Geraétetreiber
Netzwerkgerat Netzwerkgerat

—
-

o
L

Vermittlungsknoten des Emulationsnetzes

Abbildung 6.1: Messaufbau zur Messung g

Die DifferenzT, — Ty entsprache einem Messwert fij,. Da die lokalen Uhren auf den Emu-
lationsknoten jedoch nicht in der erforderlichen Genauigkeit synchronisiert sind, kénnen wir
Differenzen nur zwischen ZeitstempeaderselberlUhren vergleichen. Deshalb wird der Rah-
men nun von einem speziell&eflexionswerkzeumuf E,, das aus Effizienzgrinden ebenfalls
im Betriebssystemkontext lauft, ,reflektiert”. Das Reflexionswerkzeug adressiert den Rahmen

1Durch die Schnittstelle ,packet sockets* kénnen privilegierte Benutzerprozesse unter Umgehung der héheren
Protokollschichten direkt Rahmen auf Sicherungsschicht absetzen.
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an E; und Ubergibt ihn wieder an das EmulationswerkzeugeuiDas Emulationswerkzeug
versieht den Rahmen mit einem weiteren Zeitstempaind schickt ihn zurtick ai;. Das
Emulationswerkzeug al; schliel3lich vergibt den Zeitstemp& und Ubergibt den Rahmen

an ein Auswertungswerkzeuglas den Rahmen vom Betriebssystem- in den Anwendungs-
kontext transportiert und zur spateren Auswertung speichert. Die Integration des Reflexions-
und des Auswertungswerkzeugs in den Kommunikationsstapel des Betriebssystems erfolgt
analog zur Integration von Emulationswerkzeugen durch die Registrierung eines zusatzlichen
Vermittlungsschicht-Protokolls (vgl. Abp. $.9 auf S¢ite 98).

Als Zeitstempel verwenden wir den jeweils aktuellen Wert des sog. ,,TSC-Regi@t@tie”Ses
Register wird mit jedem Prozessortakt inkrementiert. Bei denfggiyy = 2,4 GHz getakteten
Prozessoren dedET-Systems entspricht dies einer zeitlichen Auflosung v@idns.

Wir kénnen nun die Umlaufzeit des Rahmens aus der Sicht des Emulationswerkzetgs auf
berechnenT, — T1). Durch den symmetrischen Aufbau der Messung kénnen wir annehmen,
dass die Verzdgerung in beiden Kommunikationsrichtungen den gleichen Wert hat. Wenn wir
von der Umlaufzeit die Zeit subtrahieren, die der Rahmen im Reflexionswerkzeug verbracht
hat (Tz — T5), erhalten wir einen Messwert fir- Bnin. Mit der Annahme, dass beide beteilig-

ten Prozessoren mit derselben Taktfrequési) betrieben werden, kénnen wiji, wie folgt
berechnen:

(Ta—T1) — (T3 —T2)
2- fepu

tmin =

6.1.2 Messungen

Es ist u.a. wegen der Serialisierungsverzogerung anzunehmen, dass die Rahmenlange die Uber-
tragungszeit eines Rahmens beeinflusst. Wir messen gahir verschiedene Rahmenlangen

von 64 bis 1500 Byt@ Um aulRerdem den Einfluss von Last auf die Verzogerung zu unter-
suchen, variieren wir die vom Lastgenerator erzeugte Ubertragungsrate der Testrahmen von
10kbit/s bis 500 Mbif's.

Abb.[6.2 zeigt das arithmetische Mittel von jeweils mindestens 300 Messungety¥an
Abhangigkeit von Rahmengréf3e und Last. Im Diagramm ist auf der x-Achse nicht die vom
Lastgenerator vorgegebene, sondern die tatsachlich erreichte Netto-Ubertragungsrate eingetra-
gen. Wahrend des gesamten Experiments gingen keine Rahmen verloren.

Fur sehr groRe Ubertragungsraten und kleine Rahmenlangen wurde die Vorgabe des Lastgene-
rators nicht erreicht, da hier der Anteil der Rahmenkdpfe an den Gesamtdaten zu grol3 ist. Flr

2TSC steht fiirTime Stamp CounteDas TSC-Register ist in Intel-Prozessoren ab der Pentium-Generation

verfugbar.
3Die Angaben zu den Rahmenlangen beziehen sich jeweils die Nutzdaten, die der Sicherungsschicht tibergeben

werden.
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Abbildung 6.2: Messergebnisse fidi, in Abhéangigkeit von RahmengréfRe und Last

groRere Rahmenlangen witgdi, groRer, weil Rahmen mit mehr Nutzdaten mehr Zeit bei der
Verarbeitung bendétigen. Tendenziell nimipt, auch dann zu, wenn mehr Last angelegt wird.
Dies ist dadurch zu erklaren, dass sich mit steigender Last Warteschlangen auf den Netzwerk-
geraten der Emulationsknoten und im Vermittlungsknoten bilden, die eine zusétzliche Verzo6-
gerung einfuhren. Es ist allerdings Uberraschend, dass das Maximutg;ydir gro3e Rah-
menlangen schon bei einer Last von 10 Mbierreicht wird, undni, bei noch gréRerer Last
wieder leicht abnimmt. Eine mégliche Erklarung fur dieses Verhalten ist, dass die Verarbei-
tungslogik des Vermittlungsknotens intern eine Taktung bzw. fixe PuffergréRen besitzt, die sich
je hach Rahmenrate und -gréf3e glnstig oder unginstig darstellen. Ferner kann man annehmen,
dass die Verarbeitungsstrategie im Vermittiungsknoten fiir hohe Ubertragungsraten optimiert
ist (und nicht fiir eine vergleichsweise niedrige Ubertragungsrate von 1@$)lbit

GroRere Ubertragungsraten konnten aus technischen Griinden (Flaschenhals: Bussystem und
Taktfrequenz der Emulationsknoten) in unserem Emulationssystem nicht erreicht werden. Bei
entsprechend besser ausgestatteten Emulationsknoten waren noch gréRere Ubertragungsraten
maoglich; hier missten weitere Messungen zeigen, ob sich prinzipiell andere Ergebnigge fur
ergeben. Es ist jedoch zu erwarten, dass durch Emulationsknoten mit schnellerer Netzanbin-
dung ein noch kleiner (und damit besserer) Wertfirmoglich ware. Weitere Messergebnisse
kénnen in der Ausarbeitung einer Studienarbeit nachgelesen werden|[Cas05].

6.1.3 Fazit

Die gemessenen Werte fiji, setzen sich aus der Serialisierungsverzégerung, der Ausbrei-
tungsverzégerung und der Verarbeitungszeit der Rahmen auf den Emulationsknoten und dem
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Vermittlungsknoten zusammen. Die Serialisierungsverzégerung und die Ausbreitungsverzo-
gerung kénnen auch rechnerisch bestimmt werden: Bei einer Ubertragungsrate des Emulati-
onsnetzes von 1Ghi und einem durch das Ethernet-Protokoll verursachten Mehraufwand
von 30 Byt@ pro Rahmen berechnet sich die minimale Serialisierungsverzd@mugserem
Messszenario zi4(94 B) ~ 0,75ps, die maximale zts(1530B) ~ 12ps. Die Ausbreitungsver-
z6gerung fallt demgegeniber Gberhaupt nicht ins Gewicht (bei 10 m Kabellange iS¥ ns).

Im Vergleich mit den gemittelten Messwerten i, die zwischen 3fis und 15&s liegen,

wird klar, dass die Verarbeitungszeit auf den Emulationsknoten und dem Vermittlungsknoten
den gréRten Anteil atyin haben muss. Die anderen Verzégerungskomponenten haben eine
untergeordnete Bedeutung. An der Verarbeitungszeit auf den Emulationsknoten hat das Emu-
lationswerkzeug selbst einen sehr kleinen Anteil3us, siehe[[HRO2]). Wollte man zur Op-
timierung der Eigenschaften der Testumgebtyagweiter verkleinern, sollte also zun&chst in

eine schnellere Rahmenverarbeitung (d.h. schnelleres Bussystem, hohere Taktrate) investiert
werden.

Obwohl die Werte flity, je hach Rahmenléange und Last variieren, bleiben die gemittelten
Werte stets unter 166&. Die Einschrankung, dass kleinere Verzégerungehglsicht nach-

gebildet werden konnen, fallt verglichen mit den nichtdeterministisch eingefuhrten Verzoége-
rungen auf Vermittlungsschicht im Empfangspfad, die bis zu 10ms betragen kénnen, nicht ins
Gewicht (vgl. Abschnitt 5.5]2). Fir die Emulation von Verzdgerungen, wie sie von der Vermitt-
lungsschicht und den héheren Schichten wahrgenommen werden kdnnen, sind die gemessenen
Werte vontmin also akzeptabel.

Fur die Emulation von Trégersignalen, diaterhalbder Vermittlungsschicht ablauft, gelten
allerdings strengere Anforderungen. Die von uns ermittelten Wertépsindgrof3erals die

zu erwartende Ausbreitungsverzégerung im nachgebildeten Netz (in einem WLAN bei einer
maximalen Reichweite von 450m gilf < 1,5us); dies bedeutet, dass die lokalen Medien-
modelle kurzfristig inkonsistent werden (vgl. Ajb. 4.5 auf Sgite 75). Da ein Tragersignal der
typischen Dauer lrﬁhedoch eine GroRenordnung langer andauertalsist die Emulation

von Trégersignalen trotz kurzfristiger Inkonsistenten noch moglich.

Wird eine Abschatzung vot, fir die Berechnung von Verzdgerungszeiten in einem Emula-
tionswerkzeug bendtigt, so ist es sinnvoll, einen Mittelwert zu verwendentz.Bv 100us.

47 Byte Praambel, 1 Byte ,Frame Start Delimiter, 14 Byte Ethernet-Rahmenkopf, 4 Byte VLAN-Kopf und 4
Byte Prifsumme ergeben zusammen 30 Byte Mehraufwand.

5Die minimale Rahmenlange betragt bei allen Ethernet-Varianten 64 Byte. Obwohl in Gigabit Ethernet ein Rah-
men stets fiir mindestens 512 Byte das Medium belegt (,Carrier Extension“), kann ein Rahmen beim Empfanger
schon ausgeliefert werden, wenn die ,,Carrier Extension” noch tbertragen wird. Wir zéhlen sie also nicht zur Seria-
lisierungsverzdgerung hinzu.

Sentspricht dem Tragersignal eines Rahmend mitl500 Byte in einem WLAN mib = 11 Mbit/s
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6.2 Messung der Konfigurationszeit von VLANS

VLANs im Emulationsnetz kénnen fur die Emulation von Netztopologien verwendet werden
(vgl. Abschnit{5.2). Damit kdnnen VLANS teilweise die Funktion von Emulationswerkzeugen
Ubernehmen und diese entlasten. Dies kann bei groRen Szenarien mit vielen Rundsendungen
einem Skalierungsproblem vorbeugen (vgl. Abschniit 4.5).

Vor der Verwendung mussen VLANSs allerdings auf dem Vermittlungsknoten des Emulations-
netzes konfiguriert werden. Dieser Konfigurationsprozess bendétigt eine gewisse Zeit. Wahrend
dieser Zeit sind die Anschliisse des Vermittlungsknotens nicht benutzbar. Die Einsetzbarkeit
von VLANSs fur Emulationszwecke ist daher stark von der Lange dieser Konfigurationszeit ab-
hangig. Wir beschreiben in diesem Abschnitt die Messung der VLAN-Konfigurationszeit fir
den Vermittlungsknoten des Emulationsnetze NiBT-System.

6.2.1 Messaufbau

Der Gigabit—VermittlungsknotﬂdesNET—Systems kann Uber verschiedene Schnittstellen an-
gesprochen werden: Uber einen der 64 Gigabit-Anschlisse oder Uber eine zusatzliche serielle
Schnittstelle. Da die serielle Schnittstelle mit einer vergleichsweise kleinen Ubertragungsra-
te arbeitet, wahlen wir zur Verminderung der Serialisierungsverzoégerung einen der wesentlich
schnelleren Gigabit-Anschliisse zur Konfiguration des Vermittlungsknotens. Der Vermittlungs-
knoten wird Uiber eine Gigabit-Leitung direkt mit dem zentralen Steuerungsrechner verbunden,
der fur die VLAN-Konfiguration verantwortlich ist (vgl. Abp. §.1 auf Sditg 82). Die Kommu-
nikation mit dem Vermittlungsknoten erfolgt auf der Basis von SIﬁ/IP.

Zur Messung der VLAN-Konfigurationszeit werden durch ein Messwerkzeug, das auf dem
Steuerungsrechner lauft, verschiedene VLAN-Konfigurationen auf dem Vermittlungsknoten
vorgenommen. Eine Konfiguration wird dabei durch mehrere sequentielle, synchrone SNMP-
Aufrufe realisiert. Das Messwerkzeug misst die Zeit vom Absetzen des ersten SNMP-Aufrufs
bis zur Riickkehr des letzten SNMP-Aufrufs einer Konfiguration.

6.2.2 Messungen

Es ist anzunehmen, dass die Konfigurationszeit sowohl von der Anzahl der VLANS, als auch
von der Anzahl der Teilnehmer eines VLANs abhangt. Wir messen zunéchst die Konfigura-
tionszeit in Abhangigkeit von der Anzahl der VLANS bei jeweils zwei Teilnehmern pro VLAN.

“Im NET-System wird ein ,Foundry Fastlron I1“ der Firma ,Foundry Networks* als Gigabit-Vermittlungsknoten

verwendet.
8Simple Network Management ProtocBtandardprotokoll fiir die Verwaltung von Netzkomponenten
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Dies entspricht einer Verbindungstopologie, die ausschliel3lich Punkt-zu-Punkt-Verbindungen
enthalt.
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Abbildung 6.3: Konfigurationszeit fiir 1-64 VLANSs mit jeweils zwei Teilnehmern

Abb.[6.3 zeigt die Konfigurationszeit fir 1-64 VLANSs, wobei jedes VLAN genau zwei Teil-
nehmer hat. Jeder Punkt in der Abbildung entspricht dem arithmetischen Mittel aus funf Mess-
laufen. Wie erwartet steigt die fur die Konfiguration bendétigte Zeit mit der Anzahl der VLANs
gleichmalfig an. Schon bei 12 VLANSs erreicht die flir die Konfiguration benétigte Zeit eine
Sekunde.

6s Tt

¥
o+
-

+
REanas
F

‘
IR

4+
¥

Konfigurationszeit
w
172

+
o+
o+

0 10 20 30 40 50 60
Anzahl der Teilnehmer eines VLANs

Abbildung 6.4: Konfigurationszeit fiir ein VLAN mit 1-63 Teilnehmern

In einer zweiten Messung beschranken wir unseai¥/LAN und variieren die Anzahl der Teil-
nehmer des VLANSs von 1 bis @Dies entspricht der Verbindungstopologie eines LANs mit
1-63 Teilnehmern. Abb. §.4 zeigt die Ergebnisse dieser Messung, wobei wiederum jeder Punkt

9Da im Messaufbau einer der insgesamt 64 Gigabit-Anschliisse als Schnittstelle zum Steuerungsrechner verwen-
det wird, kdnnen nur die 63 verbleibenden Anschlisse fir VLANs genutzt werden. Die maximale Teilnehmerzahl
in einem VLAN ist somit in dieser Messung 63.
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in der Abbildung dem arithmetischen Mittel aus funf Messlaufen entspricht. Die Zunahme der
Konfigurationszeit verlauft hier nicht so gleichméaRig wie in Abb] 6.3, was an den internen Da-
tenstrukturen des Vermittlungsknotens liegen muss. Trotzdem liegen die Konfigurationszeiten
in derselben GréRenordnung von mehreren Sekunden.

6.2.3 Fazit

Im NET-System kdnnen Netzszenarien mit bis zu 64 Knoten nachgebildet werden. Um 64
Knoten mit Punkt-zu-Punkt-Verbindungen zu verbinden, sind mindestens 63 Netzverbindungen
notwendig. Solche Topologien kdnnen zwar mit VLAN-Technologie nachgebildet werden, die
Messungen zeigen jedoch, dass die VLAN-Konfiguration des Emulationsnetzes fiir Topologien
dieser GroRenordnung mehrere Sekunden dauert. Da die Anschliisse des Vermittlungsknotens
wahrend der Konfigurationszeit nicht benutzbar sind, ist die EmulatiomlypamischeiNetz-
topologien mit VLAN-Technologie zumindest mit dem von uns verwendeten Vermittlungskno-
ten nicht maoglich.

In Szenarien mistatischerVerbindungstopologie geschieht die Konfiguration der Netzinfra-
struktur ausschlie3lich in d&forbereitungsphasgrgl. Abschnit{4.2.R). Eine Konfigurations-

zeit von mehreren Sekunden ist hier akzeptabel, denn wahrend dieser Zeit wird das Emula-
tionsnetz noch nicht fir Messungen verwendet. Die Topologieemulation mit VLANS ist also
ausschlief3lich fur statische Verbindungstopologien geeignet. Dynamische Verbindungstopolo-
gien missen durch Emulationswerkzeuge auf den einzelnen Knoten nachgebildet werden.

6.3 Evaluation der zentralen Emulationssteuerung

Die zentrale Emulationssteuerung steuert den Gesamtablauf eines Experiments durch die Ko-
ordination der Vorbereitungsphase, der Messphase und der Nachbereitungsphase (vgl. Ab-
schnit). Andern sich die nachzubildenden Netzparameter wahrend einer Messung, ist die
Emulationssteuerung wahrend der Messphase aul3erdem dafiir zustandig, die jeweils aktuel-
len Netzparameter zu berechnen und an die verteilten Emulationswerkzeuge zu senden. In der
von uns gewahlten Architektur kann die zentrale Emulationssteuerung wahrend der Messphase
zum Flaschenhals werden, falls sie mit der Berechnung und Verteilung der Netzparameter fr
ein Szenario Uberfordert ist (vgl. Tdb. 3.1 auf Sgite 58). Wir messen deshalb die Leistung der
Emulationssteuerung irNET—Syste@ wahrend der Messphase eines typischen dynamischen
Szenarios, um beurteilen zu kénnen, ob sie einen Flaschenhals des Emulationssystems darstellt.

10Fgr die Leistungsmessungen wurde eine aktualisierte Version des Steuerungsrechners verwendet (zwei Intel
Xeon Prozessoren, jeweils 3,2 GHz Taktfrequenz, 8 GB Hauptspeicher).
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6.3.1 Messaufbau

Die Leistung der Emulationssteuerung kann nur fiir ein konkretes Szenario gemessen wer-
den, denn der Prozess der Parameterberechnung kann je nach Szenario und dem verwendeten
Berechnungsverfahren sehr unterschiedlich sein. Wir beschranken uns im Folgenden auf ein
typisches MANET-Szenario und den in Abschit]5.3 beschriebenen Berechnungsprozess.

Szenario

Wir verwenden ein Szenario, das in dieser oder ahnlicher Weise schon in zahlreichen Veroffent-
lichungen benutzt wurde (z.E. [HMTRDA4]): Mehrere mobile Teilnehmer mit WLAN-Geraten
bewegen sich auf den Straf3en in der Innenstadt von Stuttgart und bilden damit ein MANET
von wechselnder Konnektivitat. Wir betrachten eine Variante mit Fu3gangern und eine mit
Fahrzeugen als Teilnehmern, wobei sich die Varianten lediglich in der Bewegungscharakte-
ristik unterscheiden. Die randomisierten Bewegungsvorschriften der Teilnehmer wurden nach
dem ,Graph Walk“-Mobilitatsmodell erstellt [SHB)3]: Zu Beginn jedes Messlaufs sind die
Teilnehmer zuféllig auf den Stral3en verteilt. Jeder Teilnehmer sucht sich zuféllig ein Ziel in
der Stadt aus, das er auf dem kirzesten Weg mit einer zuféalligen Geschwindigkeit ansteuert. Er
verweilt eventuell eine kurze Zeit und sucht sich dann ein neues Ziel. Alle Teilnehmer bewegen
sich dabei stets nur auf den Stral3en. Tab. 6.1 fasst die Parameter des Mobilitdétsmodells fur das
Beispielszenario zusammen.

Mobilitatsmodell »Graph Walk"
Szenarioflache | 2365mx 1905m, Stuttgarter Innenstadt
Anzahl der Teilnehmer | 2-64
Dauer 300s

FuRgéanger Fahrzeuge

Geschwindigkeit/ Im/s<v<2m/s 5m/s<v<20m/s
Verweildauett Os 0s<t<20s

Tabelle 6.1: Parameter des Mobilitatsmodells fur das MANET-Beispielszenario

Berechnungsprozess

Neben dem Szenario ist die Komplexitéat des verwendeten Berechnungsprozesses fur die Netz-
parameter im globalen Netzmodell ausschlaggebend fir die Leistung der Emulationssteuerung.
Wir verwenden hier den Berechnungsprozess, der in Abs¢hriitt 5.3 ausfiihrlich vorgestellt wur-
de (siehe Abb. 5]4 auf Seite|89): Ausgehend von den Bewegungsvorschriften des jeweiligen
Szenarios werden periodisch die aktuellen Positionen aller Teilnehmer ermittelt. Fur jedes
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mogliche Kommunikationspaar wird dann die Empfangsleistung und daraus die aktuelle Bit-
fehlerrate ermittelt. FUr die Berechnung der Empfangsleistung verwenden wir alternativ die
beiden Verfahren, die in Abschriitt $.3 eingefuhrt wurden: das kombinierte ,Free space / Two-
ray ground“-Modell (abgekirZERG ohne geographisches Umgebungsmodell), sowie den ,In-
telligent Ray Tracing“-Algorithmus (abgekUrRT, mit geographischem Umgebungsmodell),
wobei wir die von uns im Voraus berechneten Wellenausbreitungsdaten fur die Stuttgarter In-
nenstadt verwenden. Die Werte aus Tab| 5.1 auf Sejite 88 bilden dabei die physikalische Grund-
lage fur die Berechnung der Wellenausbreitung.

Berechnungszyklus

Waéhrend der Messphase berechnet die Emulationssteuerung die aktuellen Netzparameter in ei-
nem periodischen Zyklus. Wir gehen hier davon aus, dass die Periode des Berechnungszyklus
tzykius =18 ist@ In jedem Zyklus werden zunachst die aktuellen Parameter des globalen Netz-
modells berechnet. Wenn sich Parameter gegentiber dem letzten Berechnungszyklus geéandert
haben, werden diese Uber Konfigurationsnachrichten an die zustandigen Emulationswerkzeuge
auf den jeweiligen Emulationsknoten geschickt (vgl. Abb. .11 auf 101). Die Zeit fur das
Berechnen der Parameter und dasa¢hicken der Konfigurationsnachrichten nennertayir

Am Ende eines Berechnungszyklus wartet die Emulationssteuerubgdi — tsv, bevor sie

mit dem néchsten Zyklus beginnt.

Damit die Emulationswerkzeuge mdglichst zeitnah die Konfigurationsnachrichten mit den je-
weils aktuellen Netzparametern erhalten, ist ein moglichst kleiner Weghfiwlinschenswert.
Insbesondere mudgy < tzyus gelten, damit die Emulationssteuerung rechtzeitig mit dem
nachsten Bearbeitungszyklus beginnen kann.

6.3.2 Messungen

Mit einer fur diese Messung speziell instrumentierten Version der Emulationssteuerung messen
wir nuntgy, wobei wir die Anzahl der beteiligten Teilnehmer im Szenario von 2 bis 64 steigern.
Der Wert flrtgy wird jeweils Uber die Dauer eines Szenarios (300s) gemittelt.

Abb. [6.5 zeigt die Messergebnisse flr beide Szenariovarianten bei Verwendung des TRG-
Modells. Jeder Messpunkt entspricht dem durchschnittlichen Wertgpaus funf Laufen

mit unterschiedlicheBewegungsvorschriften flr jeden Lauf, wobei auch die maximalen Ab-
weichungen vom Mittelwert eingezeichnet S@Nie erwartet steigtgy bei steigender Teil-

Dper Wert flirtzyius konnte an dieser Stelle natiirlich auch groRer oder kleiner gewéhlt werden. 1s hat sich fir
die von uns betrachteten Szenarien als sinnvoller Mittelwert erwiesen.

12pyreh die randomisierten Bewegungsablaufe, insbesondere durch die unterschiedlichen Geschwindigkeiten der
Teilnehmer, kénnen sich relativ groRe Unterschiedediirergeben.
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nehmerzahl an, da die Groé3e des globalen Netzmodells und damit die Anzahl der zu berech-
nenden Netzparametguadratischmit der Teilnehmerzahl steigt. Die Tatsache, dagsfur

den betrachteten Parameterbereich dennoch augenscheinlich ndmevamit der Anzabhl

der Teilnehmer zunimmt, weist darauf hin, dass hier die zahlreichen linearen Komponenten
des Berechnungsalgorithmus (Bewegungssimulation der Teilnehmer etc.) den Gesamtaufwand
dominieren. Man kann ebenfalls ablesen, dass der Aufwand der zentralen Emulationssteuerung
von der Mobilitét der Teilnehmer abhangt: Fahrzeuge, die sich im Vergleich zu FuRgangern
schnell bewegen, erzeugen erheblich mehr Berechnungsaufwand. Trotzdertgblbisit\Ver-
wendung des TRG-Modells auch bei Szenarien mit 64 Fahrzeugen im Bereich von wenigen
Millisekunden.

Abb. [6.6 zeigt die Messwerte fiigy bei Verwendung des IRT-Modells. Zur besseren Ver-
gleichbarkeit mit dem vorigen Experiment verwenden gigselberBewegungsablaufe. Wie

zu erwarten sind die Berechnungen auf Basis des IRT-Modells deutlich aufwéandiger, da fur
jedes Paar von Teilnehmern ein Wert fur die Empfangsleistung aus den vorberechneten Wel-
lenausbreitungsdaten gelesen werden muss. Trotz effizienter Implementierung des Zugriffs auf
die vorberechneten Da@iiegen die Messwerte figy ca. um den Faktor 150 lUiber denen des
TRG-Modells. Fir gro3e Szenarien mit hoher Mobilitat der Teilnehmer wird $pg@a¥ tzykius,

die Zykluszeit von 1s kann also nicht eingehalten werden.

10 ms . . . .
Szenario mit Fahrzeugen —<—
Szenario mit FuBgéngern ---x---
8 ms
6 ms — T
= ,/,
m
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T EE A g KR
- xR -
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Anzahl der Teilnehmer

Abbildung 6.5:tgy flr 2—64 Teilnehmer (TRG-Modell)

13pie vorberechneten Daten der Szenarioflache (ca. 121 GB) sind auf einem RAID-System gespeichert, das direkt
an den zentralen Steuerungsrechner angeschlossen ist. In der Implementierung der Emulationssteuerung wird auf
der Anwendungsebene ein lokaler Zwischenspeicher verwendet, der fur die hier verwendeten Szenarien geniigend
groR ist, um alle einmal angeforderten Daten eines Szenarios bei spaterer erneuter Verwendung nicht nochmals vom
Plattenspeicher lesen zu missen.



118 6. EXPERIMENTE

14s T T T T

2s | Szenario mit Fahrzeugen —<—
12s Szenario mit FuBgangern ---x--- t -1

Zyklus — S

1ls

08s
E: o
06s -+ s R
/’ ) /7/) B
04s s +
¥ x 1
0.2s R -
xT
Os =
2 8 16 24 32 40 48 56 64

Anzahl der Teilnehmer

Abbildung 6.61gy flur 2—64 Teilnehmer (IRT-Modell)

Optimierung durch Vorladen der Daten

Obwohl der Hauptspeicher des Steuerungsrechners deutlich zu klein ist, gesdrateiel-
lenausbreitungsdaten der Szenarioflache vorzuhalten, passen fur Szenarien der hier betrachte-
ten Dauer die bendtigten Daten fur eiregnzigen Szenariolaufurchaus in den Hauptspeicher:
Wenn wir von symmetrischen Ausbreitungsdaten ausgehen, benétigen wir pro Berechnungszy-
klus being = 64 Knoten maximahy - (ng — 1) /2 = 2016 Werte, flr einen ganzen Szenariolauf
(300s) also maximal 604800 Werte. Bei 4 Byte pro Wert ergibt sich ein maximaler Speicher-
bedarf von= 2, 3MB (zzgl. der Indexstrukturen). Um den Wert tgy; wahrend der Messphase

eines Experiments zu minimieren, ist es deshalb méglich, bereits iNatbereitungsphase

die bendtigten Daten fur ein konkretes Szenario vorzuladen, indem der Berechnungsprozess
fur das Szenario einmal komplett durchlaufen wird. In einem zweiten Durchlauf des Szenari-
os kann nun die eigentliche Messphase beginnen; die bendtigten Wellenausbreitungsdaten sind
dann schon im Hauptspeicher des Steuerungsrechners vorhandgn. Abb. 6.7 zeigt fiir jeweils ein
Szenario mit Fahrzeugen und FuRgangern die Messwertg\filoshne und mit Vorladen der
Wellenausbreitungsdateta,, bleibt bei vorgeladenen Daten auch fiir groRe Szenarien deutlich
untertzykius.

6.3.3 Fazit

Fir ein typisches Szenario mit bis zu 64 mobilen Teilnehmern haben wir die Leistung der zen-

tralen Emulationssteuerung gemessen, wobei wir von einem periodischen Berechnungszyklus
mit tzyus = 1S ausgegangen sind. Bei Verwendung eines einfachen Berechnungsverfahrens be-
notigt die Emulationssteuerung auch bei grof3en Szenarien nur wenige Millisekunden, um die
Parameter im globalen Netzmodell zu berechnen und an die verteilten Emulationswerkzeuge
zu verschicken. Wird ein komplexes Verfahren zur Parameterberechnung verwendet, das Zu-
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Abbildung 6.7:tgy ohne und mit Vorladen der Wellenausbreitungsdaten (IRT-Modell)

griffe auf Sekundarspeicher erfordert, kann die Berechnungszeit bei gro3en Szégnatien
Uberschreiten, die Emulationssteuerung ware also mit der Berechnung und dem Verschicken
der Netzparameter in Echtzeit Uberfordert. Durch Vorladen der bendtigten Daten in der Vor-
bereitungsphase eines Experiments kann jedoch auch in solchen Fallen die Leistung der Emu-
lationssteuerung in der Messphase in ausreichendem MalRe erhdht werden. Fir ein typsches
Szenario mit bis zu 64 Knoten wurde also gezeigt, dass die zentrale Emulationssteuerung die
Parameter im globalen Netzmodell bei einem Berechnungszyklugyqr = 1s rechtzeitig
berechnen und verschicken kann.

Prinzipiell ist die GroRRe eines Szenarios in unserer Architektur durch die Anzahl der Knoten
der Emulationsumgebung beschrankt,NiEeT-System sind dies 64 Knoten. Daher wurden in

den Messungen dieses Abschnitts maximal 64 Emulationsknoten betrachtet. Selbstverstand-
lich unterstutzt unsere Architektur auch Emulationsumgebungen mit mehr als 64 Knoten. Die
Messergebnisse lassen vermuten, dass auch Szenarien mit wenigen 100 Emulationsknoten pro-
blemlos Uber eine zentrale Instanz gesteuert werden kdnnen. Insbesondere bei der Einfliihrung
von virtuellen Emulationsknoten werden jedoch Szenarien mit 1000 Knoten realistisch (vgl.
Ausblick, Abschnitf 7.P). Fiir solche Szenarien muss die Architektur der Emulationssteuerung
neu Uberdacht werden; eventuell muss die Emulationssteuerung fur solche sehr gro3en Szena-
rien verteilt (z.B. hierarchisch) organisiert werden.

6.4 Evaluation der verteilten Emulationswerkzeuge

Emulationswerkzeuge erbringen die Kernfunktionalitét eines Emulationssystems, namlich die
Emulation von Netzeigenschaften. Von der korrekten und exakten Funktion der Emulations-
werkzeuge hangt die Einsetzbarkeit eines Emulationssystems ab. In diesem Abschnitt wird
anhand von mehreren Messungen dargestellt, mit welcher Genauigkeit und in welchem Wer-
tebereich die fur daRET-System implementierten Emulationswerkzeuge spezifizierte Netzei-
genschaften nachbilden kénnen.
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6.4.1 Messaufbau

Wir wollen die Genauigkeit der Emulation aller Netzparameter messen, die am Emulations-
werkzeug einstellbar sind. Dies sind die Parameter aus dem globalen Netzmodell: die Bit-
fehlerrate, die Ausbreitungsverzogerung und die Ubertragungsrate (vgl. Abtt 4.2.1). Der
Messaufbau ist fur alle drei Messungen ahnlich:N&r-System wird durch ein VLAN zwi-
schen den Emulationsknotéfy und E, eine exklusive Verbindung eingerichtet. Auf beiden
Emulationsknoten lauft eine Instanz des Emulationswerkzeugs. Die Verbindung zwischen
und E, kann durch die Emulationswerkzeuge mit beliebigen Netzeigenschaften konfiguriert
werden. Diese Eigenschaften werden dann mit Hilfe von Messwerkzeugen Uberprift.

Da in diesem Fall die Emulationswerkzeuge selbst die Testsubjekte sind, vermeiden wir eine
spezielle Instrumentierung der Werkzeuge zu Testzwecken, um die Messung nicht zu beeinflus-
sen. Stattdessen kommen die Programmﬂ und netidT_5] zum Einsatz, die hier gleichzeitig

als Lastgeneratoren und Messwerkzeuge fungieren.

6.4.2 Messungen

Wir messen die Genauigkeit der Emulation der Bitfehlermateder Ausbreitungsverzégerung
ta und der Ubertragungsrake

Bitfehlerrate

Da wir ohne Eingriff in das Emulationswerkzeug messen und sich die Messwerkzeuge des-
halb logischoberhalbder Emulationsschicht befinden, ist ein direktes Messen der Bitfehlerrate
nicht moglich: Das Emulationswerkzeug berechnet aus der Lange eines Rahmens und der Bit-
fehlerrate die Rahmenverlustwahrscheinlichkeit und bildet éRaitmenverlusteach. Nur die-

se Rahmenverluste kénnen wir messen. Wir verwenden Testrahmen fixef8 &ndekénnen
dadurch fir jede gewiinschte Rahmenverlustwahrscheinlichkeit die zugehdorige Bitfehlerrate er-
rechnen und am Emulationswerkzeug Bufeinstellen. Fir einen Messpunkt werden pitig

1000 Pakete vok; nachE, geschickt. Aus der Anzahl der bej angekommenen Pakete wird

pr errechnet.

1ping benutzt ,ICMP“-Pakete (Internet Control Message Protocol), um damit Rundsendezeiten zu messen und
Paketverluste zu zahleping ist Bestandteil jedes UNIX-Betriebssystems.
I5netio ist ein Standardwerkzeug zum Messen von Ubertragungsraten mit TCP. Es wurde von Kai Uwe Rommel

geschrieben und ist frei erhaltlich vartp://freshmeat.net/projects/netio/
18Dje hier vorgestellten Messungen wurden mit Rahmen der Lénge 64 Byte (Nutzlast auf Sicherungsschicht)

durchgefiihrt. Vergleichsmessungen mit anderen Rahmenléangen haben gezeigt, dass die Rahmenlange erwartungs-
geman keinen Einfluss auf die Emulation des Rahmenverlusts hat.
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Abbildung 6.8: Genauigkeit der Emulation vgn

Abb.[6.8 zeigt die Ergebnisse der Messung ywnDa Bitfehler spezifiziert, aber Rahmen-
verluste gemessen werden, sind in der Abbildung zur besseren Vergleichbarkeit von Soll- und
Istwerten die spezifizierten Werte ebenfalls in Rahmenverlustwahrscheinlichkeiten umgerech-
net dargestellt. Die Abbildung zeigt nur kleine Abweichungen zwischen spezifizierten und ge-
messenen Verlustwahrscheinlichkeiten. Da es sich hier um ein Zufallsexperiment handelt, sind
Abweichungen in dieser GréRenordnung normal.

Ausbreitungsverzdgerung

Die Ausbreitungsverzogerung kann ohne Instrumentierung der Emulationswerkzeuge und ex-
akt synchronisierte Uhren auf den Emulationsknoten ebenfalls nicht direkt gemessen werden.
Wir messen stattdessen mpihg die Rundsendezegines Pakets, das vds an E, und wie-

der zurlick arE; gesendet wird. Zundchst messen wir die Rundsendezeit von Pakaten
zusatzliche Verzdégerung durch das Emulationswerkzeug. Danach stellen wir am Emulations-
werkzeug aukE; einezusétzlicf@ Verzigerund, fir ausgehende Rahmen ein. Die Ubertra-
gungsrate wird dabei auf ,unendlich” gesetzt, um keine zusatzliche Serialisierungsverzdégerung
zu erhalten. Nun messen wir die Rundsendezeit erneut. Die Differenz der Rundsendezeiten ist
ein Messwert fur die vom Emulationswerkzeug eingefiihrte Verzogdgung

Abb.[6.9 zeigt die Ergebnisse der Messung ¥prleder Messpunkt entspricht dem arithme-
tischen Mittel von 100 Messungen. Fir gro3e Verzégerungen von mehreren hundert Millise-
kunden (linkes Diagramm) sind die relativen Abweichungen der gemittelten Messwerte von
den Sollwerten so gering, dass sie in der Abbildung nicht erkennbar <i@dL@6 Fehler bei

ta > 100ms). Die Ergebnisse fir Verzogerungen unter 100 ms sind daher im rechten Diagramm

I"Wenn keinezusatzlichesondern einabsoluteVerzégerung eingefiithrt werden soll, muss vom Sollwert der
Verzdgerung zunachsh,n subtrahiert werden. Auf diese Kalibrierung im Emulationswerkzeug wurde in dieser
Messung verzichtet, da sie bereits in der Subtraktion der Rundsendezeit enthalten ist.
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Abbildung 6.9: Genauigkeit der Emulation vanfir grof3e (links) und kleine Verzégerungen
(rechts)

nochmals vergroRert und mit Fehlerbalken dargestellt. Wahrend die mittleren Werte um ma-
ximal 25% abweichen, sind einzelne Ausreil3er mit bis zu 10ms Abweichung zu erkennen.
Dies entspricht genau der minimalen Zeitscheibe des Betriebssystems und ist daher durch eine
unglinstige Rechenzeitzuteilung zu erkléaren (vgl. Abschnitt]5.5.2). Aus diesem Grund wurden
kleinereVerzégerungen als 10ms (mit Ausnahme der Referenzmesgurezusatzliche Ver-
z6gerung) in dieser Messung nicht betrachtet.

Ubertragungsrate

Zur Messung der Ubertragungsrate verwendennsiio. Das Werkzeug baut zunachst eine
TCP-Verbindung vorE; nachE, auf und misst dann die maximale Ubertragungsrate der TCP-
Verbindung.
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Abbildung 6.10: Genauigkeit der Emulation vbriiir kleine Ubertragungsraten

Da die imNET-System sinnvoll nachbildbaren Ubertragungsraten einen sehr groen Wertebe-
reich umfassen, sind die Messergebnisse in drei Diagrammen dargestellt. Die relativ grol3en



6.4. EVALUATION DER VERTEILTEN EMULATIONSWERKZEUGE 123

Abweichungen bei sehr kleinen Ubertragungsraten ( 6.10) fuhren wir auf Quantisierungs-
effekte bei der Messung zuru.Bei groReren Ubertragungsraten (A.11, linkes Dia-
gramm) verschwindet dieser Effekt; die gemessenen Werte stimmen mit den spezifizierten gut
Uberein. Bei sehr groRen Ubertragungsraten ( 6.11, rechtes Diagramm) wird die Leis-
tungsfahigkeit deslET-Systems erreicht. Die verwendeten Netzwerkgerate sollten zwar no-
minell bmax = 1 Gbit/s erreichen, durch die beschréankte Leistungsféhigkeit des Bussystems in
den Emulationsknoten ist die Grenze allerdings schorbhgi ~ 381 Mbit/s erreicht. Gro-

Rere Ubertragungsraten lassen sichNBT-System mit der derzeitigen Hardware also nicht
nachbilden.
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Abbildung 6.11: Genauigkeit der Emulation vbrfiir mittlere (links) und groRe Ubertragungs-
raten (rechts)

An dieser Stelle ist anzumerken, dass deNBT-System verwendete Vermittlungsknoten mit
einer internen Ubertragungsrate von 64 Gbirbeitet und damit niemals zum Flaschenhals des
Systems werden kann, was die Ubertragungsrate angeht. Die Obergrenze von 38 jiltbit
also furjeden einzelneEmulationsknoten, nicht fur das gesamte System. Weitere Messungen
hierzu sind in[[Cas05] zu finden.

6.4.3 Fazit

Die Evaluation der verteilten EmulationswerkzeugeNET-System zeigt, dass die spezifizier-

ten Netzparameter im technisch mdglichen Parameterbereich zuverlassig nachgebildet werden
kénnen. Es gibt zwei Einschrankungen: Bei der Nachbildung von Rahmenverzdégerungen kann
in Einzelfallen ein Fehler von bis zu 10ms entstehen, im Mittel sind die nachgebildeten Verzo-

18hetio misst die Uibertragene Datenmenge in einer fixen Zeitspanne. Unabhngig von der Ubertragungsrate sind
die von TCP erzeugten Segmente in unserer Messung immer gleich grof3. Wéhrend einer Messphase wird immer
eine ganzzahligeAnzahl von Segmenten Ubertragen. Dadurch sind die Messergebnisse quantisiert, was sich bei
kleinen Ubertragungsraten besonders bemerkbar macht.
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gerungen jedoch korrekt. Fur die Nachbildung von Ubertragungsraten gETSystem mit
der derzeitigen Harwdare die Obergreihzgy ~ 381 Mbit/s.

Aus dem Nachweis, dass einzelne Netzverbindungen mit unserem Emulationsansatz realistisch
nachgebildet werden, folgt auch, dass ein emuliertes Netzszenario, das aus emulierten Verbin-
dungen besteht, als Ganzes realistische Eigenschaften hat. Im folgenden Abschnitt wird ein
ausfihrliches Beispiel fur die Emulation eines Netzszenarios gegeben.

6.5 Beispiel einer Messung im NET-System

In diesem Abschnitt wird ein typisches Beispiel fir eine Messunyim-System beschrieben,

um einen Eindruck von der Art der Experimente zu geben, die mit emulierten Netzszenarien
im NET-System mdoglich sind. Zunéchst wird das Testsubjekt, ein Vermittlungsprotokoll fir
MANETSs, kurz vorgestellt. Danach wird dadrtuelle GP§%Gerét skizziert, eine Erweite-

rung desNET-Systems, die fur die Ausfiihrung dieses Testsubjekts notwendig ist. Schlieflich
werden die Messergebnisse dargestellt und den Ergebnissen einer verglei@ibausttion
gegenubergestellt.

6.5.1 Testsubjekt

Als Testsubjekt fur diese Messung verwenden wir die Implementierung eines Protokolls zur
ortsbasierten Nachrichtenvermittlung (,Greedy Location-Based Routing®, abgekurzt GLBR)
in einem MANET. Die Implementierung des Protokolls wurde im Rahmen des CarTalk2000-
Projekts erstellf [THRCQ03] und dient als Grundlage fir die Kommunikation zwischen Fahrzeu-
gen.

Es gibt zahlreiche Vermittlungsprotokolle fir MANETSs. Viele Vermittlungsprotokolle kom-
men ohne Ortsinformation aus. Durch die Verwendung von Ortsinformation kann jedoch die
Effizienz eines MANET-Vermittlungsprotokolls erheblich gesteigert werden [MWHO01]. Das
GLBR-Protokoll geht davon aus, dass jeder Teilnehmer seine absolute Position kennt (bei-
spielsweise durch ein Positionierungssystem). Aul3erdem kennt jeder Teilnehmer die Positio-
nen seiner Nachbarn, wobei Nachbarn alle Teilnehmer sind, die sich in direkter Kommunika-
tionsreichweite befinden. Dies wird dadurch erreicht, dass jeder Teilnehmer periodisch in einer
Rundsendung seine eigene Position bekannt gibt.

Bevor eine Nachricht gesendet wird, tragt der Absender neben der Adresse zur Identifikation
des Empfangers auch dessen letzte bekannte Position in absoluten Koordinaten in den Nach-
richtenkopf ein. Zum Senden oder Weiterleiten einer Nachricht wird aus der Menge der Nach-

19Global Positioning Systemweltweites satellitengestiitztes Positionierungssystem
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barn derjenige Teilnehmer ausgesucht, der den kleinsten geographischen Abstand zum Empfan-
ger hat. An diesen Teilnehmer wird die Nachricht weitergeleitet. Das GLBR-Protokoll versucht
also, in jedem Weiterleitungsschritt dem Empfanger um den gré3tmdoglichen Entfernungsbetrag
naher zu kommen (daher der Namenggedledy gierig).

Um eine Nachricht zu senden, wird die Position des Empfangers benétigt. Diese Position
muss ggf. zundchst von eindmkationsdienserfragt werden. Fir das GLBR-Protokoll wur-

de ein einfacher Lokationsdienst implementiert: Eine Positionsanfrage wiatleaNachbarn
geschickt und von diesen ebenso weitergeleitet (,Flooding“). Die Antwort auf eine Positions-
anfrage kann dann mit dem GLBR-Protokoll an den Anfragenden zurtickgeschickt @rden.

Eine Nachrichtensendung mit dem GLBR-Protokoll fihrt, wie bei anderen MANET-Vermitt-
lungsprotokollen auch, abhangig von den Positionen der Teilnehmer und deren Kommunika-
tionsreichweite nichtimmer zum Ziel. Der Anteil der erfolgreich zugestellten an den insgesamt
gesendeten Nachrichten (die ,Zustellrate*) wird als wichtigste Leistungsmetrik fiir das Pro-
tokoll verwendet. Eine weitere wichtige Metrik ist die durchschnittliche Pfadlange, also die
Anzahl der Weiterleitungen einer Nachricht: Kleine Pfadlangen deuten darauf hin, dass viele
Nachrichten direkt zugestellt werden konnten (Pfadlange = 1), das Vermittlungsprotokoll also
keine Rolle spielt.

Emulation eines GPS-Gerats

Die Implementierung des GLBR-Protokolls geht davon aus, dass die aktuelle Position des Teil-
nehmers von einem lokal verfiigbaren GPS-Gerat bereitgestellt wird. Die Emulationsknoten
im NET-System sind nicht mit GPS-Geraten ausgestattet; selbst wenn dies der Fall wére, wir-
den die GPS-Geréte die Position des Emulationssystems ausgeben, womit das Verhalten des
GLBR-Protokolls verfalscht wirde. Um das Testsubjekt unverdndert und unter realistischen
Bedingungen ausfuhren zu kénnen, muss also auf jedem Emulationsknoten ein Gerat bereitge-
stellt werden, das ein GPS-Gerat nachbildet und die jeweils aktuelle Position des Teilnehmers
ausgibt, den dieser Emulationsknoten représentiert.

Zu diesem Zweck haben wir eine Software-Komponente entwickelt, die das Verhalten und die
Schnittstellen eines realen GPS-Gerats naturgetreu nachbilden kann, alstueltes GPS-

Gerat Auf jedem Emulationsknoten lauft eine Instanz dieses virtuellen GPS-Geréts. Die zen-
trale Emulationssteuerung wurde so erganzt, dass sie wahrend der Messphase eines Szenarios

20Die Verwendung von ,Flooding“ im Lokationsdienst ist sehr ineffizient und stellt fiir einzelne Sendungen den
Sinn des GLBR-Protokolls in Frage: Soll nur eine einzige Nachricht Gibertragen werden, lohnt sich die Anfrage einer
Position erst gar nicht — es ware effizienter, gleich die eigentliche Nachricht per ,Flooding*“ zu tibertragen. Wir gehen
in unserem Szenario allerdings davon aus, dabreicheaufeinanderfolgende SendungerdamselbefEmpfanger
gesendet werden sollen. In diesem Fall fallt der Mehraufwand durch das anfangliche Erfragen der Position durch
sFlooding“ weniger ins Gewicht.
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aufRer den regelmafigen Konfigurationsnachrichten fur die Emulationswerkzeuge zusatzlich
aktuelle Ortsinformationen an alle virtuellen GPS-Gerate verschickt. So kann jedes virtuelle
GPS-Gerat wahrend eines Messlaufs die Position ausgeben, die der zugeordnete Teilnehmer
entsprechend der Szenariodefinition zu diesem Zeitpunkt hat. Weitere Informationen zum Kon-
zept und der Implementerung des virtuellen GPS-Gerats sind in einer Studiernarbeit [Wei03]
und einer Veroffentlichund [HMTRO04] zu finden.

6.5.2 Simulationsmodell

Um schonvor der Verfugbarkeit der Implementierung des GLBR-Protokolls Aussagen uber
dessen Leistung treffen zu kdnnen, wurde im Rahmen des CarTalk2000-Projekts zunéchst ein
praskriptives Modelbles Protokolls fur das Simulationswerkzeug ns-2 erstellt. Wie jedes Mo-
dell weist auch dieses Simulationsmodell Vereinfachungen gegeniiber der tatséchlichen Im-
plementierung auf. In diesem Fall ist u.a. auf eine realistische Modellierung des Lokations-
dienstes verzichtet worden: Im Simulationsmodell kennt jeder Teilnehmer zu jedem Zeitpunkt
die Position aller Teilnehmer, hat also einen perfekten Lokationsdienst zur Verflgung. Fir das
GLBR-Protokoll bedeutet dies, dass vor einer Sendung an einen bestimmten Empfanger kei-
ne Positionsanfragen versendet werden mussen. Im Simulationsmodell wurde also hauptséach-
lich die Weiterleitungsfunktiomles GLBR-Protokolls nachgebildet. Weitere Vereinfachungen
gegenuber der Realitat, die sich in ns-2-Modellen grundsétzlich nicht vermeiden lassen, betref-
fen Zeitgebergranularitdten, den Einfluss des Betriebssystems (Rechenzeitzuteilung) etc. (vgl.
[BP96hH,HZ03]).

Im Folgenden werden flir dasselbe Szenario die Messergebnisse des Testsubjek® im
System den Simulationsergebnissen des Simulationsmodells in ns-2 gegenibergestellt.

6.5.3 Messungen und Simulationen

Wir gehen von folgendem Szenario aus: In der Innenstadt von Stuttgart bewegen sich 50 Fahr-
zeuge, die mit WLAN-Geréaten ausgestattet sind. Die Bewegungsvorschriften wurden entspre-
chend den Daten aus Tgb. 6.1 auf Sgite] 115 erstellt. Wir benutzen das TRG-Modell (ohne
geographische Informati@zur Berechnung der Netzparameter und wéhlen bei gleichblei-
bendem Empfangsschwellwert die Sendeleistung so, dass sich eine Reichweite zwischen 50m
und 400 m ergibt.

Um Last zu erzeugen, wahlt jedes Fahrzeug zu Beginn des Szenarios zufallig einen Kommuni-
kationspartner aus und sendet wahrend der gesamten Szenariodauer jede Sekunde eine Nach-

2lwie in Abschnit gezeigt, ist die Verwendung von geographischer Information fiir Szenarien in einer Stadt
empfehlenswert. Wir verwenden trotzdem das TRG-Modell ohne geographische Information, um die Messergeb-
nisse mit Simulationsergebnissen von ns-2 vergleichen zu kdnnen.



6.5. BEISPIEL EINER MESSUNG IM NET-SYSTEM 127

richt mit 64 Byte Nutzlast an dieses Fahrzeug. Wir messen sowohl die Zustellrate als auch
die durchschnittliche Pfadlange der Nachrichten. Abb.]6.12 zeigt die Ergebnisse der Messung
zusammen mit den Ergebnissen aus der Simulation mit ns-2.

1 T T 3
Messung —+— oy //'X\)
| Simulation --->--- o7 g 25 v RSN
08 e (_'55 /// %,
o X & 2 X
c 0.6 o o //
T ¥ S 15 i
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0.2 s 5 Messung —+—
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— 0 1
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Reichweite Reichweite

Abbildung 6.12: Zustellrate und durchschnittliche Pfadlange des GLBR-Protokolls nach Simu-
lation mit ns-2 und Messung IRET-System

6.5.4 Fazit

Die Ergebnisse aus Messung und Simulation dirfen nicht leichtfertig verglichen werden, da
die untersuchten Testsubjekte nicht identisch sind: Die MessungBEmSystem misst die
Leistung dedmplementierungles GLBR-Protokolls in einem realen System mit emulierten
Netzeigenschaften, wahrend die Simulation die Leistung euellsdes GLBR-Protokolls

in einer simulierten Umgebung misst. Unser wichtigstes Fazit aus den Messungen in diesem
Abschnitt ist, dass es mit unserem Emulationssystem erstmals mdglich istpmlEmentie-

rung eines solchen Protokolls im Labor unter wiederholbaren Bedingungen zu analysieren. Mit
keiner anderen Analysemethode war dies bisher mdglich, insbesondere auch nicht mit einem
simulativen Ansatz.

Unter Beachtung der methodischen Besonderheit dieses Vergleichs lassen sich trotzdem eini-
ge Schliisse aus dem Vergleich der Messergebnisse ziehen: Die Implementierung des GLBR-
Protokolls zeigt qualitativ und quantitativ ein @hnliches Verhalten, wie es vom Simulationsmo-
dell vorhergesagt wurde. Der Vergleich der Zustellrate zeigt, dass die Implementierung stets
etwas unter der Leistung des Simulationsmodells liegt, was durch die idealisierenden Annah-
men im Simulationsmodell erklart werden kann. Wenn man davon ausgeht, dass die Funktion
des Simulationsmodells korrekt ist, ist das Leistungsverhalten der Implementierung ein Anzei-
chen flr deren korrekte Funktion, wenn auch natirlich kein Beweis.

AufRerdem ist die weitgehende Ubereinstimmung der Ergebnisse von Simulation und Messung
auch ein Indiz daftir, dass dBET-System in der Lage ist, ein typisches, fur Simulationen ver-
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wendetes Netzszenario so nachzubilden, dass damit die Untersuchung einer Implementierung
eines Protokolls moglich ist.

An dieser Stelle ist ausdriicklich darauf hinzuweisen, dass aus dem Vergleich der Ergebnisse
aus Simulation und Messung keinesfalls @nalitatsunterschieder beiderMethodenSimu-

lation und Messung in emulierter Umgebung abgeleitet werden kann. Vielmehr sind Simula-
tion und Messung stets als komplementéare Methoden zur Untersuchung verwandtan-aber
terschiedlicherTestsubjekte zu verstehen, und daher gleichberechtigte Analysemethoden fir
verschiedene Anwendungsfelder bzw. unterschiedliche Arten von Testsubjekten.

Wahrend der Vorbereitung und Durchfiihrung der hier vorgestellten Messungen haben sich
auch wichtiganethodisch&rkenntnisse ergeben: Es ist moglich, dass ein Testsubjekt fur seine
Ausfuhrung auf spezielle Hardware-Komponenten angewiesen ist, die nidkETwBystem
vorhanden sind, wie in diesem Fall das GPS-Gerat. Fur die korrekte Ausfliihrung solcher Test-
subjekte imNET-System ist die Bereitstellung vamulierten Geratenotwendig. Die Emula-

tion von Geréaten, die nicht die Funktion von Netzwerkgeraten haben, gehort jedoch nicht zum
Kern dieser Arbeit und wird im Ausblick (Abschnitt 7.2) nochmals aufgegriffen.

Als weitere methodische Erkenntnis aus den Messungen des GLBR-Protokolls ist anzumer-
ken, dass durch die Ausflihrung des TestsubjektsiTSystem zunachst mehredtenktionale
Fehlerin der Implementierung entdeckt wurden, die in vorigen Tests (auf wenigen einzelnen
Rechnern) nicht aufgefallen waren. Erst durch die Ausfiihrung in einer realistischen Netzum-
gebung konnten die Fehler analyisert und behoben werdenNBasSystem, das eigentlich

nur fir die Leistungsanalysgon verteilten Anwendungen und Netzprotokollen gedacht war,
hat sich also auch als wertvolles Werkzeug fiir éemktionstessolcher Anwendungen her-
ausgestellt.

6.6 Zusammenfassung

In diesem Kapitel wurden zunachst wichtige EigenschafterNggsSystems gemessen. Aus

den Ergebnissen wurde klar, dass N&ET-System als Grundlage fiir die Emulation von Netz-
eigenschaften sehr gut geeignet ist. Die Evaluation der zentralen Emulationssteuerung hat ge-
zeigt, dass deren Leistung ausreicht, um Messlaufe von Netzszenarien bis zur MaximalgréRe
desNET-Systems zu steuern. Die Evaluation der verteilten Emulationswerkzeuge hat ergeben,
dass die spezifizierten Netzeigenschaften innerhalb der technischen Grenzen zuverlassig nach-
gebildet werden kénnen. Diese Grenzen wurden identifiziert.

Aus dem Nachweis, dass einzelne Netzverbindungen mit unserem Emulationsansatz realistisch
nachgebildet werden, folgt auch, dass ein emuliertes Netzszenario, das aus emulierten Verbin-
dungen besteht, als Ganzes realistische Eigenschaften hat. Anhand eines durchgangigen Bei-
spiels, der Evaluation eines Vermittlungsprotokolls in einer emulierten MANET-Umgebung,



6.6. ZUSAMMENFASSUNG 129

wurde schlie3lich gezeigt, dass es mit dem von uns entwickelten System erstmals méglich ist,
im Labor Implementierungen von Netzprotokollen in wiederholbaren Messlaufen zu analyise-
ren.
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Resumee

7.1 Zusammenfassung

Fir die Leistungsanalyse von verteilten Anwendungen und Netzprotokollen in verschiedenen
Netzszenarien ist es notwendig, die Eigenschaften von Rechnernetzen zuverlassig in einer Test-
umgebung emulieren zu kénnen. In der vorliegenden Arbeit wurde ein Verfahren zur Emula-
tion von Rechnernetzen entwickelt, das sowohl skalierbar ist, als auch Netze mit gemeinsamen
Medien einschlief3t. Im Folgenden sind die wesentlichen Ergebnisse der Arbeit kurz zusam-
mengefasst.

Zunachst wurde in dieser Arbeit die Methode der Messung in einer emulierten Netzumgebung

motiviert und von den verwandten Analysemethoden — der Simulation und der Messung in einer

Realumgebung — abgegrenzt. Immer dann, wenn nicht die Leistung eines Simulationsmodells,
sondern die eindmplementierungn einem speziellen Netzszenario beurteilt werden soll, gibt

es keine Alternative zu einer Messung. Messungen in einer Realumgebung sind nur dann sinn-
voll, wenn die gewiinschte Netzumgebung verflgbar ist und nur statische Eigenschaften hat.
In allen anderen Fallen ist die Messung in einer Umgebung mit emulierten Netzeigenschaften

die Methode der Wahl, weil nur so die Verflugbarkeit eines beliebigen Netzszenarios, sowie die

Wiederholbarkeit der Netzeigenschaften und damit die Vergleichbarkeit der Ergebnisse ver-

schiedener Messlaufe garantiert werden kann.

Die meisten existierenden Losungen fir die Emulation von Netzeigenschaften betrachten ent-
weder nur die Emulation einer einzelnen Netzverbindung, oder sind durch eine komplett zen-
tralisierte Losungsarchitektur nur fir sehr kleine Szenarien geeignet. Die wenigen Anséatze,
die explizit auch groRere Szenarien einbeziehen, kdnnen nur memabhangigeNetzver-
bindungen nachbilden, und schlie3en damit alle Netztechnologien mit gemeinsamen Medien
aus.

131
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Als mogliche Losungsvorschlage wurden in dieser Arbeit verschie@ectdtekturvarianten

fur eine Testumgebung mit emulierten Netzeigenschaften vorgestellt und bewertet. Fir die viel-
versprechende Architekturvariante mit zentraler Steuerung und verteilten Emulationswerkzeu-
gen wurde dann detailliert die Funktionalitdt eines Emulationssystems mit seinen wesentlichen
Komponenten beschrieben.

Das in dieser Arbeit entwickelte Emulationsverfahren greift auf der logischen Ebene der Siche-
rungsschicht in den Kommunikationsstapel ein. Auf dieser Ebene werden die Bzdisef-
fekteRahmenverlust und Verzégerung durch verteilte Emulationswerkzeuge nachgebildet. Alle
anderen Netzeigenschaften kdnnen auf diese Basiseffekte zurtickgefuhrt werden.

Um Netztechnologien mit gemeinsamem Medium durch verteilte Werkzeuge nachbilden zu
kénnen, wurde zuséatzlich das Konzept datuellen Tragersignaleingefuhrt. Hierbei wer-

den die Eigenschaften eines Rundsendemediums nachgebildet, indem kooperative Emulations-
werkzeuge Rundsendungen zur Signalisierung eines Tragersignals benutzen. Durch diese Si-
gnalisierungen kann jede Werkzeuginstanz lokal ein aktuelles Modell des emulierten gemein-
samen Mediums halten. Auf der Basis dieses Medienmodells kann dann das Verhalten von
Medienzugriffsprotokollen nachgebildet werden.

Die vorgestellte L6sung wurde in vollem Umfang realisiert und existiert nun in Forrnges
SystemsDie wichtigsten Realisierungsaspekte wurden in dieser Arbeit besprochen; auf weiter-
fuhrende Dokumentation wurde an den entsprechenden Stellen verwiesen. Mit ausfihrlichen
Messungen wurde gezeigt, dass das entwickelte System fiir die Emulation von Netzszenarien
sehr gut geeignet ist. Die entwickelten Werkzeuge sind in der Lage, Netzeigenschaften in ei-
nem weiten Parameterbereich realistisch nachzubilden. Mit ETASystem steht nun eine
ideale Testumgebung flr vergleichende Leistungsmessungen von verteilten Anwendungen und
Netzprotokollen zur Verfugung.

7.2 Ausblick

Die in der vorliegenden Arbeit vorgestellte Architektur eines Emulationssystems ist als um-
fassendes Rahmenwerk zu verstehen. BEB-System ist eine mdgliche Realisierung dieses
Rahmenwerks, die an mehreren Stellen erweiterbar ist.

Parameterberechnung

Der Prozess der automatischen Parameterberechnung wurde fiir den konkreten Fall der Berech-
nung von Bitfehlerraten aus Bewegungsvorschriften in einem MANET-Szenario mit WLAN-
Kommunikation realisiert. Die Dampfung und Reflexion der Funkwellen durch Geb&ude wurde
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dabei berlcksichtigt. Viele weitere Effekte, die ebenfalls Auswirkungen auf die Bitfehlerrate
haben kénnen, wurden jedoch vernachlassigt: z.B. die Orientierung der Antennen, die Abschat-
tung durch die Teilnehmer selbst oder durch andere mobile Objekte, aktive Stérquellen, sowie
der Einfluss des Wetters auf die Dampfung. Genauere Berechnungsmodelle kénnen hier die
Qualitat der Parameterberechnung weiter erhéhen, bzw. weitere dynamische Parameter mit ein-
beziehen.

Emulationswerkzeuge

Die entwickelten Emulationswerkzeuge kénnen die spezifizierten Netzeigenschaften im tech-
nisch moglichen Parameterbereich sehr gut nachbilden. Fir die Nachbildung von Medienzu-
griffsprotokollen auf der Basis des virtuellen Tragersignals existieren bereits Werkzeuge fir
IEEE 802.3 (Ethernet) [HMRO03] und IEEE 802.11b (WLAN) [Yan04]. Die Werkzeuge sind
allerdings auf die Nachbildung von Netzen mit diesen Medienzugriffsprotokollen beschrankt.
Fur die Nachbildung von anderen Medienzugriffsprotokollen missen weitere Werkzeuge nach
diesem Vorbild entwickelt werden.

Emulation von zusétzlichen Ressourcen

Manche Testsubjekte bendtigen auRer den Netzwerkgeraten noch weitere Ressourcen, die in
einer Testumgebung entweder Uberhaupt nicht verfligbar sind, oder andere als die gewlinschten
Eigenschaften haben. Fir die Messungen in Absdhnitt 6.5 wurde beispielsweise ein GPS-Gerét
auf den Emulationsknoten benétigt. Die Emulation von solchen zusatzlichen Ressourcen wur-
de in dieser Arbeit nur am Rande besprochen. Neben dem emulierten GPS:-Gerat [HMTRO04]
wurde die prototypische Realisierung einer emulierten Batterie [St604] erstellt, um Testsub-
jekte untersuchen zu kénnen, deren Verhalten vom Batteriestatus abfeiragyy-aware”).

Weitere Ressourcen, von denen es sinnvoll ware, sie in einer emulierten Version in der Testum-
gebung bereitzustellen, wéaren beispielsweise ein Prozessor mit spezifizierbarer Rechenleistung
oder Primar- und Sekundarspeicher mit spezifizierbarer Gré3e und Zugriffsgeschwindigkeit.

Szenariogrolie

In der von uns gewahlten Architektur ist die maximale Anzahl der Knoten in einem emulierten
Netzszenario durch die Anzahl der Knoten der Testumgebung beschrankt; in der derzeitigen
Ausbaustufe deNET-Systems ist also die Emulation von Szenarien mit bis zu 64 Knoten mog-
lich. Durch den Ausbau der Hardware teiST-Systems waren schon mit der jetzigen Architek-

tur grof3ere Szenarien moglich. Die Einflihrung wintuellen Knoterermdglicht allerdings die
Nachbildung von wesentlich grél3eren Szenarien, ohne neue Hardware zu bendétigen. Abhéngig
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von der Leistungsfahigkeit der Emulationsknoten und dem Ressourcenbedarf der Testsubjekte
kénnen auf einem physischen Knoten mehrere virtuelle Knoten eingerichtet werden. Jeder vir-
tuelle Knoten kann dabei einen Knoten in einem Netzszenario reprasentieren. Es muss jedoch
gewahrleistet sein, dass die virtuellen Knoten untereinander mit den im Netzszenario definier-
ten Eigenschaften kommunizieren kénnen und sich dabei nicht gegenseitig in unerwtinschter
Weise beeinflussen. Je nach Effizienz der Knotenvirtualisierung kann die maximale Grol3e der
Netzszenarien durch einen solchen Ansatz um eine bis zwei Gré3enordnungen erhéht werden.
Methoden fir die Emulation von mehreren virtuellen Knoten @aemphysischen Knoten

sind bereits bekannt [MI04, ESHF04], die effiziente und transparente Verbindehgerer
solcher Knoten zu einem sehr grof3en Gesamtszenario ist Thema einer weiterfiihrenden Arbeit
[MHRO5].
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