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Zusammenfassung

Ortsbezogene Anwendungen nutzen die geographische Position des Benutzers, um
ihm darauf mafigeschneiderte Informationen anzuzeigen. Sie gelangen an diese
Informationen mittels ortsbezogener Anfragen, die sie an einen Datenanbieter stel-
len. In dieser Arbeit tritt an die Stelle eines einzelnen Datenanbieters nun eine Inte-
grationsmiddleware, welche die rdumlichen Daten und die Kontextdaten vieler
einzelner Datenanbieter foderiert, so dass daraus ein einziges umfassendes Modell
der Umgebung des Benutzers entsteht. Die Verteilung der Daten auf viele Datenan-
bieter bleibt dabei fiir die Anwendungen transparent, so dass fiir die Anwendungen
der Eindruck bestehen bleibt, als kimen die Daten von einem einzelnen Datenan-
bieter. Dadurch koénnen flexibel und effizient verschiedenste ortsbezogene Anwen-
dungen unterstiitzt werden. Ebenso koénnen Anwendungen von neuen
Datenanbietern profitieren ohne dass sie angepasst werden miissen. Die Datenan-
bieter sind dabei lose gekoppelt, das heifit, sie sind autonom und kénnen sich nach
Belieben in das Gesamtsystem ein- und ausklinken. Ein Datenanbieter geht keine
Verpflichtung ein, Daten liefern zu miissen. Auch kénnen Datenanbieter ihre eige-
nen Daten jederzeit aktualisieren oder erganzen.

Diese Arbeit entstand im Rahmen der Forschergruppe Nexus und des Sonderfor-
schungsbereichs 627 ,Umgebungsmodelle fiir mobile, kontextbezogene Systeme”,
wobei sich die vorliegende Arbeit auf die Konzeption und Umsetzung der Integrati-
onsmiddleware des Nexus-Systems konzentriert. Die wichtigste Charakteristik ist
dabei die Offenheit des Systems fiir neue Daten und Datenanbieter.

Die Arbeit untersucht dabei zum einen, wie eine solche Integrationsmiddleware in
einem solchen Umfeld prinzipiell funktioniert, und wie dabei die Besonderheiten
der Anwendungsdomine zu deren Vereinfachung ausgenutzt werden konnen. Zum
anderen werden Techniken entwickelt, welche die Charakteristika der Anwen-
dungsdomaédne der ortsbezogenen Anwendungen ausnutzen, um die Effizienz der
Integrationsmiddleware zu steigern.

Die Basisarchitektur der Integrationsmiddleware setzt sich aus einer Foderations-
komponente und einem Verzeichnisdienst zusammen. Die Foderationskomponente
hat dabei die selbe Schnittstelle wie die Datenanbieter, wodurch sich Gebietsanfra-
gen recht einfach verarbeiten lassen. Die automatische Koordinatentransformation
kann Geodaten, die in unterschiedlichen Koordinatensystemen vorliegen, beispiels-
weise weil sie von verschiedenen Datenanbietern stammen, automatisch in ein adéa-
quates gemeinsames Koordinatensystem umrechnen, so dass diese gemeinsam
verarbeitet und verglichen werden konnen. Die Verteilung der Daten auf mehrere
Anbieter und deren Zusammenfiihrung in der Integrationsmiddleware verursacht
das Phianomen der Mehrfachreprdsentationen, weshalb das Datenmodell Mehr-
fachattribute unterstiitzen muss. Die dadurch herbeigefiihrte Komplexitdtssteige-
rung muss entsprechend in der formalen Definition der Anfragesemantik
beriicksichtigt werden und fiihrt zu vier paarweise dualen Semantikvarianten.

Des Weiteren werden einige Konzepte vorgestellt, um mittels der Charakteristika
der Anwendungsdomine die Effizienz der Anfrageverarbeitung zu steigern. Um
die Vollstandigkeit und Korrektheit von Anfrageergebnissen, die Mehrfachrepra-
sentationen enthalten, garantieren zu konnen, miissen diese zwingend mit speziel-
len Relationenobjekten verkniipft sein, damit der hierzu entworfene Algorithmus
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die Einzelteile bei der Behandlung von Mehrfachreprdsentationen zusammentragen
kann. Gegeniiber der Garantie freien Verarbeitung von Anfragen kénnen hierbei
zusatzliche Interaktionen mit den Datenanbietern notwendig werden.

Der Ortsbezug der Daten und Anfragen wird bei der Verarbeitung foderierter
Nachbarschaftsanfragen ausgenutzt. Durch eine iterative Vorgehensweise und eine
geschickte Wahl der parallel angefragten Datenanbieter konnen sowohl die Ant-
wortzeit als auch der Aufwand optimiert werden.

Bei der orts- und typbezogenen Anfrageverarbeitung werden bekannte Indexver-
fahren geschickt konfiguriert, um eine kombinierte Indexstruktur in den raumli-
chen Dimensionen und der Typdimension zu erhalten, um so die typischen
Anfragen noch effizienter verarbeiten zu kénnen.

Schliefilich werden Mechanismen entwickelt, um beliebige domanenspezifische
Funktionalitdten in die Anfrageverarbeitung integrieren zu kénnen. Die funktiona-
litditen konnen dort zum einen vom direkten Zugriff auf das Umgebungsmodell
profitieren. Zum anderen schafft dies die Voraussetzungen, um deren Ergebnisse
tiir andere Anwendungen oder Benutzer wiederverwenden zu kénnen.

Insgesamt werden in dieser Arbeit die Grundprobleme geldst, wie sich verteilte
Umgebungsmodelle lose gekoppelter Datenanbieter foderieren lassen, wie ortsbe-
zogene Anfragen in einem solchen Umfeld verarbeitet werden konnen, und wie sich
der Kontextbezug und weitere Spezifika der Anwendungsdoméne zur Steigerung
der Leistung und Effizienz ausnutzen lassen.



Summary

Location-based applications leverage the user’s position in order to tailor the pre-
sented information to his current location. Those applications retrieve such infor-
mation by issuing spatial queries to a data provider. In this thesis, we replace the
single data provider by an integration middleware that federates the spatial data
and the context data of many data providers leading to a single, extensive model of
the user’s environment. The distribution of the data across several data providers
remains transparent for the applications, so that they still perceive the data to origi-
nate from a single data provider. The data providers are loosely coupled, meaning
that they remain autonomous and that they may enter and leave the federation
whenever they like. A data provider has no obligation to supply any data, but it has
the opportunity to update or supplement its own data at any time. The core integra-
tion concept is a common, global data model, which targets the entire application
domain and not just a single application. This allows to support very different loca-
tion-based applications in a flexible and efficient way, and encourages data reuse by
diverse applications. Also, applications may profit from new data providers with-
out having to be modified.

The contents of this thesis has been developed in the context of the research group
Nexus and the center of excellence 627 , context models for mobile, context-aware
systems”. This thesis focuses on the concepts and implementation of the Nexus sys-
tems’s integration middleware. The system’s most important characteristic is its
openness for new data and new data providers.

In this thesis, we investigate the architectural basics of such an integration middle-
ware for the above described scenario and stress the simplifications that arise by
leveraging the specifics of the application domain. Furthermore, we develop tech-
niques that increase the integration middleware’s efficiency by considering the
characteristics of the application domain of location-based applications.

The integration middleware’s basic architecture comprises a federation component
and a discovery service. The federation component features the same interface as
the data providers. Hence, the query engine for processing spatial queries can be
very simple and forward the queries to the relevant providers obtained from the
discovery service. The integration of the returned results can be as simple as concat-
enating the individual results and merging the data corresponding to the same real
world entity. Automatic coordinate transformations transform spatial data with dif-
ferent coordinate systems originating from different data providers into a common
coordinate system, which is prerequisite for processing spatial predicates and for
applying spatial operators. The distribution of the data across several data provid-
ers and the merging of this data in the integration middleware leads to the phenom-
enon of multiple representations. Therefore, the data model needs to support multi
attributes. At the same time, this increases the complexity of data processing, which
has to be reflected in the formal definitions of the query semantics and which leads
to four pairwise complementary variants of the query semantics.

Furthermore, we present concepts to make query processing more efficient by lever-
aging the characteristics of the application domain. In order to ensure the complete-
ness and correctness of query results containing multiple representations, those
multiple representations need to be linked by special relationship objects. This
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allows the proposed query processing algorithm to collect all distributed parts of a
multiple representation. Compared to a best effort processing approach that does
not guarantee anything, additional interactions with data providers may become
necessary.

We exploit the location-awareness of data and queries when processing federated
nearest neighbor queries. By using an iterative approach and by cleverly determin-
ing the set of data providers addressed in parallel in each iteration we optimize
response time and effort at the same time.

We have developed a location and type-aware query processing engine that clev-
erly configures well known indexing approaches in order to obtain an index struc-
ture that combines the spatial and type dimension. This allows to process typical
queries more efficiently.

Finally we have developed mechanisms that allow to integrate arbitrary domain-
specific functionality into the query engine. Such functionality has the advantage of
being able to directly access the context model. Additionally, the integration into
the query engine is a prerequisite for reusing intermediate results for other users or
applications.

To put it in a nutshell, this thesis addresses the basic problems of federating distrib-
uted context models of loosely coupled data providers, of processing location-based
queries in such an environment, and of exploiting context information and other
specifics of the application domain for increasing performance and efficiency.

In the following, we detail on the major contributions of this thesis.

Architecture

The architecture of the Nexus system [NGS+01, SHG+04, MNG+05] is structured
into three tiers: data providers, integration middleware, and applications, which
mostly run on mobile devices. As the Nexus system aims at being flexible and open,
the integration middleware needs to cope with dynamically changing configura-
tions of data providers. The key integration concept is a common data model
[Nick05] that provides the required interoperability between applications and data
providers, and that is tailored to the requirements in this open environment. It is
accompanied by a specific data exchange format that supports multi attributes and
multi types, and by a specific query language that is tailored to the needs of typical
context-aware applications. There, simple selection and projection query capabili-
ties suffice.

A data provider stores a local context model which represents a part of the real
world as seen from the provider’s perspective. Hence, a data provider is quite simi-
lar to a web server in the world wide web. For being integrated into the Nexus sys-
tem, a data provider has to satisfy two requirements. First, it needs to provide a
specific query interface, that takes the specific query language as input and that
returns the results in a specific data exchange format. This implies that the pro-
vider’s data is structured according to the common data model. Secondly, the data
provider needs to register at the discovery service and provide its service area and a
list of the stored object types. This is the prerequisite for being considered in feder-
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ated query processing. Depending on the characteristics of the stored data, a data
provider has several options for implementing its service [GBH+05].

The integration middleware consists of the federation component and the discovery
service. The federation component connects applications and data providers. As it
does not store any data itself, it can be easily duplicated in order to support more
users. The federation component has the same query interface as a data provider.
Thus, a federation component may also act as a data provider that is connected to a
superior federation component leading to a hierarchy of federation components
[DSB+04]. The federation component employs and executes all the major contribu-
tions of this thesis: federated query processing including federated nearest neighbor
queries, query semantics dealing with multi attributes and multiple representa-
tions, query processing for multiple representations, automatic coordinate transfor-
mations, a type and space conscious query engine, and domain-specific query
operators.

The discovery service, which is the second part of the integration middleware,
keeps track of the currently available data providers. This requires the data provid-
ers to register and deregister at the discovery service. The federation component
uses the discovery service to determine the relevant data providers for a given
query. For this, the discovery service stores a summary of the contents of each data
provider. This summary consists of the data provider’s service area and of the list of
object types of the objects stored there. This is due to the characteristics of typical
queries of context-aware applications restricting the qualifying objects at least by
type and location. Hence, the discovery service is a spatial directory as well.

The location-based or context-aware applications typically run on mobile devices.
They may access the Nexus system in three different ways. First, they may issue
spatial queries to the federation component in order to get context information on
the user’s surroundings. Secondly, they may register events described by predicates
at the Event Service in order to receive a notification when the event gets triggered,
e.g., when a user enters a building, or when the temperature in a room exceeds a
certain threshold. Thirdly, applications may utilize value-added services in order to
receive preprocessed context data in special formats, like a road map in the format
of an image.

Query Semantics

The semantics of a query is mainly determined by two orthogonal aspects: how to
process multi attributes and how to process missing attributes, the latter ones being
comparable to NULL values in a database. When processing multi attributes a pred-
icate can be evaluated to true, either if at least one of the attribute’s instances satis-
fies the predicate (Exist-semantics), or if all instances satisfy the predicate (All-
semantics). The result of a predicate with no corresponding attribute instances may
either be true (Weak-semantics) or false (Strict-semantics). The semantics of a query
is always determined by combining both aspects.

We formally define the foundations for processing queries that consist of several
booleanly linked predicates. The query engine may either process the predicates
individually and combine their results using set operations, or it may process the
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entire boolean expression in a single step. This choice provides opportunities for an
optimizer. Special attention has to be paid to processing negations, which may lead
to inverting the semantics in order to compute them constructively.

Federated Nearest Neighbor Queries

The concept of federated nearest neighbor queries (FNNQ) deals with processing
nearest neighbor queries in a federation of loosely coupled data providers storing
spatial data. We present the FNNQ algorithm [SIG+04] for processing such queries,
describe several variants and compare them using experiments. The algorithm aims
at optimizing the number of queries sent to the data providers by dynamically
enlarging and shrinking the query area, which determines the set of data providers
that are relevant at a certain state of the algorithm. Compared to previous
approaches we leverage additional parameterization options: we control the degree
of parallelity and we determine the relevant data providers using their service area
and a global estimate of the object density. This leads to considerable performance
improvements. By adapting the algorithm’s parallelity we can trade in response
time for resource consumption. Our experiments show that the variant using
remote nearest neighbor queries, a global estimate of the object density, and 1+log
threads achieves the best overall performance. The approaches from literature may
be employed to implement the local processing of nearest neighbor queries at a data
provider. Still, the FNNQ algorithm can do without remote nearest neighbor que-
ries as well, and use remote window queries instead. The performance degradation
is measurable, but not drastic. To put it all together, our discussion on processing
nearest neighbor queries in a federated environment considerably extends the cur-
rent knowledge on nearest neighbor queries.

Multiple Representations

Multiple representations are objects representing the same real world entity at dif-
ferent data providers. By combining these distributedly stored representations into
a single object we can get a more complete picture of the entity. This problem has
been addressed previously in the area of data integration, and several generic as
well as specific solutions have been proposed for detecting and merging duplicates
or for resolving conflicts, see, e.g., [BINa05]. However, the specific problems per-
taining to federated query processing if the data remains at the original data
sources have not been investigated so far.

Our analyses show that the processing of multiple representations considerably
increases the processing effort, especially if the data used to determine the qualify-
ing objects is distributed across several data providers, and if, at the same time, the
result set has to be correct and complete. In the result set, a multiple representation
is supposed to appear as a single object, that contains the data of all original repre-
sentations. Three issues cause the additional processing effort. First, the federation
component needs to adapt the semantics of the queries forwarded to the data pro-
viders. The data providers return more representations which are possibly dis-
carded in the federation component. Secondly, the federation component may need
to fetch special relationship objects and missing representations from the data pro-
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viders in two additional steps. Finally, queries in Exist-semantics need to be trans-
formed into a disjunction of single predicates in order to guarantee the result set’s
completeness. This is quite unfavorable as the Exist-Strict-semantics is the most
intuitive and therefore most frequently used semantics. Another requirement for
producing complete and correct result sets is the existence of the special relation-
ship objects for all multiple representations. Other duplicate detection methods
might not receive all representations if they do not qualify by themselves for the ini-
tially forwarded query. The presented algorithm requires additional effort for pro-
cessing regular objects as well, as the algorithm cannot distinguish them from
multiple representations in advance.

We can accelerate the processing if we do not require complete and correct result
sets. Then, it is sufficient to execute the algorithm’s first step which retrieves only
those representations that match the initially forwarded query. No special relation-
ship objects are exploited, and no missing representations are fetched. As a conse-
quence, the result set may contain incomplete objects, duplicates and false
positives. However, the false positives are incomplete objects as well, and the false
positive’s part contained in the result set actually satisfies the query. Missing spe-
cial relationship objects lead to similar consequences.

Type and Space conscious Main Memory Query Engine

The type and space conscious main memory query engine exploits the characteris-
tics of typical queries, which contain spatial predicates and predicates restricting
the type of the returned objects [SGNMO06]. Many components of the Nexus system
may employ such a query engine. In each usage scenario the query engine is sup-
posed to achieve response times of about ten milliseconds. Both aspects advocate
for a main memory approach.

In order to determine the query engine’s internal data structure we investigate four
approaches ranging from separate indexes on type and geometry over combinations
of spatial indexes to a single multidimensional index. In the latter approach we
evaluate different strategies for mapping an object type to a value in the type
dimension. Our experiments show that the best internal data structure depends on
the constraints derived from the usage scenario. Therefore, the query engine needs
to be flexible and allow to easily change the internal data structure. Averaged
across all usage scenarios, the approach using a spatial index per type yields the
best performance. Without a suitable parameterization the initially favoured
approach using a single multidimensional index does not perform very well. Still,
most previous approaches from literature neglect this parameterization issue. We
show that by using the type mapping variants presented in this thesis and by using
a proper range for the mapped values the performance can be increased substan-
tially. Yet, the type mapping range needs to be fixed initially and cannot be altered
later on without rebuilding the entire index. The best type mapping variant is the
one that distributes the mapped values according to the relative frequency of the
corresponding type. This variant depends on additional statistics on the frequency
of object types. However, even using these parameterization tweaks the approach
using a single multidimensional index is in most cases about 10 to 20 percent behind
the approach that cleverly combines ordinary spatial indexes.
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Automatic Coordinate Transformations

A very important building block for context-aware applications, especially in an
open and heterogeneous system landscape, is the capability to process and relate
geometries whose coordinates are given in different coordinate systems. The auto-
matic transformation of coordinates into arbitrary coordinate systems [SHGNO04]
facilitates the usage of existing data, as they do not need to be transformed into a
suitable coordinate system in advance. It also facilitates surveilling new data, e.g.,
by defining a local coordinate system that is specifically tailored to the building
whose rooms should be added to the context model. We categorize coordinate sys-
tems into local coordinate systems, projected coordinate systems, and geographic
coordinate systems. Each coordinate system is represented as a node in the transfor-
mation graph. The nodes are connected by transformation rules. The European
Petroleum Survey Group [EPSG04] maintains a database describing the most com-
monly used coordinate systems and the corresponding transformation rules. The
automatic transformation is then composed by the transformations along the short-
est path in the graph between the nodes corresponding to the source and target
coordinate system. Furthermore, each coordinate system is associated with an area
of use, which has to be considered when looking for a common coordinate system
for jointly processing two geometries. The geometries of arbitrary objects in the con-
text model may now be processed jointly. This is an important foundation ensuring
the interoperability of the context data and ensuring the integration middleware’s
flexibility.

Domain-specific Query Operators

One of the major requirements of the integration middleware of the Nexus system is
to integrate domain-specific query operators into query processing. Such operators
are supposed to provide frequently used functionality, which applications can build
upon and thus need not implement themselves. Additionally, applications may
leverage complex and resource consuming functionalities, which would be over-
charging a typical mobile device. Processing domain-specific query operators in the
integration middleware allows to exploit synergies. The operators may access the
context model very quickly and efficiently, allowing them to reduce response times
and to better respond to the user’s context. Furthermore, the integration middle-
ware may cache the results of such operators and reuse them when processing que-
ries for other users or applications. Domain-specific query operators extend far
beyond the processing capabilities of traditional database systems. We investigate
two types of operators: value-added services and result set enhancement operators.

Value-added services typically run in the federation component [NGS+01]. How-
ever, they are not part of the query processing itself. Value-added services offer
their own, proprietary interface, which is specifically tailored to the provided func-
tionality. Value-added services use the federation component’s query processing
capabilities for accessing the context model. Additionally, they may inquire other
data sources as well. Typical value-added services are the navigation service, which
computes a route between given start and end points, and the map service, which
draws a map with buildings, roads, and other points of interest and returns the map
as an image or as vector graphics.
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The federation component executes result set enhancement operators as part of the
regular query processing [NGS+01]. Such operators process the data fetched from
the data providers before it is sent to the applications. Result set enhancement oper-
ators come in two flavors: aggregating operators and transforming operators.
Aggregating operators accept several result sets as input and return a single, new
result set. Each input result set contains the data of one data provider. Aggregating
operators typically merge the data of several objects in the input result sets into a
new object, which is added to the output result set. An example for an aggregating
operator is the conflation operator, which merges the road objects of overlapping
road data sets into a single road network.

Transforming operators do only have input result sets, but no output result set. The
data is changed in place, so that the input result sets serve as the output result sets
at the same time. Transforming operators typically change only specific aspects of
an object, so that copying the entire object is an unnecessary overhead. An example
for a transforming operator is the generalization operator, which simplifies the floor
plans of buildings.

Conclusion

In this thesis, we investigated the processing of spatial queries in loosely coupled
federated systems and implemented the results of our investigations in the Nexus
system. We designed the Nexus system’s architecture to best satisfy the imposed
requirements. We analyzed the query processing in the federation component on
the one hand focused on the interactions between the components of the Nexus sys-
tem, and on the other hand focused on the internal processing in the federation
component. In the course of this thesis, we solved the basic problems of federating
distributed context models of loosely coupled data providers, of processing spatial
queries in such an environment, and of exploiting the context-awareness and other
specifics of the application domain for increasing efficiency and performance.

The presented concepts addressing the interactions between the components of the
Nexus system take care of the data providers” autonomy by using the discovery ser-
vice for determining the relevant providers. We presented concepts to integrate the
data of different providers and to make the data’s distribution transparent for the
applications. Processing queries is simpler and more efficient by leveraging the spe-
cifics of the application domain like the context-awareness of the applications and
of their queries. The discovery service exploits this when determining the relevant
providers. When processing window queries, all relevant data providers may be
inquired in parallel. When processing federated nearest neighbor queries we derive
a suitable query area from the query’s context. Relationship objects for linking mul-
tiple representations may store a position for easier location-based retrieval. Hence,
we presented efficient concepts addressing the interaction between components of
the Nexus system when processing federated queries.

The concepts addressing the internal processing of queries within the federation
component exploit the specifics of the application domain as well. The type and
space conscious main memory query engine exploits the characteristics of typical
queries that contain spatial predicates and type predicates. Automatic coordinate
transformations enable the processing of heterogeneous geodata. Value-added ser-
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vices and result set enhancement operators allow to integrate domain knowledge
and specific functionalities into query processing. Hence, we thoroughly discussed
the internal processing of queries in the federation component and presented con-
cepts to increase performance and efficiency.

The majority of the concepts presented in this thesis have found the acceptance of
peer reviewers and have been published at international conferences. The Nexus
system’s basic architecture and overall concept is described in [NGS+01, SHG+04,
MNG+05]. We present federated nearest neighbor queries in [SIG+04]. We describe
automatic coordinate transformations in [SHGNO04]. We present ideas for the coop-
eration of federation components in order to improve the management of mobile
objects in [DSB+04]. We describe the pros and cons of different implementations for
providing a local context model in [GBH+05]. In [HKNSO05] we present an extension
of the data model for representing meta data. The type and space conscious main
memory query engine is explained in [SGNMO06].

Most of the concepts presented in this thesis have been implemented in the proto-
type of the Nexus system, so that applications and other components may now
leverage them. The implementation of the federation component was shown at an
international conference [NGS03] and at the inspection of the center of excellence
627 in June 2006. The interfaces and data exchange formats are defined in [BDG+04].
Numerous other implementation details are documented in technical reports. Thus,
this thesis provides an important foundation for further research conducted by the
project partners in the Nexus-project.



Einleitung

Ortsbezogene Anwendungen (engl. location based services, LBS) erfreuen sich in
den letzten Jahren wachsender Beliebtheit und die Umsetzung in Produkte fiir den
Endverbraucher schreitet unauthorlich voran. Die Anwendungen nutzen die geo-
graphische Position des Benutzers, um ihm darauf mafigeschneiderte Informatio-
nen  anzuzeigen.  Typische  Vertreter  solcher = Anwendungen  sind
Navigationssysteme oder Touristenfiihrer [AAH+97, CDM+00], um nur die bekann-
testen zu nennen. Diese stellen meist Umgebungskarten, Navigationshinweise und
Auskiinfte iiber besonders interessante Orte bereit. Diese Anwendungen stellen
rdumliche Anfragen an eine Datenhaltungskomponente, um an die relevanten
Informationen zu gelangen. Dabei spielt der Aufenthaltsort des Benutzers direkt
oder indirekt eine zentrale Rolle, wenn beispielsweise der Kartenausschnitt auf den
Benutzer zentriert wird oder wenn die ndchstgelegenen Hotels gesucht werden.
Einen Schritt weiter gehen Anwendungen im Bereich des Pervasive Computing, wo
sintelligente” Alltagsgegenstidnde miteinander kommunizieren und zusammenar-
beiten, um einem Benutzer Dienste und Informationen bereitzustellen. Zuséatzlich
zu der impliziten Interaktion mit dem Benutzer beziehen solche Anwendungen
auch die Umgebung (Wo sind Tiiren? Welche Ausgabegerite sind in der Ndhe?)
und die Tatigkeit des Benutzers (Befindet er sich in einer Sitzung? Kann er gerade
gestort werden?), den sogenannten Kontext, in ihre Berechnungen mit ein und pas-
sen ihr Verhalten entsprechend an. Typische Vertreter solcher kontextbezogenen
Anwendungen sind Gebdudeinformationssysteme und intelligente Umgebungen
[BaKi01l, CKWO01, KOA+99]. Dennoch stellt auch hier die Position des Benutzers
einen sehr wichtigen, wenn nicht gar den wichtigsten, Teil des Kontexts dar.
Zusammen mit anderen rdumlichen Daten wie beispielsweise digitalen Kartenda-
ten, Gebdudemodellen oder markanten Punkten ergeben die Kontextdaten ein
Umgebungsmodell, das die Umgebung eines Benutzers digital nachbildet, damit
diese von Anwendungen verarbeitet werden kann.

1.1 Status Quo

Bisher wurden schon eine Reihe von Systemen und Infrastrukturen vorgeschlagen,
die solche Anwendungen unterstiitzen und deren Entwicklung vereinfachen. Diese
zielen jedoch iiberwiegend auf sehr eng abgesteckte Anwendungsgebiete wie die
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Verarbeitung von Kontextdaten, die von Sensoren stammen [SDA99], ein Touristen-
informationssystem [CDM+00] oder die Verwaltung von Positionsinformationen
[STMO00]. Zudem sind die Systeme recht unflexibel wenn neue Dienste hinzugefiigt
werden sollen oder wenn neue Umgebungsinformationen wie Kartendaten oder
Informationen tiber Sehenswiirdigkeiten verfiigbar werden. Selbst wenn eine solche
Erweiterung fiir eine bestimmte Anwendung funktioniert, dann heifst dies noch
lange nicht, dass auch andere Anwendungen davon profitieren kénnen. Auch ist
eine Interaktion zwischen verschiedenen Anwendungen, z. B. in Form eines Aus-
tauschs von Identitdten, Orten oder Zustdnden, nicht moglich, wenn nicht beide
Anwendungen ihre Kontextdaten in {ibereinstimmender Weise reprdsentieren.

Fiir den Bereich der ortsbezogenen Anwendungen existieren schon einige kommer-
zielle Losungen, die von Betreibern von Mobilfunkportalen oder auch in Fahrzeug-
navigationssystemen genutzt werden. Diese LOosungen basieren auf rdumlichen
Daten, die typischerweise von einem Datenlieferant eingekauft werden und die fiir
die beabsichtigte Anwendung speziell aufbereitet werden. Viele Daten werden von
Hand erfasst, angepasst, aufbereitet oder aktualisiert, was diese Daten teuer macht.
Als Folge davon wird der Zugriff auf die Daten stark eingeschrdankt. Zahlende Kun-
den konnen die Daten ihres Datenanbieters nutzen, aber auch eben nur diese. Meist
enthalten solche Systeme keine umfassenden Informationen, wie z. B. alle Hotels in
einem Stadtteil, sondern nur Informationen von Vertragspartnern. Durch das zen-
tralisierte Betreiberkonzept gestaltet sich die Aktualisierung des Datenbestands
und die Erweiterung um neue Informationen und insbesondere um neue Informati-
onskategorien recht schleppend.

1.2 Zielsetzung

Demgegeniiber entsteht im Nexus-Projekt [NGS5+01] eine offene Plattform, die ein
umfassendes Umgebungsmodell verwaltet. Das Nexus-System foderiert die rdumli-
chen Daten und die Kontextdaten vieler einzelner Datenanbieter, um flexibel und
effizient verschiedenste ortsbezogene Anwendungen unterstiitzen zu kénnen. Die
Datenanbieter sind dabei lose gekoppelt, das heifst, sie sind autonom und kénnen
sich nach Belieben in das Nexus-System ein- und ausklinken. Ein Datenanbieter
geht keine Verpflichtung ein, Daten liefern zu miissen. Auch kénnen Datenanbieter
ihre eigenen Daten jederzeit aktualisieren oder ergdanzen. Die Interoperabilitat zwi-
schen Anwendungen und Datenanbietern wird durch ein global festgelegtes, doma-
nenspezifisches Schema, sowie durch darauf aufbauende Schnittstellendefinitionen
und Datenaustauschformate gewdhrleistet. Das System kann dabei leicht um
zusdtzliche Datenanbieter und Informationskategorien erweitert werden. Die Grun-
didee der Foderation besteht darin, dass eine Integrationsmiddleware die Vertei-
lung der Daten auf viele Datenanbieter transparent fiir die Anwendungen macht, so
dass fiir diese der Eindruck eines einzigen umfassenden Umgebungsmodells ent-
steht, das an einer zentralen Stelle verwaltet wird, obwohl tatsachlich die Daten bei
den Anbietern verbleiben. Anwendungen kénnen von neuen Datenanbietern profi-
tieren ohne dass sie angepasst werden miissen. Sie sind weniger abhdngig von ein-
zelnen Datenanbietern und funktionieren weiter, wenn einer verschwinden sollte.

Derzeit gibt es keine Technologie, um eine umfassende Integration der Daten belie-
big vieler im voraus unbekannter Datenanbieter in generischer Weise zu erreichen.
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Der in dieser Arbeit verfolgte Losungsansatz zielt auf die Erstellung einer spezifi-
schen Integrationsmiddleware, die auf eine bestimmte Anwendungsdomaine (wie
z. B. Biologie, e-business oder wie in dieser Arbeit ortsbezogene Anwendungen)
zugeschnitten ist. Anwendungen einer Domaéne strukturieren und verarbeiten ihre
Daten auf sehr dhnliche Weise, so dass eine doméadnenspezifische Integrationsmidd-
leware diese Gemeinsamkeiten ausnutzen kann. Durch sorgféltig abgewogene Ein-
schrankungen wie die eines globalen Schemas und einer vereinfachten
Anfragesprache wird es moglich beliebige Anwendungen mit beliebigen Datenan-
bietern iiber ein gemeinsames Datenschema, welches in [DiFe01] auch als ,upper
ontology” bezeichnet wird, zu koppeln. Die Integrationsmiddleware kann doma-
nenspezifisches Wissen nutzen, um eine semantische Datenintegration und weiter-
gehende Funktionalititen anbieten zu kénnen: Erkennung und Verschmelzung von
Duplikaten beziehungsweise Mehrfachreprdsentationen, oder die Generalisierung,
Aggregation oder anderweitige Aufbereitung von Datenobjekten. Komplexe Funk-
tionalitdten, die sonst von einer Anwendung selbst umgesetzt werden miissten,
konnen in die Integrationsmiddleware verlagert werden. Damit kann die Anwen-
dungsentwicklung komfortabler gestaltet werden, die Funktionalititen konnen effi-
zienter ausgefiihrt werden und die Ergebnisse konnen fiir andere Benutzer und
andere Anwendungen wiederverwendet werden. Daten werden nicht mehr nur von
einer speziellen Anwendung genutzt, sondern gleichzeitig von vielen verschiede-
nen Anwendungen. Umgekehrt ist eine Anwendung nicht mehr auf einen einzigen
Datenanbieter beschriankt, sondern kann die Daten vieler verschiedener Anbieter
nutzen, die sich gegenseitig ergdnzen.

Dies geht auch weit iiber die Fahigkeiten von Suchmaschinen im Web, wo die
Inhalte fiir einen menschlichen Leser optimiert sind, und des Semantic Web Ansat-
zes, wo Webseiten mit zusédtzlichen semantischen Informationen angereichert sind,
hinaus. Nach der Vision des Semantic Web wandelt sich das Web der Seiten hin zu
einem Web der Objekte. In dieser Vision wird die automatische Verarbeitung von
Informationen im Web angestrebt. Nicht behandelt wird das Problem, dass die
Informationen tiber viele Datenanbieter verstreut sind. Das Auffinden und Verar-
beiten der richtigen Informationen bleibt eine miihevolle Aufgabe, die typischer-
weise von automatischen Softwareagenten durchgefiihrt wird. Dennoch muss ein
solcher Softwareagent wissen, wo er suchen soll, und er muss die verschiedenen
Schemata der Datenanbieter kennen, was den Automatismus und die Interoperabi-
litdt stark einschréankt.

1.3 Beitrag

In dieser Arbeit wird die Konzeption der Integrationsmiddleware des Nexus-Sys-
tems vorgestellt, siehe Abbildung 1. Verschiedene Aspekte der Anfrageverarbei-
tung werden detailliert untersucht und konkurrierende Ansdtze, wo vorhanden,
experimentell verglichen. Dabei werden insbesondere die folgenden Grundpro-
bleme betrachtet:

e Wie lassen sich die verteilten Umgebungsmodelle der lose gekoppelten
Datenanbieter so zusammenfiihren bzw. foderieren, dass fiir die Anwendung
der Eindruck entsteht, dass alle Daten zentral verwaltet werden?
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Ortshezogene Kontextbezogene
Anwendung Anwendung
Nexus Plattform Integrationsmiddleware Globales
Foderation, Anfrageverarbeitung, Umgebungsmodel
Offenheit, Domanenspezifika
Lokales
Ortsbezogener Ortsbezogener Umgebungsmodell

Datenanbieter Datenanbieter

Abbildung 1: Integrationsmiddleware des Nexus-Systems

¢ Wie baut man eine ortsbezogene Anfrageverarbeitungskomponente in lose
gekoppelten, foderierten Systemen?

* Wie lasst sich die Leistung und Effizienz einer Féderationskomponente durch
Ausnutzen von Spezifika der Anwendungsdoméne wie beispielsweise des Kon-
textbezugs steigern?

Diese Arbeit entstand im Rahmen der Forschergruppe Nexus und des Sonderfor-
schungsbereichs 627 ,Umgebungsmodelle fiir mobile, kontextbezogene Systeme”.
Waihrend sich die vorliegende Arbeit auf die Konzeption und Umsetzung der Inte-
grationsmiddleware konzentriert, werden im Nexus-Projekt zahlreiche weitere The-
men bearbeitet, wie beispielsweise der Entwurf des Umgebungsmodells [Nick05],
die effiziente Verwaltung stationdrer Objekte [GBH+05] sowie mobiler Objekte
[LeRo02], der ereignisbasierte Zugriff auf das Umgebungsmodell [BaRo04], die Ent-
deckung und Verarbeitung von Mehrfachreprdasentationen [VoWa04] oder die
Generalisierung von Gebdudegrundrissen [KaFe06], um nur einige zu nennen. Viele
der Wissenschaftler im Projekt haben durch ihre Anforderungen, Anregungen und
Vorschldge zur Integrationsmiddleware beigetragen. Auch deren Implementierung
und Einbettung im Nexus-System waire ohne die Zusammenarbeit im Gesamtpro-
jekt und die Hilfe zahlreicher studentischer Arbeiten nicht moglich gewesen.

1.4 Ubersicht

Die vorliegende Arbeit ist wie folgt strukturiert. In Kapitel 2 werden die Randbe-
dingungen vorgestellt, die sich aus dem Nexus-Projekt ergeben. Dies sind insbeson-
dere die Anforderungen an die Foderationskomponente sowie die Eigenschaften
der zu verarbeitenden Daten und der diese verwaltenden Datenanbieter. Der
grundlegende Foderationsansatz wird in Kapitel 3 vorgestellt. Hier wird die Archi-
tektur des Nexus-Systems beleuchtet, sowie das Datenaustauschformat und die
Anfragesprache vorgestellt. Ebenso werden Aufgaben und Funktionsweise des Ver-
zeichnisdienstes sowie alternative Architekturansdtze diskutiert. In Kapitel 4 wird
das Konzept zur Verarbeitung von Anfragen in der Foderationskomponente
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erstellt. Dabei wird insbesondere der Teil der Anfrageverarbeitung erortert, der die
Interaktion mehrerer Komponenten im Gesamtsystem erfordert. Nachdem die
Semantik von Anfragen formal definiert und die grundséitzliche Vorgehensweise
zur Verarbeitung von Gebietsanfragen vorgestellt wurde, werden verschiedene
Ansdtze zur Verarbeitung von foderierten Nachbarschaftsanfragen miteinander
verglichen. Des Weiteren wird erortert, welche Auswirkungen die Prdsenz von
Mehrfachreprédsentationen im Datenbestand auf die Anfrageverarbeitung hat, und
wie deren Funktionsweise angepasst werden muss, um eine moglichst vollstindige
und korrekte Ergebnismenge zu erhalten. Schliefilich wird die Kooperation benach-
barter Foderationskomponenten als weitere Mafinahme zur Steigerung der Effizi-
enz der Anfrageverarbeitung vorgestellt. Das folgende Kapitel 5 beleuchtet die
Realisierung der Anfrageverarbeitung innerhalb einer Foderationskomponente.
Hierfiir wird zunédchst beschrieben, wie die Daten des Umgebungsmodells in geeig-
neter Weise im Hauptspeicher reprasentiert werden kénnen und wie die charakte-
ristischen Eigenschaften der Anfragen kontextbezogener Anwendungen ausgenutzt
werden konnen, um die Effizienz der Anfrageverarbeitung zu steigern. Solche
Anfragen enthalten hdufig Einschrankungen des Orts und des Typs der gesuchten
Objekte. Anschliefifend wird aufgezeigt, wie rdumliche Daten, die in verschiedenen
Koordinatensystemen vorliegen, trotzdem gemeinsam verarbeitet werden kénnen,
was essentiell fiir die Interoperabilitit zwischen heterogenen Datenanbietern und
Anwendungen ist. SchliefSlich wird gezeigt, wie verschiedene domé&nenspezifische
Funktionalitdten in die Integrationsmiddleware verlagert werden kénnen, um dort
als Teil der Anfrageverarbeitung von vielen verschiedenen Anwendungen genutzt
werden zu konnen. Als Abschluss des Kapitels werden verschiedene Caching-
Ansédtze zum Zwischenspeichern von Ergebnismengen in der Foderationskompo-
nente erdrtert. Eine Zusammenfassung und ein Ausblick in Kapitel 6 beschliefien
diese Arbeit. In jedem Kapitel werden die verwandten Arbeiten jeweils direkt bei
dem zughorigen Verfahren oder Algorithmus diskutiert.
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Randbedingungen

Dieses Kapitel beschreibt die Randbedingungen, die an eine foderierte Anfragever-
arbeitung im Umfeld des Nexus-Systems gestellt werden. Diese Randbedingungen
setzen sich aus drei Teilen zusammen. Zundchst werden die Idee des Nexus-Sys-
tems und mogliche darauf aufbauende Anwendungen in Kapitel 2.1 vorgestellt.
AnschlieSend werden die aus der Nexus-Idee abgeleiteten Anforderungen an eine
Foderationskomponente in Kapitel 2.2 dargelegt. Diese geben die bereitzustellen-
den Funktionalititen und die zu losenden Probleme vor. Schliefilich wird in
Kapitel 2.3 das Datenmodell des Umgebungsmodells erldutert. Dieses legt den Auf-
bau von Objekten fest und bestimmt weitere Charakteristika wie beispielsweise den
Aufbau von Identifikatoren oder die Moglichkeit fiir mehrere Typen und mehrfache
Attributinstanzen.

2.1 Die Nexus-ldee

Das Ziel der Nexus-Plattform [HKL+99] besteht darin, alle denkbaren ortsbezoge-
nen und, allgemeiner noch, kontextbezogenen Anwendungen in generischer Weise
zu unterstiitzen. Dies betrifft zum einen die Entwicklung der Anwendungen und
zum anderen deren Ausfithrung. Unzdhlige Anwendungen, die bisher nur als Insel-
ldsungen existiert haben, wie beispielsweise Fahrzeugnavigationssysteme oder
Museumsfiihrer, sollen nun in einer einzigen offenen Plattform zusammengefiihrt
werden. Die Plattform soll es den Anwendungen ermdoglichen, sowohl allgemeine
als auch anwendungsspezifische Daten abzurufen, um so den Kontext des Benut-
zers zu ermitteln und entsprechend darauf reagieren zu konnen. Ebenso sollen ver-
schiedene Anwendungen miteinander kommunizieren und zusammenarbeiten
konnen. Die Nexus-Plattform ist als eine Middleware konzipiert, die Produzenten
und Konsumenten von ortsbezogenen Informationen zusammenbringt.

Die Grundidee zur Integration der verschiedenen Datenanbieter und Anwendun-
gen besteht darin, dass sie alle eine gemeinsame Sprache sprechen. Diese Aufgabe
erfiillt das globale Umgebungsmodell, das von der Nexus-Plattform bereitgestellt
wird, siehe Abbildung 2. Dieses Umgebungsmodell beschreibt das Umfeld des
Benutzers. Es besteht zum einen aus digitalen Reprdsentationen von Dingen der
realen Welt (reale Objekte) und zum anderen aus virtuellen Objekten, die typischer-
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Abbildung 2: Die Nexus-ldee

weise Verweise auf externe Informationsquellen mit einem bestimmten Ort ver-
kntipfen. Die Nexus-Plattform ermoglicht, dass viele verschiedene Anbieter Daten
bereitstellen konnen, ohne dass eine Anwendung diese Verteilung bemerkt.
Datenanbieter miissen jetzt keinen umfassenden Datensatz mehr bereitstellen, son-
dern konnen sich darauf beschranken, einen kleinen Beitrag zum globalen Umge-
bungsmodell zu leisten, der durch die Beitrdge der anderen Datenanbieter ergédnzt
wird. Jeder Datenanbieter liefert die Daten, fiir die er sich zustandig fiihlt, und die
er damit auch aktuell hilt. Diese Offenheit ist vergleichbar mit dem World Wide
Web, wo auch jedermann Informationen anbieten kann, indem er einen eigenen
Web Server betreibt, oder indem er seine Web Seiten bei einem Web Hoster ein-
stellt. Die Integrationsmiddleware der Nexus-Plattform sorgt dafiir, dass das aus
vielen lokalen Umgebungsmodellen zusammengesetzte globale Umgebungsmodell
nach aufien hin wie aus einem Guss aussieht. Die Verwendung der Daten durch
viele verschiedene Anwendungen hat einen weiteren Vorteil. Gemeinsam genutzte
Daten miissen nur einmal erhoben werden und kénnen dann oft wiederverwendet
werden. Der Aufwand fiir das Erheben der Daten wird durch eine breitere Nutzung
belohnt. Anderungen in der realen Welt kénnen mit Hilfe von Sensoren in das
Umgebungsmodell iibertragen werden. Im Moment ist dies auf simple Messwerte,
wie z. B. der Raumtemperatur oder des Offnungszustands einer Tiir, beschrankt. In
Zukunft soll jedoch auch die Erkennung komplexer Situationen, wie z. B. einer Sit-
zung, als virtuelle Sensoren in das Umgebungsmodell integriert werden [KKN+05].

Zur umfassenden Unterstiitzung der kontextbezogenen Anwendungen gehoren
eine Reihe von Funktionalitdten, die von der Nexus-Plattform bereitgestellt werden.
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Auf die Daten des Umgebungsmodells kann in verschiedener Weise zugegriffen
werden. Eine Anwendung kann Daten direkt mittels einer Anfrage anfordern (pull-
Modus), sie kann sich tiber das Eintreten eines bestimmten Zustands benachrichti-
gen lassen (push-Modus) oder sie kann einen Mehrwertdienst nutzen, der die Daten
in aufbereiter Form, beispielsweise als Pixelbild, liefert. Der Kern dieser Arbeit
beschéftigt sich mit der Umsetzung der ersten Zugriffsmethode. Mehrwertdienste
werden in Kapitel 5.4.1 angesprochen. Die zweite Zugriffsmethode wird im Nexus-
System durch den Event Service bereitgestellt, welcher das Thema einer eigenen
Promotion [BaRo04] darstellt. Des Weiteren bietet die Nexus-Plattform mit GeoCast
einen Dienst, der es erlaubt, Nachrichten an Benutzer zu schicken, die sich in einem
gegebenen Gebiet aufhalten. Fiir die Anbindung der mobilen Endgerdte an die
Nexus-Plattform werden Verfahren entwickelt, die einerseits einen nahtlosen
Wechsel der genutzen Mobilfunktechnologie und andererseits eine Anpassung der
Anwendung je nach zur Verfiigung stehender Bandbreite erlauben.

Eine Reihe von Anwendungen im Nexus-Projekt bauen direkt auf den hier entwi-
ckelten Konzepten und deren prototypischer Umsetzung auf. Das CampusInforma-
tionsSystem [NGS03] erleichtert Besuchern und Studierenden die Navigation auf
dem Campus der Universitdt Stuttgart. Die NexusRallye [NHMMO04] lotst Studien-
anfdnger in einer Art elektronischer Schnitzeljagd iiber den Campus und gibt ihnen
in spielerischer Weise eine erste Einfithrung. Hierbei kann die Erfiillung einzelner
Aufgaben automatisch erfasst werden. Ein System zur Unterstiitzung sensorisch
eingeschrankter Menschen kann mittels des Umgebungsmodells einem Benutzer
mitteilen, auf welchen Gegenstand er gerade zeigt, ob er sich auf eine Kante oder
Treppe zubewegt, oder ob eine Tiir gedffnet oder geschlossen ist [HDTO04]. In der
SmartFactory [BJS04] werden Produktionsprozesse flexibilisiert, indem beispiels-
weise Werkstiicke mit Hilfe des Umgebungsmodells die ndchstgelegene verfiigbare
Maschine fiir den anstehenden Verarbeitungsschritt ermitteln.

Weitere in der Literatur betrachtete Anwendungen wie Touristenfithrer, Museums-
fiihrer, Fahrzeugnavigationssysteme oder ortsbezogene Spiele sowie intelligente
Raume, intelligente Hauser oder allgemein intelligente Umgebungen sind ebenfalls
als Nutzer der Nexus-Plattform denkbar. Eine umfassende Analyse der potentiellen
Anwendungen und deren Anforderungen an das Umgebungsmodell erfolgt in
[Nick05].

2.2 Anforderungen an die Foderationskomponente

Aus der Idee der Nexus-Plattform folgen die folgenden Anforderungen an die
zugehorige Integrationsmiddleware beziehungsweise an deren Foderationskompo-
nente.

¢ Autonomie: Die Datenanbieter sind alle selbstindig. Sie kénnen kommen und
gehen nach Belieben und sie haben keine Verpflichtungen gegeniiber der Fode-
rationskomponente. Insbesondere kann die Foderationskomponente keine
Anpassungen an einem Datenanbieter vornehmen, um diesen besser integrieren
zu kénnen.

— Die Anforderung wird erfiillt durch den Verzeichnisdienst in Kapitel 3.4 und
dessen Nutzung in den Verfahren in Kapitel 4. Die einzige Einschrdnkung



30

Kapitel 2: Randbedingungen

der Autonomie besteht darin, dass sich die Datenanbieter beim Verzeichnis-
dienst mit ihrem Dienstgebiet und den Typen der verwalteten Objekte
anmelden miissen.

Integration: Die Foderationskomponente soll den Anwendungen eine inte-
grierte Sicht auf die verteilten Daten der verschiedenen Datenanbieter bereitstel-
len. Das globale Umgebungsmodell soll wie aus einem Guss erscheinen.
Insbesondere sollen Duplikate beziehungsweise Mehrfachreprasentationen ver-
mieden werden.

— Die in den Kapiteln 4.2 bis 4.4 vorgestellten Verfahren sammeln die Daten
von allen relevanten Anbietern ein, unterschiedliche Koordinatensysteme der
Geodaten werden mit dem Verfahren aus Kapitel 5.3 angepasst, und Mehr-
fachreprdsentationen werden mittels eines in Kapitel 5.4.2 beschriebenen
Ergebnisaufbereitungsoperators verschmolzen.

Transparenz: Anwendungen sollen sich nicht um die verteilte Speicherung der
Daten kitmmern miissen, sondern sollen diese gar nicht bemerken.

— Nach der Nomenklatur aus [BKLW99] wird diese Anforderung wie folgt
erfiillt. Das globale Schema des Umgebungsmodells (Kapitel 2.3) sorgt fiir
Schematransparenz. Die Architektur des Gesamtsystems (Kapitel 3.1) sowie
die verwendeten Schnittstellensprachen (Kapitel 3.2 und 3.3) sorgen fiir
Heterogenitdtstransparenz. Auf einer anderen Ebene sorgen die Hauptspei-
cherreprdsentationen von  Anfragen und Umgebungsmodelldaten
(Kapitel 5.1) ebenfalls fiir Heterogenitdtstransparenz. Die deklarative Anfra-
gesprache (Kapitel 3.3) und der Verzeichnisdienst (Kapitel 3.4) sowie das
Konzept der Objektidentifikatoren (Kapitel 2.3) sorgen fiir Orts- und
Namenstransparenz. Die Anfrageverarbeitungsverfahren aus Kapitel 4 sowie
die Ergebnisaufbereitungsoperatoren aus Kapitel 5.4.2 sorgen fiir Vertei-
lungstransparenz.

Die drei Anforderungen Autonomie, Integration und Transparenz sind zentral in
dieser Arbeit. Foderationsansatz, Foderierte Anfrageverarbeitung und Anfragever-
arbeitung innerhalb der Foderation erfiillen im Zusammenspiel diese Anforderun-
gen.

Anfragetypen: Anwendungen mochten entweder alle Objekte mit bestimmten
Eigenschaften haben, die sich in einem gegebenen Gebiet, beispielsweise in
einem Kartenausschnitt, befinden. Diese Informationsanforderung wird Gebiets-
anfrage genannt. Alternativ mochten Anwendungen die Grofie der Ergebnis-
menge beschrianken, und als Ergebnis diejenigen Objekte mit bestimmten
Eigenschaften erhalten, die den geringsten Abstand zu einem gegebenen Refe-
renzpunkt aufweisen. Beispielsweise mochte eine Anwendung die drei nachst-
gelegenen  Tankstellen in  einer = Auswahlliste  darstellen.  Diese
Informationsanforderung wird Nachbarschaftsanfrage genannt.

— Entsprechende Verfahren zur Verarbeitung der beiden Anfragetypen werden
in den Kapiteln 4.2 und 4.3 behandelt. Die Datenanbieter ihrerseits miissen
mindestens Gebietsanfragen verarbeiten konnen. Nachbarschaftsanfragen
sind fiir Datenanbieter optional aber erwiinscht, da dann die von Anwendun-
gen gestellten Nachbarschaftsanfragen robuster und effizienter verarbeitet
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werden konnen, siehe Kapitel 4.3. Die Semantik von Anfragen wird in
Kapitel 4.1 formal definiert.

Informationsmaximierung: Die Foderationskomponente soll mit allen mogli-
chen Kombinationen von Datenanbietern arbeiten konnen, und soll jeweils das
bestmogliche mit den aktuell verfiigbaren Datenanbietern erzielbare Ergebnis
zuriickliefern.

— Die in Kapitel 4 diskutierten Verfahren sind entsprechend ausgelegt.

Datenaufbereitung: Die Foderationskomponente soll zusédtzliche doméanenspe-
zifische Funktionalitdten zur Aufbereitung der Umgebungsmodelldaten bereit-
stellen oder dynamisch ausfiihren kénnen, um so zum einen die Anwendungen
auf ressourcenschwachen mobilen Endgerdten zu entlasten, und um zum ande-
ren Synergien erzielen zu konnen, indem die Ergebnisse der Berechnungen von
anderen Benutzern oder anderen Anwendungen mitverwendet werden konnen.
Die aufbereiteten Daten werden im selben Format wie nicht aufbereitete Daten
an die Anwendung weitergeleitet und sind im besten Fall von dieser nicht zu
unterscheiden.

— Die in Kapitel 5.4.2 vorgestellten Ergebnisaufbereitungsoperatoren ermogli-
chen die Integration der gewiinschten Funktionalitdt in die Anfrageverarbei-
tung. Derzeit konnen sich iiberlappende Straflendatensdtze verschmolzen
werden sowie Gebdudegrundrisse in ihrem Detailgrad angepasst werden.

Mehrwertdienste: Ahnlich wie bei der Datenaufbereitung sollen haufig und von
vielen Anwendungen benétigte Dienste in die Foderationskomponente verlagert
werden konnen. Mehrwertdienste diirfen jedoch proprietdre Schnittstellen
haben und ihre Ergebnisse in eigenen Formaten zuriickliefern.

— Kapitel 5.4.1 beschreibt die Integration solcher Mehrwertdienste in die
Gesamtarchitektur und in die Anfrageverarbeitung. Hierunter fallen unter
anderem die Berechnung von Navigationsrouten sowie das Zeichen von Kar-
ten.

Neben den bisher genannten funktionalen Anforderungen bestehen auch die fol-
genden nicht-funktionalen Anforderungen:

Effizienz: Anfragen sollen moglichst effizient verarbeitet werden. Bei der Verar-
beitung sollen domédnenspezifische Besonderheiten wie beispielsweise der Orts-
bezug fiir Optimierungen ausgenutzt werden.

— Insbesondere die Verarbeitung foderierter Nachbarschaftsanfragen
(Kapitel 4.3), die orts- und typbezogene Anfrageverarbeitung im Hauptspei-
cher (Kapitel 5.2) sowie die in den Kapiteln 4.5 und 5.5 vorgestellten weiteren
Mafinahmen nutzen den Ortsbezug der Daten und der Anfragen fiir Effizi-
enzsteigerungen. Teilweise wird auch die charakteristische Eigenschaft der
Anfragen ausgenutzt, die zusdtzlich zum Ort hdufig auch den Typ der
gesuchten Objekte festlegen.

Skalierbarkeit: Die Verfahren sollen so konzipiert werden, dass sie viele
Datenanbieter und viele gleichzeitige Benutzer verkraften konnen.

— Die Basisarchitektur ist so ausgelegt, dass Foderationskomponenten beliebig
dupliziert werden konnen, um mehr Benutzer versorgen zu kénnen. Zudem
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wurde die Effizienz einiger Verfahren unter Ausnutzung der Besonderheiten
der Anwendungsdomaéne gesteigert, so dass eine einzelne Foderationskomp-
onente mehr Benutzer bedienen kann.

2.3 Datenmodell

Das Datenmodell und das Schema des Umgebungsmodells wurden festgelegt,
nachdem in [Mess01] eine umfassende Analyse der Anforderungen verschiedener
ortsbezogener Anwendungen durchgefiihrt wurde. Die Details hierzu koénnen
[NiMi04, Nick05] entnommen werden. Dort wird das Umgebungsmodell auch Aug-
mented World Model (AWM) genannt. In der Terminologie der MOF Metadata
Architecture [OMGO05] entspricht das Datenmodell dem Meta-Modell, das Schema
dem Modell und das Umgebungsmodell der Information. Im Folgenden werden die
wesentlichen Aspekte kurz zusammengefasst und anhand des Beispiels in
Abbildung 3 erldutert.
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Abbildung 3: Beispiel eines Objekts im Umgebungsmodell

Die Daten des Umgebungsmodells sind in Objekte strukturiert. Jedes Ding der rea-
len Welt wird als ein eigenes Objekt reprdasentiert, wie beispielsweise das Linden-
Museum in Stuttgart. Natiirlich kann ein Objekt wiederum andere Objekte enthal-
ten. Ein Haus bzw. Museum besteht aus mehreren Raumen, in einem Raum stehen
Mobel. Fiir eine tiefergehende Diskussion solcher Details sei auf [Mess01, NiMi04,
Nick05] verwiesen. Im Wesentlichen bestehen Objekte aus einem Typ, einem Identi-
fikator und einer Reihe von Attributen, wobei bedingt durch die Anwendungsdo-
maéne jedes Objekt mindestens ein Positionsattribut (pos) und ein Grundrissattribut
(extent) enthdlt. Das Positionsattribut wird fiir die einfache Berechnung von
Abstianden und fiir Nachbarschaftsanfragen benotigt, wahrend das Grundrissattri-
but fiir Gebietsanfragen (,Ist das Objekt im Kartenausschnitt zu sehen?”) und fiir
die Darstellung eines Objekts in einer Karte benotigt wird.



2.3 Datenmodell 33

Der Typ eines Objekts entstammt dem Schema des Umgebungsmodells. Der Typ
legt fest, welche Attribute erlaubt sind. Hierbei gibt es erforderliche Attribute, die
jedes Objekt dieses Typs besitzen muss, sowie optionale Attribute. Letztere haben
den Sinn, dass sie fiir gewisse Aspekte eines Objekts schon den Namen und Daten-
typ des zugehorigen Attributs vorgeben, so dass Datenanbieter, wenn sie Informati-
onen zu diesem Aspekt haben, diese in gleicher Weise reprdsentieren, so dass die
Interoperabilitdt gewdhrleistet ist. Das Schema legt zu jedem Attribut ebenfalls den
Datentyp dieses Attributs fest. Mogliche Datentypen sind Identifikator, Zeichen-
kette, ganze Zahl, rationale Zahl, Wahrheitswert, Zeitpunkt und Zeitabschnitt
sowie Punkt und Geometrie. Beispielsweise hat das Positionsattribut den Datentyp
Punkt, das Grundrissattribut den Datentyp Geometrie und der Name eines Objekts
den Datentyp Zeichenkette.

Durch die Integration der Daten mehrerer Anbieter kann es vorkommen, dass die
Daten zum selben Objekt, welches dann eine Mehrfachreprasentation ist, sich in
ihrem Wert unterscheiden. Prinzipiell konnte die Integrationsmiddleware solche
Konflikte auflésen und aus widerspriichlichen Werten einen zusammengefassten
Wert ermitteln. Geméafs der Anforderung der Informationsmaximierung wird hier
jedoch der Ansatz verfolgt, keine Informationen wegzuwerfen und stattdessen der
Anwendung diese Entscheidung zu ermdglichen. Beispielsweise konnte eine Strafle
nach der Integration zwei Namen besitzen, B14 und Hauptstétter Strafse. Wahrend
der erste Name fiir einen Autofahrer relevant ist, der schnell die Stadt durchqueren
mochte, ist der zweite Name interessant, wenn ein bestimmtes Haus mit einer gege-
benen Hausnummer in dieser Strafie gesucht wird. Um dies zu ermdoglichen erlaubt
das Datenmodell Mehrfachattribute und Mehrfachtypen. Ein Objekt kann vom
jedem Attribut, das sein Objekttyp definiert, beliebig viele Instanzen enthalten. Bei-
spielsweise enthdlt das Museum in Abbildung 3 zwei Ausstellungsattribute. In glei-
cher Weise konnen sich die Datenanbieter auch bei der Festlegung des Objekttyps
unterscheiden, so dass das Objekt mehrere Typen haben kann. Als Attribute diirfen
alle bei diesen Objekttypen definierten Attribute auftreten. Ein Datenanbieter
konnte das Museum aus dem Beispiel als Konzertsaal in seinem Bestand fiihren,
weil dort hin und wieder auch musikalische Darbietungen stattfinden. Um dies zu
unterstiitzen wird der Typ eines Objekts wie ein weiteres Attribut aufgefasst, das
ebenfalls mehrere Instanzen haben kann. Siehe hierzu auch [SHG+04].

Jedes Objekt besitzt einen Identifikator, der im Nexus-Umfeld auch NOL bzw.
Nexus Object Locator genannt wird. Dieser besteht im wesentlichen aus drei Teilen,
dem Servernamen, der Datensatz-ID und der Objekt-ID. Vergleiche hierzu auch den
NOL des Museums in Abbildung 3. Der Servername bezeichnet den per DNS auf-
losbaren Namen des Servers des Datenanbieters, der das Objekt speichert. Die
Datensatz-ID bezeichnet eine logische Einheit (Datensatz) bei einem Datenanbieter.
Dies erlaubt einem Datenanbieter seine Daten zu gruppieren, oder auch Daten im
Auftrag verschiedener Kunden anzubieten. Die Objekt-ID ist der einzige eindeutige
Bezeichner eines Objekts (der realen Welt) und muss global eindeutig sein. Die ein-
zige Ausnahme gibt es bei Mehrfachreprasentationen. Dann diirfen die zugehorigen
Reprédsentationen bei verschiedenen Datenanbietern bzw. in verschiedenen Daten-
sdatzen die gleiche Objekt-ID verwenden, um damit explizit die Zusammengehorig-
keit der Reprdsentationen zu kennzeichnen. Innerhalb eines Datensatzes muss eine
Objekt-ID auf jeden Fall eindeutig sein. Im Nexus-System sind die Datensatz-ID
und die Objekt-ID jeweils 128 Bit lang und sind nach dem Prinzip der UUIDs (Uni-
versally Unique IDentifier, [LMS05]) aufgebaut, so dass die irrtiimliche Zuordnung
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gleicher IDs extrem unwahrscheinlich ist. Das Prinzip der UUIDs stellt sicher, dass
Datenanbieter unabhédngig voneinander und ohne sich absprechen zu miissen ein-
deutige Objekt-IDs erzeugen konnen. Die IDs im Beispiel sind diesbeziiglich verein-
facht.

Durch die Kombination des NOL aus Servername, Datensatz-ID und Objekt-ID
kann immer eindeutig der Ursprung der Daten bestimmt werden und gegebenen-
falls der Datenanbieter direkt angesprochen werden, um weitere Daten bzw. Attri-
bute des Objekts nachzuladen. Die Konstruktion macht zudem einen
Verzeichnisdienst unnétig, der zu einem gegebenen NOL den Datenanbieter
zuriickliefert, bei dem das zugehorige Objekt gespeichert ist. Eine Anwendung
kann die Daten des Objekts zu einem gegebenen NOL erhalten, ohne dass sie wis-
sen muss, wo diese Daten gespeichert sind, indem sie eine entsprechende Anfrage
an die Foderationskomponente stellt. Die Foderationskomponente kann durch den
Aufbau des NOL direkt den gewiinschten Datenanbieter ansprechen. Eine Migra-
tion eines Objekts zu einem anderen Datenanbieter ist im Nexus-System nicht vor-
gesehen. Hierfiir miissten alle aktuellen Nutzer des Objekts notifiziert werden, oder
ein automatischer Umleitungsmechanismus etabliert werden. Stattdessen erhilt ein
migriertes Objekt vom neuen Datenanbieter einen neuen NOL, bei dem die Objekt-
ID tibernommen wird. Nachdem das Objekt iiber eine raumliche Anfrage gefunden
wurde kann mit der neuen NOL wieder direkt darauf zugegriffen werden.

Um neu aufgekommenen Anforderungen der Projektpartner gerecht zu werden,
wurde in [HKNSO05] das Datenmodell wie folgt erweitert: Jedes Attribut besteht
nicht mehr nur aus einem einzelnen Wert, sondern kann, wie im Beispiel in
Abbildung 3 das Ausstellungsattribut des Museums, aus mehreren Teilen bestehen.
Der Verbund aus den jeweils zusammengehorigen Teilen eines Attributs wird Attri-
butinstanz genannt. Diese Erweiterung wurde insbesondere deshalb eingefiihrt, um
zu jedem Attributwert noch zusétzliche Metadaten wie Erfassungszeit (observati-
onTime) oder Giiltigkeitszeit (validTime) speichern zu konnen. Mit den gleichen
Mechanismen konnen nun aber auch komplex strukturierte Attributwerte realisiert
werden. Das Ausstellungsattribut des Museums besteht aus den Attributteilen
value.Name und wvalue.Thema (der Ausstellung) sowie dem Metaattributteil
meta.validTime (Gilltigkeitszeit). In letzterem Attributteil wird die Dauer der Aus-
stellung gespeichert. Attribute, die auch weiterhin nur aus einem Wert bestehen,
speichern diesem Wert im Attributteil namens value. Die Daten des Museumsob-
jekts sind nun so organisiert, wie es in Abbildung 4 angedeutet wird. Der Name
eines Attributteils ist eindeutig innerhalb einer Attributinstanz, gleiche Attribut-
teile konnen nur in verschiedenen Attributinstanzen auftreten, also bei Mehr-
fachattributen.

Das Schema des Umgebungsmodells besteht derzeit aus ca. 250 Objekttypen. Das
Schema ist untergliedert in einen Standardteil, der das gemeinsame Fundament fiir
alle Anwendungen und Datenanbieter bildet, und in beliebig viele Erweiterungen.
Der Standardteil enthilt alle Objekttypen, die nach der Analyse aus [Mess01] typi-
scherweise von ortsbezogenen Anwendungen verwendet werden. Falls diese
Objekttypen nicht ausreichen, kann ein Datenanbieter eine eigene Schemaerweite-
rung erstellen. Die dort definierten Objekttypen miissen direkt oder indirekt von
einem Objekttyp des Standardteils erben. Auf diese Weise kann der standardkon-
forme Teil der erweiterten Daten des Anbieters auch von Anwendungen genutzt
werden, die dessen Erweiterung nicht kennen. Es ist anzustreben, dass die Erweite-
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Objekt |Attribut Attributteil Wert
ol NOL value nexus:http://nexus.uni-stuttgart.de||0x57188¢15/0x79990559
Typ value Museum Attributinstanz
Name value Linden-Museum Attributinstanz
Position value POINT(48.7826 9.1700)
Grundriss |value POLYGON ((48.782393 9.1701981, 48.782534 9.169604, 48
Ausstellung |[value.Name Die Kultur der Inka
value.Thema |Volkerkunde :[ Attributinstanz ]:
meta.validTime |begin: 2006-05-01 end: 2006-07-31
Ausstellung [value.Name Der Alltag der Neandertaler
value.Thema [Naturkunde :[ Attributinstanz ]:
meta.validTime |begin: 2006-08-01 end: 2006-10-31

Abbildung 4: Datenstruktur des Beispielobjekts

rungen koordiniert entwickelt werden, so dass mehrere Datenanbieter die selbe
Erweiterung nutzen und dadurch deren Daten interoperabel sind. Das Schema des
Umgebungsmodells wird ausfiihrlich in [Nick05] diskutiert.
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Foderationssansatz

In diesem Kapitel wird der grundlegende Architekturansatz fiir die Verarbeitung
von ortsbezogenen Anfragen in einer Foderation aus unabhdngigen, lose gekoppel-
ten Datenanbietern vorgestellt. Eine detaillierte Diskussion der Konzepte zur féde-
rierten Verarbeitung von ortsbezogenen Anfragen folgt in den ndchsten beiden
Kapiteln. Zundchst wird der fiir die Anfrageverarbeitung relevante Teil der Archi-
tektur des Nexus-Systems in Kapitel 3.1 erldautert. Es folgen eine Beschreibung des
Datenaustauschformats in Kapitel 3.2 und der Anfragesprache in Kapitel 3.3. Beide
werden sowohl von einer Anwendung bei der Kommunikation mit einer Foderati-
onskomponente als auch von einer Foderationskomponente bei der Kommunika-
tion mit einem Datenanbieter verwendet. Die Funktionsweise und mdogliche
Implementierungen des Verzeichnisdienstes werden in Kapitel 3.4 présentiert.
Schlieilich wird in Kapitel 3.5 die Nutzbarkeit alternativer Architekturansédtze fiir
die Integrationsmiddleware abgewogen.

3.1 Basisarchitektur

Die Architektur des Nexus-Systems [NGS+01, SHG+04, MNG+05] besteht aus drei
Ebenen, aus der Ebene der Datenanbieter, aus der Ebene der Integrationsmiddle-
ware sowie aus der Ebene der Anwendungen, wovon die meisten auf mobilen End-
gerdten ablaufen. Die Architektur ist in Abbildung 5 dargestellt.

Ein Datenanbieter, welcher im Nexus-Jargon auch Kontextserver genannt wird,
speichert ein lokales Umgebungsmodell, welches einen Ausschnitt der realen Welt
aus dem Blickwinkel des Anbieters nachbildet. Ein Kontextserver ist vergleichbar
mit einem Webserver im WWW. Damit ein Datenanbieter in das Nexus-System inte-
griert werden kann muss er zwei Voraussetzungen erfiillen. Erstens muss er eine
Anfrageschnittstelle bereitstellen, welche die in Kapitel 3.3 beschriebene Anfra-
gesprache als Eingabe akzeptiert und welche ihre Ergebnisse in dem Datenaus-
tauschformat zuriickliefert, das in Kapitel 3.2 beschrieben wird. Diese erste
Voraussetzung impliziert zudem, dass die Daten des Anbieters gemafi dem Schema
des Umgebungsmodells strukturiert sind. Zweitens muss sich der Datenanbieter
mit seinem Dienstgebiet und den Typen der gespeicherten Objekte beim Verzeich-
nisdienst anmelden. Nur dann wird er auch bei der Verarbeitung von Anfragen
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Abbildung 5: Architektur der Nexus-Plattform

bertiicksichtigt. Falls der Datenanbieter auch dem Event Service zur Verfiigung ste-
hen soll, und diesen beim Eintreten gegebener Zustdnde benachrichtigen soll, so
muss er weitere Schnittstellen bereitstellen, die jedoch nicht Gegenstand dieser
Arbeit sind.

Je nach den Eigenschaften der lokal gespeicherten Daten kann ein Datenanbieter
auf verschiedene Arten implementiert sein [GBH+05]. Grofie Geodatenmodelle wie
beispielsweise Stadtmodelle oder Strafiennetze werden am besten mit Hilfe eines
Datenbanksystems, das mit rdumlichen Daten umgehen kann, verwaltet. Die sich
standig dndernden Positionen der mobilen Benutzer, die damit eine hohe Aktuali-
sierungsrate aufweisen, werden am besten mit einem verteilten Hauptspeichersys-
tem verwaltet [LeRo02]. Die Daten eines Eigenheims, das spezielle kontextbezogene
Computerunterstiitzung fiir allein lebende Senioren bietet, konnen mit einem
leichtgewichtigen Server bereitgestellt werden, da sie nur ein geringes Volumen
und auch nur einen geringen Relevanzbereich aufweisen [LBBNO04]. Selbst einzelne
Sensoren auf einer Sensorplattform wie dem ContextCube kénnen als Datenanbie-
ter im Nexus-System teilnehmen [BBHS03]. Weitere Implementierungen und die
Charakteristika der jeweiligen Implementierung konnen in [GBH+05] nachgelesen
werden.

Die Integrationsmiddleware besteht aus der Foderationskomponente und dem Ver-
zeichnisdienst, siehe Abbildung 5. Die Foderationskomponente vermittelt zwischen
den Anwendungen und den Datenanbietern. Da sie selbst keine Daten speichert,
abgesehen von Caching, kann sie leicht vervielfdltigt werden, um somit mehr
Benutzer bedienen zu konnen. Die Foderationskomponente besitzt die gleiche
Anfrageschnittstelle wie ein Datenanbieter. Es ist somit auch denkbar, dass eine
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Foderationskomponente gegeniiber einer anderen (iibergeordneten) Foderations-
komponente als ein eigenstiandiger Datenanbieter auftritt, der die untergeordneten
Datenanbieter zusammenfasst [DSB+04]. Zusitzlich zur Anfrageverarbeitung
beherbergt die Foderationskomponente weitere Funktionalititen [SHG+04], die in
dieser Arbeit jedoch nur von geringer Bedeutung sind. Zu diesen Funktionalitdten
gehoren der Event Service, GeoCast, Hoarding und Mehrwertdienste. Der Event
Service [BaRo04] ermdoglicht ein anderes Datenflussparadigma. Dort erhélt eine
Anwendung die Daten nicht auf eine konkrete Anfrage hin, sondern immer dann,
wenn ein von der Anwendung definierter Zustand eintritt. Beispielsweise kann eine
Anwendung den Benutzer benachrichtigen, sobald er sich in der Né&he eines
Bekannten oder in der Ndhe eines Ladens aufhilt, der einen gesuchten Artikel ver-
kauft. GeoCast [DiiRo03] erlaubt das Verschicken von Nachrichten an alle mobilen
Nutzer, die sich in einem gegebenen Gebiet aufhalten. Hoarding [BMR04] ermdg-
licht den entkoppelten Betrieb eines mobilen Endgerits, indem vorab die vermut-
lich bald benétigten Daten auf das Endgerédt geladen werden, solange es noch mit
der Infrastruktur (also der Integrationsmiddleware) verbunden ist. Mehrwert-
dienste haben eine proprietdre Schnittstelle und erlauben das Verlagern von haufig
benétigter Funktionalitdt in die Infrastruktur, um die mobilen Endgerite zu entlas-
ten. Zusatzlich konnen Mehrwertdienste viel effizienter auf die Daten des Umge-
bungsmodells zugreifen, da sie direkt in der Foderationskomponente ausgefiihrt
werden. Typische Mehrwertdienste sind der Navigationsdienst, der einen Weg zwi-
schen einem gegebenen Start- und Endpunkt berechnet, sowie der Kartendienst, der
Straflen und Gebdude sowie weitere interessante Orte in eine Karte einzeichnet und
diese als Vektorgrafik oder Pixelbild an die Anwendung liefert.

Ein weiterer Teil der Integrationsmiddleware ist der Verzeichnisdienst, welcher den
Uberblick iiber alle aktuell verfiigbaren Datenanbieter behalt. Hierfiir miissen sich
die Datenanbieter beim Verzeichnisdienst an- und abmelden. Die Fdderation
benutzt den Verzeichnisdienst, um zu einer gegebenen Anfrage die relevanten
Datenanbieter herauszufinden. Der Verzeichnisdienst wird in Kapitel 3.4 nédher
erldutert.

Die orts- oder kontextbezogenen Anwendungen laufen typischerweise auf mobilen
Endgerdten. Sie konnen auf die Nexus-Plattform auf drei verschiedene Arten
zugreifen. Erstens konnen sie rdumliche Anfragen an die Foderationskomponente
schicken, um integrierte Umgebungsmodelldaten iiber ihre Umgebung zu erhalten.
Zweitens konnen sie Ereignisse bzw. deren beschreibende Prddikate beim Event
Service registrieren, um dann benachrichtigt zu werden, wenn die Ereignisse eintre-
ten, beispielsweise wenn ein Benutzer ein Gebdude betritt, oder wenn die Raum-
temperatur einen Schwellwert iibersteigt. Drittens konnen sie Mehrwertdienste
benutzen, um die Umgebungsmodelldaten schon in verarbeiteter Form, beispiels-
weise als Karte, zu erhalten.

Die einzelnen Komponenten des Nexus-Systems kommunizieren miteinander tiber
das SOAP Protokoll (Simple Object Access Protocol, [Box00]). Dieses hat den Vor-
teil, dass die einzelnen Komponenten in verschiedenen Programmiersprachen imp-
lementiert werden kénnen, und dass vor allem die transportierten Daten sehr
flexibel strukturiert werden kénnen. Dies ist insbesondere wichtig, um Mehrfachty-
pen und Mehrfachattribute handhaben zu kénnen, siehe Kapitel 2.3 und 3.2.
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3.1.1 Integrationsprinzip: Féderation versus Integration

Um die Daten mehrerer Anbieter zu kombinieren sind zwei verschiedene Ansédtze
denkbar: der Foderationsansatz und der Integrationsansatz. Es werden keine
Ansétze betrachtet, die eine Anpassung der Datenanbieter erfordern, wie beispiels-
weise eine Anderung des Schemas oder der eingesetzten Datenhaltungssoftware.

Beim Foderationsansatz verbleiben alle Daten an ihrem urspriinglichen Speicherort.
Die Foderationskomponente leitet eingehende Anfragen an die relevanten Datenan-
bieter weiter, sammelt deren Antworten ein und integriert diese zu einer
Gesamtantwort, die an die Anwendung zuriickgeschickt wird. Schema- und
Schnittstellenheterogenititen werden von sogenannten Wrappern angepasst.
Dateninkonsistenzen werden beim Zusammenfiihren der Anworten der Datenan-
bieter aufgeldst, oder auch an die Anwendung weitergeleitet, falls dies auf die
Schnelle nicht moglich ist.

Beim Integrationsansatz werden alle Daten in ein zentrales Data Warehouse
kopiert, das anschlieffend als einzige Datenquelle weiterverwendet wird. Schema-
und Schnittstellenheterogenitdten sowie Dateninkonsistenzen konnen beim Beladen
des Warehouses geldst werden.

Der Vorteil des Integrationsansatzes ist, dass keine komplexen Datentransformatio-
nen zur Laufzeit durchgefiihrt werden miissen, was zu kurzen und vorhersagbaren
Antwortzeiten fiihrt. Jedoch kann so ein Warehouse sehr leicht sehr grofs werden,
da insbesondere rdaumliche Daten tendenziell voluminds sind. Die Datenanbieter
geben ihre Daten aus der Hand und haben keine Kontrolle mehr tiber den Zugriff
darauf. Zudem erfordert das Hinzufiigen neuer Datenanbieter oder das Entfernen
von Datenanbietern, die ihren Dienst einstellen, unter Umstédnden grofle Anderun-
gen im Warehouse. Alle Aktualisierungen, die beispielsweise von Sensoren kom-
men, miissen in einem einzigen Warehouse nachgefiihrt werden, das schnell zum
Flaschenhals wird.

Die Vorteile des Foderationsansatzes sind die Nachteile des Integrationsansatzes,
und umgekehrt. Die Daten verbleiben bei ihren Anbietern, neue Anbieter konnen
leicht zum System hinzugefiigt werden und jeder Datenanbieter kann seinen loka-
len Datenbestand selbst aktualisieren. Demgegeniiber miissen die Daten verschie-
dener Anbieter widhrend der Anfrageverarbeitung integriert werden, was
moglicherweise komplexe, und damit rechenintensive, semantische Datenintegrati-
onsverfahren erfordert. Die Antwortzeit von Anfragen verldngert sich schon allein
dadurch, dass die Anfragen zundchst an die relevanten Datenanbieter weitergeleitet
werden miissen. Wenn ein Datenanbieter kurzzeitig ausfdllt, dann steht auch keine
Sicherheitskopie seiner Daten zur Verfiigung, wie dies in einem Warehouse der Fall
ware.

Im Nexus-System wird der Foderationsansatz verfolgt, da dieser besser mit sich
hédufig andernden Konfigurationen von Datenanbietern zurecht kommt [MNG+05].
Zudem gibt er den Datenanbietern mehr Flexibilitdt und mehr Kontrolle iiber ihre
Daten. SchliefSlich konnen Aktualisierungen dezentral verarbeitet werden.
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3.1.2 Foderationsmethode: Lokal-als-Sicht versus Global-als-Sicht

Der Zusammenhang zwischen dem lokalen Schema eines Datenanbieters und dem
globalen Schema der Integrationsmiddleware kann auf verschiedene Arten festge-
legt werden. Die wichtigsten Arten sind Global-als-Sicht (engl. global-as-view,
GAV) [GPQ+97] und Lokal-als-Sicht (engl. local-as-view, LAV) [LRO96].

Beim GAV-Ansatz wird ein Element des globalen Schemas als eine Sicht iiber ein
oder mehrere Elemente aus den lokalen Schemata der Datenanbieter definiert.
Einerseits konnen somit Anfragen sehr effizient verarbeitet werden, da direkt aus
der Sichtendefinition abgelesen werden kann, an welche Datenanbieter eine
Anfrage weitergeleitet werden muss. Andererseits muss die Definition des globalen
Schemas jedes Mal angepasst werden, wenn neue Datenanbieter hinzukommen
oder wenn alte verschwinden.

Der LAV-Ansatz verfolgt ein umgekehrtes Konzept. Ein Element des lokalen Sche-
mas eines Datenanbieters wird definiert als eine Sicht iiber ein oder mehrere Ele-
mente des globalen Schemas. Somit konnen neue Datenanbieter hinzugefiigt oder
bekannte Datenanbieter entfernt werden ohne dass das globale Schema angepasst
werden muss. Jedoch muss bei der Anfrageverarbeitung jetzt das Problem der
,Beantwortung von Anfragen mit Sichten” gelost werden, welches bekannterweise
NP-hart ist [Hale01].

Im Nexus-System wird ein vereinfachter LAV-Ansatz verwendet, weil dieser leich-
ter mit dynamischen Konfigurationen von Datenanbietern zurecht kommt
[MNG+05]. Der vereinfachte Ansatz verlangt jedoch von den Datenanbietern, dass
sie ihre Daten nur im Format des globalen Schemas anbieten diirfen, und dass sie
sich selbst um die notwendigen Daten- und Schematransformationen kiimmern.
Dies ermoglicht nun, dass ein Element (ein Objekttyp) des lokalen Schemas genau
einem Element des globalen Schemas zugeordnet wird, naimlich demselben Objekt-
typ im globalen Schema. Umgekehrt kann deshalb zur Beantwortung von Anfragen
ein Element des globalen Schemas direkt auf genau ein Element der lokalen Sche-
mata der Datenanbueter abgebildet werden, wodurch die NP-Hérte aufgebrochen
wird. Zusédtzlich kann ein Datenanbieter den Wertebereich von Attributen der bei
ihm gespeicherten Objekte vorgeben, wobei dies derzeit nur mit dem Typ- und dem
Positionsattribut moglich ist. So kann ein Anbieter vorgeben, dass er nur Hotels im
Stadtgebiet Stuttgarts speichert. Diese Einschrankungen der Wertebereiche werden
im Verzeichnisdienst verwaltet, siehe Kapitel 3.4. Diese Vereinfachung ermdoglicht
es, dass Anfragen ohne einen NP-vollstindigen Transformationsschritt verarbeitet
werden kénnen.

3.2 Datenaustauschformat

Fiir den Transport der Umgebungsmodelldaten zwischen den Komponenten des
Nexus-Systems wurde das Datenaustauschformat AWML (Augmented World
Modeling Language) entwickelt, das speziell auf die Charakteristika des in
Kapitel 2.3 beschriebenen Datenmodells abgestimmt ist. Es kann mit Mehrfachty-
pen und mit Mehrfachattributen umgehen, und es erlaubt zudem den Transport
von Objekten unterschiedlichen Typs in einer einzigen Ergebnismenge. AWML
basiert auf XML, jedoch mussten das logische und das physische Schema getrennt



42 Kapitel 3: Foderationssansatz

<?xml version='1.0' encoding='UTF-8'?>
<awml : awml xmins:gml="http://www.opengis.net/gml" xmins:awml="http://www.nexus.uni-stuttgart.de/2.0/AWML"
xmins:nsat="http://www.nexus.uni-stuttgart.de/1.0/NSAT" xmIns:nsas="http://www.nexus.uni-stuttgart.de/1.0/NSAS"
xmins:nscs="http://www.nexus.uni-stuttgart.de/1.0/NSCS">
<awml :nexusobject>
<nsas:NOL> <nsas:value>
nexus:http://nexus.uni-stuttgart.dell0x57188c15/0x79990559
</nsas:value> </nsas:NOL>
<nsas:Typ> <nsas:value>nscs:Museum</nsas:value> </nsas:Typ>
<nsas:Grundriss> <nsas:value><nsat:WKT srscode="4326">

MULTIPOLYGON (((48.782393 9.1701981, 48.782534 9.169604, 48.7828949 9.1697999, 48.78307
9.170104, 48.782823 9.1704271, 48.782701 9.170364, 48.782641 9.1704059, 48.78261 9.1703141,
48.782393 9.1701981),
(48.7827701 9.170014, 48.782704 9.1702889, 48.782812 9.1703469, 48.7829151 9.170211,
48.782815 9.170037, 48.7827701 9.170014)))

</nsat:WKT> </nsas:value> </nsas:extent>

<nsas:kind> <nsas:value>real</nsas:value> </nsas:kind>
<nsas:Name> <nsas:value>Linden-Museum</nsas:value> </nsas:name>
<nsas:Position> <nsas:value><nsat:WKT srscode="4326">
POINT(48.7826 9.1700)
</nsat:WKT> </nsas:value> </nsas:Position>
<nsas:Ausstellung>
<nsas:value>
<nsas : Name>Die Kultur der Inka< /nsas : Name>
<nsas : Thema> Vélkerkunde< /nsas : Thema>
</nsas:value>
<nsas:meta> <nsas:validTime> <gml:TimePeriod>
<gml :begin> <gml:TimeInstant> <gml:timePosition>
2006-05-01T
</gml:timePosition> </gml:TimeInstant> </gml:begin>
<gml :end> <gml:TimeInstant> <gml:timePosition>
2006-07-31T
</gml:timePosition> </gml:TimeInstant> </gml:end>
</gml:TimePeriod> </nsas:validTime> </nsas:meta>
</nsas:Ausstellung>
<nsas:Ausstellung>
<nsas:value>
<nsas : Name>Der Alltag der Neandertaler< /nsas : Name>
<nsas : Thema>Naturkunde< /nsas : Thema>
</nsas:value>
<nsas:meta> <nsas:validTime> <gml:TimePeriod>
<gml :begin> <gml:TimeInstant> <gml:timePosition>
2006-08-01T
</gml:timePosition> </gml:TimeInstant> </gml:begin>
<gml:end> <gml:TimeInstant> <gml:timePosition>
2006-10-31T
</gml:timePosition> </gml:TimeInstant> </gml:end>
</gml:TimePeriod> </nsas:validTime> </nsas:meta>
</nsas:Ausstellung>
</awml :nexusobject>
</awml :awml>

Abbildung 6: Museumsobjekt in AWML kodiert



3.3 Anfragesprache 43

werden, um die angegebenen Anforderungen erfiillen zu kénnen. Das physische
Schema beschreibt den Aufbau eines AWML-Dokuments und wird in [BDG+04] als
XML-Schema spezifiziert. Es definiert generische Objekte, die alle moglichen Attri-
bute in beliebiger Anzahl und Kombination enthalten diirfen. Auch der Typ eines
Objekts wird wie ein Attribut reprédsentiert. Dies ist notwendig, um Mehrfachtypen
unterstiitzen zu konnen. Dies hat zur Folge, dass allein mit dem physischen Schema
nicht tiberpriift werden kann, ob die Attribute eines Objekts zu dessen Objekttyp
passen, und ob alle vorgeschriebenen Attribute enthalten sind. Hierfiir ist das logi-
sche Schema notwendig, welches unter anderem in [Nick05] beschrieben ist, und
welches die Vererbungsbeziehungen der Objekttypen und die zugehorigen Attri-
bute festlegt. Die Uberpriifung des logischen Schemas iibernimmt das Anwen-
dungsprogramm bzw. der Parser, der das Datenaustauschformat einliest. Das
logische Schema liegt ebenfalls in XML-Schema-Notation vor. Dort sind jedoch
keine Mehrfachtypen moglich. Diese Einschrankung stellt kein Problem dar, da das
logische Schema nicht von einem validierenden XML Parser benutzt wird sondern
vom Anwendungsprogramm. Sie unterstreicht aber die Notwendigkeit der Tren-
nung von physischem und logischem Schema.

Durch die Verwendung von XML stellen Mehrfachattribute kein Problem dar. Da
Attribute durch XML Elemente reprdsentiert werden, konnen Mehrfachattribute
durch mehrere Instanzen des selben XML Elements dargestellt werden. Komplexe

Attribute, die aus mehreren Attributteilen und Metaattributteilen! bestehen, kon-
nen ebenso reprdsentiert werden. Dadurch, dass AWML nur generische Objekte
kennt, konnen auf triviale Weise die Objekte einer AWML Ergebnismenge alle mog-
lichen Typen haben. Abbildung 6 zeigt das Museumsobjekt aus Abbildung 4 in
Kapitel 2.3 im AWML Format. Die Reprdsentation der Daten als XML Dokument
hat den weiteren Vorteil, dass dies gut mit dem SOAP Protokoll harmoniert.

3.3 Anfragesprache

Die Anfragesprache AWQL (Augmented World Query Language) ist ebenfalls spe-
ziell auf die Anforderungen der kontextbezogenen Anwendungen zugeschnitten.
Sie erlaubt im Wesentlichen die Selektion und die Projektion von Objekten. Eine
Untersuchung zu Anfang des Nexus-Projekts [Nick00] hat ergeben, dass orts- und
kontextbezogene Anwendungen sehr gut mit diesem Funktionsumfang einer Anfra-
gesprache zurecht kommen koénnen. Solche Anwendungen bendtigen keine volle
SQL Michtigkeit, wodurch die Implementierung aller Anfragen verarbeitenden
Komponenten wesentlich vereinfacht werden kann.

Dadurch, dass die Objekttypen im Umgebungsmodell als Attribute dargestellt wer-
den, befinden sich alle Objekte in einer einzigen riesigen Menge, die an anderer
Stelle auch als universelle Relation bezeichnet wird. Eine Tabelle wie in der FROM
Klausel bei SQL muss nicht explizit ausgewdhlt werden. Stattdessen wird der
Objekttyp in der Selektion iiber ein Vergleichspradikat mit dem Typattribut einge-
schrankt. Dieser Vergleich wahlt implizit auch alle Subtypen des angegebenen Typs

! Die Gruppierung der normalen Attributteile in einem <value> Tag und der Metaattributteile in einem
<meta> Tag liegt in der historischen Evolution des Datenaustauschformats begriindet, unterstreicht
jedoch auch die semantischen Unterschiede zwischen den Attributteilen.



44 Kapitel 3: Foderationssansatz

<?xml version="1.0" encoding="UTF-8"?>
<awql :awgl xmins:awgl="http://www.nexus.uni-stuttgart.de/2.0/AWQL"
xmins:nsat="http://www.nexus.uni-stuttgart.de/1.0/NSAT" xmiIns:nsas="http://www.nexus.uni-stuttgart.de/1.0/NSAS"
xmins:nscs="http://www.nexus.uni-stuttgart.de/1.0/NSCS" xmIns:gml="http://www.opengis.net/gml">
<awqgl :restriction>
<awdl : and>
<awdl :equal>
<awdl : target>nsas:Typ.nsas:value</awqgl : target>
<awql : referenceValue>nscs: Museum</awqgl : referencevValue>
</awqgl:equal>
<awqgl : intersects>
<awqgl : target>nsas:Position.nsas:value</awqgl:target>
<awqgl : referenceValue> <nsat:WKT srscode="4326">
POLYGON ((48.7948 9.1506, 48.7948 9.2097, 48.7653 9.2097, 48.7653 9.1505, 48.7948 9.1506))
</nsat:WKT> </awqgl:referenceValue>
</awqgl:intersects>
<awdl : or>
<awql :equal>
<awqgl : target>nsas:Ausstellung.nsas:value</awqgl:target>
<awql : referenceValue>Naturkunde</awql : referenceValue>
</awqgl:equal>
<awdl :equal>
<awql : target>nsas:Ausstellung.nsas:value</awdgl:target>
<awqgl : referenceValue>Volkerkunde< /awql : referenceValue>
</awql:equal>
</awqgl:or>
</awql :and>
</awqgl:restriction>
<awqgl:filter>
<awqgl : include>
<awqgl : target>nsas:Name</awql : target>
<awdl : include><awdgl : target>nsas:value</awdgl : target></awqgl : include>
</awqgl : include>
<awql : include>
<awql : target>nsas:Position</awqgl : target>
<awdl : include><awdgl : target>nsas:value</awdgl : target></awqgl : include>
</awdgl :include>
<awdql : include>
<awdl : target>nsas:Ausstellung</awql:target>
<awqgl : restriction>
<awdl : temporalIntersects>
<awql : target>
nsas:Ausstellung.nsas:meta.nsas:validTime
</awql:target>
<awql :referenceValue> <gml:TimeInstant> <gml:timePosition>
2006-09-06T16:45:37
</gml:timePosition> </gml:TimeInstant> </awqgl:referencevValue>
</awql: temporalIntersects>
</awqgl:restriction>
</awqgl:include>
</awgl:filter>
</awdl :awqgl>

Abbildung 7: AWQL Beispielanfrage
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aus. Weiterhin stehen rdumliche Vergleichspréadikate (intersects, within), ein exakter
Vergleich (equal), ein spezieller Vergleich fiir Zeichenketten (like) sowie grofier und
kleiner Vergleiche (greater, less) zur Verfiigung, die beliebig boolesch (and, or, not)
verkniipft werden konnen. Die Selektion wird durch den restriction Teil in der
AWQL Anfrage reprdsentiert. Eine typische Selektionsanfrage mochte alle Objekte
mit bestimmten Eigenschaften in einem gegebenen Kartenausschnitt darstellen
(,Zeichne ein Piktogramm an den Stellen in die Karte ein, an denen sich ein Natur-
kundemuseum befindet.”). Die allermeisten Anfragen in der Doméne der kontext-
bezogenen Anwendungen enthalten mindestens ein raumliches Pradikat sowie ein
Pradikat auf dem Typattribut.

Wenn anstatt einer normalen Anfrage eine Nachbarschaftsanfrage gestellt werden
soll, so muss die AWQL Anfrage um einen nearestNeighbor Teil ergdnzt werden.
Dieser definiert den Referenzpunkt der Nachbarschaftsanfrage, die Anzahl der
gewiinschten Ergebnisobjekte, sowie das Attribut auf dem der Vergleich durchge-
tiihrt werden soll. Typischerweise ist dies das pos Attribut. Die Pradikate aus dem
restriction Teil sind weiterhin wirksam, und erlauben somit, die Menge der qualifi-
zierenden Objekte einzuschrdnken. Eine typische Nachbarschaftsanfrage mochte
die ndchstgelegenen Objekte mit bestimmten Eigenschaften ermitteln (,,Welches
sind die drei ndchstgelegenen Naturkundemuseen?”).

Bei der Projektion konnen entweder bestimmte Attribute ausgewahlt (include) oder
ausgeschlossen (exclude) werden. Dies bestimmt, welche Attribute der Objekte in
der zuriickgelieferten Ergebnismenge enthalten sind. Zusitzlich konnen die
zuriickgelieferten Attributinstanzen eingeschriankt werden, so dass nicht alle
Instanzen geliefert werden sondern nur ausgewaihlte. Dies ist beispielsweise dann
sinnvoll, wenn ein kleiner Ausschnitt aus einer langen Positionshistorie angefordert
werden soll (Wo war ich gestern zwischen 14 und 16 Uhr?). In einer AWQL Anfrage
konnen deshalb innerhalb der Projektion zusétzliche Pradikate angegeben werden,
welche die zuriickgelieferten Attributinstanzen einschridnken. Die Projektion wird
durch den filter Teil in der AWQL Anfrage reprdsentiert.

Eine AWQL Anfrage kann weitere Teile enthalten, die hier nur am Rande erwdhnt
werden sollen. Es konnen die Schemaerweiterungen genannt werden, welche die
Anwendung kennt. Objekte, die keinem der genannten Schemata angehdren, wer-
den automatisch in ein Objekt des ndchstgelegenen Typs aus dem Standardschema
umgewandelt. Eine Anwendung kann gezielt die zu fragenden Datenanbieter vor-
geben und damit die Anfrage beim Verzeichnisdienst ersetzen. Es kann das Format
zur Reprdsentation der raumlichen Attribute in der Ergebnismenge sowie das dabei
verwendete Koordinatensystem vorgeben werden. Des Weiteren bietet die Anfra-
gesprache auch Moglichkeiten zum Aktualisieren und Loschen von Objekten.

Die Beispielanfrage in Abbildung 7 sucht nach allen Museen in einem gegebenen
Kartenausschnitt, die gerade eine Ausstellung zum Thema Naturkunde oder zum
Thema Volkerkunde bieten. Vom Ausstellungsattribut sollen nur die Instanzen
zuriickgeliefert werden, die zum Anfragezeitpunkt relevant sind.
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3.4 Verzeichnisdienst

Ein Verzeichnisdienst wird in der Regel dazu eingesetzt, um den Zugriff auf Daten,
Dienste oder Ressourcen zu virtualisieren. Mit Hilfe des Verzeichnisdienstes muss
eine Anwendung nur beschreiben, was sie will, aber nicht, wo genau es zu finden
ist, oder wie darauf zugegriffen werden muss. Der Verzeichnisdienst iibersetzt die
vage Beschreibung der Anwendung in prédzise Verweise auf die gewiinschten bzw.
relevanten Ressourcen. Web Services [CDK+02] und Grid Computing [FoKe99] stel-
len zwei bekannte Beispiele dar, die eine solche Virtualisierung anstreben.

Im Nexus-System soll der Verzeichnisdienst den Uberblick iiber die aktuell verfiig-
baren Datenanbieter behalten. Fiir die Foderation soll er zu einer gegebenen
Anfrage die relevanten Datenanbieter ermitteln. Hierfiir speichert der Verzeichnis-
dienst von jedem Datenanbieter eine zusammenfassende Inhaltsbeschreibung der
verwalteten Objekte. Auf Grund der Charakteristika der typischen Anfragen von
ortsbezogenen Anwendungen, welche die gesuchten Objekte meist nach Typ und
Ort einschranken, hat es sich als vorteilhaft erwiesen, die Inhaltsbeschreibung aus
diesen beiden Attributen zusammenzusetzen. Fiir jeden Datenanbieter wird eine
Liste der Objekttypen der verwalteten Objekte sowie ein Dienstgebiet, das die Geo-
metrien aller verwalteten Objekte einschliefit, gespeichert. Folglich kann der Ver-
zeichnisdienst auch als rdumliches Verzeichnis bezeichnet werden. Zusitzlich
speichert der Verzeichnisdienst weitere Informationen iiber die Fahigkeiten eines
Datenanbieters, beispielsweise, ob dieser Nachbarschaftsanfragen verarbeiten kann,
ob dieser die Objekte in einer Ergebnismenge nach bestimmten Kriterien sortieren
kann oder welche Version der Schnittstellensprache dieser unterstiitzt.

Der Verzeichnisdienst bietet zwei Anfrageschnittstellen an. Erstens gibt er zu einem
gegebenen Gebiet und einem gegenen Typ eine Liste aller Datenanbieter zurtick,
deren Dienstgebiet das gegebene Gebiet schneidet, und in deren Typliste sich der
gegebene Typ oder ein Subtyp davon befindet. Mit solchen Anfragen ermittelt die
Foderation die relevanten Anbieter. Zweitens liefert der Verzeichnisdienst die wei-
teren Informationen zu einem Datenanbieter, dessen Name bzw. Datensatzidentifi-
kator gegeben wird. Dies kann der Foderation helfen, den richtigen Anfrageplan zu
wiéhlen.

Derzeit gibt es schon eine Fiille von Verzeichnisdiensten fiir verschiedene Einsatzs-
zenarien. Es gibt LDAP-basierte Produkte [Nove01], CORBA Trader [OMGO00], Imp-
lementierungen des UDDI [Oasis04] Standards, die Web Services verwalten, sowie
Grid Information Services [CFFK01, RWMO02, SWMY00]. Auch gewdhnliche Web-
suchmaschinen [BrPa98] konnen hierzu gezdhlt werden. Alle bieten sie hochentwi-
ckelte Suchmoglichkeiten, die auf Schliisselwortern, Hierarchien oder
Attributvergleichen basieren, aber keiner dieser Verzeichnisdienste beriicksichtigt
eine raumliche Dimension, um Ergebnisse zu selektieren oder anzuordnen. Da das
Nexus-System durch seine Offenheit auch eine sehr grofie Anzahl an Datenanbie-
tern erwartet, kann ein reiner Schliisselwort- oder Attribut-Wert-Vergleich-basier-
ter Suchansatz die Anzahl der als relevant eingeschdtzen Datenanbieter nicht
ausreichend einschrdanken. Eine Abbildung der rdumlichen Dimension in eine geo-
graphische Taxonomie (beispielsweise mit Hierarchiestufen wie Land, Bundesland,
Stadt, Stadtteil) ist nicht feingranular genug. Der Ortsbezug und die rdumliche
Anordnung der Datenanbieter ist ein probates Mittel, um das Suchergebnis zu ver-
feinern. Es sollen ja nicht irgendwelche Hotelanbieter gefunden werden, sondern
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nur welche, die auch fiir den gegebenen Kartenausschnitt relevant sind. In der
Smart Factory beispielsweise kann somit nicht nur ein passender Lieferant fiir beno-
tigte Teile gefunden werden, sondern zusdtzlich auch noch ein naheliegender, so
dass Transportwege und Reaktionszeiten kurz bleiben.

Am anderen Ende des Spektrums gibt es einige geographischen Verzeichnisdienste
wie das GeoWeb [LRIEO1] oder Implementierungen [CoTe03] der OGC Catalog Ser-
vices Specification [OGCO02], die einer Anwendung erlauben, passende Ressourcen
nach deren Lokation zu finden. Natiirlich konnen auch weitere Vergleiche zur Ein-
schrankung der passenden Ressourcen eingesetzt werden. Was jedoch fehlt, ist die
Klassifikation der Ressourcen entlang einer Konzepthierarchie. Hiermit kann ein
Datenanbieter prazise die Art seiner Daten beschreiben. Der Datenanbieter wird
dann nicht nur gefunden, wenn die Anwendung nach genau solchen Daten sucht,
sondern auch wenn sie nach allgemeineren Konzepten sucht. Schliefilich mochte ein
Museum auch in der Liste der allgemeinen Veranstaltungsorte auftauchen und
nicht nur in der Liste der Museen. Aktuelle Entwicklungen wie Google Local
[Goog04] oder YellowMap [YeMa06] erlauben zwar die Verkniipfung von rdaumli-
chen Daten mit Konzepthierarchien, jedoch sind dort die Eintrdge nur durch einen
Punkt représentiert, so dass dies nicht zur Verwaltung von Dienstgebieten einge-
setzt werden kann. Zudem sind keine Details tiber die intern eingesetzten Verarbei-
tungsansatze offentlich verfiigbar.

Da zum Zeitpunkt der Implementierung des Verzeichnisdienstes fiir das Nexus-
System kein existierendes System mit den benétigten Eigenschaften gefunden wer-
den konnte, wurde eine eigene Losung implementiert. Diese basiert auf einer
Hauptspeicheranfrageverarbeitungskomponente wie sie in Kapitel 5.2 vorgestellt
wird, die zusédtzlich ihre Daten in einer Datenbank persistent speichert. Sie kommu-
niziert mit den Foderationskomponenten iiber das SOAP Protokoll. Fiir Anfragen
und Antworten wurden eigene XML-basierte Schnittstellensprachen entwickelt, die
jedoch hier nicht ndher erldutert werden sollen. Diese sind in [BDG+04] dokumen-
tiert.

3.5 Alternative Ansatze

Foderierte Anfrageverarbeitungs- und Datenintegrationssysteme sind schon seit
vielen Jahren ein Thema in der Forschungslandschaft. Inzwischen gibt es in diesem
Bereich auch einige kommerzielle Produkte. In diesem Teilkapitel sollen die bishe-
rigen Ansidtze auf ihre Eignung als Integrationsmiddleware im Nexus-System hin
tiberpriift werden. Die Analyse erfolgt entlang der folgenden Kriterien [SHG+04]:

* Dynamik. Ist der Ansatz geeignet, um mit hdufig wechselnden Konfigurationen
von Datenanbietern zurecht zu kommen?

* Schema. Welche Art von Schema stellt der Ansatz den Anwendungen zur Verfii-
gung. Dies bestimmt hauptsdchlich die Ausdrucksmichtigkeit der Anfragen und
die Erweiterbarkeit des Schemas.

¢ Integrationskosten. Der Aufwand, um einen neuen Datenanbieter ins System zu
integrieren.

¢ Integrationsmodus. Art der Homogenitat, die erreicht wird.



48 Kapitel 3: Foderationssansatz

¢ Systemgrofie. Groflenordnung der Anzahl der Datenanbieter in typischen Syste-
men.

* Ergebnisgrofie. Groflenordnung der Grofle typischer Ergebnismengen in Byte. Je
nach Schema kann eine grofie Ergebnismenge aus sehr vielen kleinen Informati-
onseinheiten bestehen oder aus nur wenigen grofien Objektblécken.

Kommerzielle Integrationsprodukte

Kommerzielle Integrationsprodukte wie Data Joiner von IBM [IBM00] oder Attunity
Connect [Attu01] sowie Ansdtze aus der Forschung wie TSIMMIS [GPQ+97] oder
die EXIP Plattform [PaVa02] konzentrieren sich darauf, eine vorab bekannte und
festgelegte Menge von Datenanbietern zu integrieren und ein integriertes Schema
fiir diese Anbieter zu entwickeln. Ansdtze im Gebiet der Schemaintegration
[BLN86] sowie Softwaresysteme fiir diesen Zweck, beispielsweise CLIO [HMN+99,
MHH+01] haben einen dhnlich beschrankten Fokus. Sie betrachten das Problem,
eine festgelegte Menge von Quellschemata (und die zugehdrigen Daten) in ein opti-
mal berechnetes oder vorher festgelegtes Zielschema zu transformieren. Den Ansét-
zen fehlt die Flexibilitdt, um mit dynamisch wechselnden Anbietern umgehen zu
konnen. Zudem werden die Daten der verschiedenen Anbieter nicht semantisch
integriert, es besteht keine Moglichkeit Mehrfachreprasentationen zu verschmelzen.
Wenn ein neuer Datenanbieter hinzugefiigt werden soll, erfordert dies typischer-
weise Anpassungen, die von einem Administrator durchgefiihrt werden miissen.
Zudem fiihrt das nachtrdgliche Einfiigen eines Datenanbieters hdufig zu Informati-
onsverlust, wenn dessen Schema nicht zum feststehenden globalen Schema passt.
Schemaintegrationssoftware kann jedoch lokal bei einem Datenanbieter eingesetzt
werden, um dessen Daten in das globale Schema des Umgebungsmodells zu trans-
formieren.

Peer-to-Peer Systeme

Weitere Datenintegrationsansdtze basieren auf einer Peer-to-Peer-Architektur
[BGK+02, HISTO3]. Solche Systeme sind fiir eine hohe Dynamik ausgelegt und
erlauben es ad hoc Datenanbieter hinzuzufiigen und zu entfernen. Traditionelle
Datenintegrationssysteme mit einem festgelegten, globalen Schema sind hier unge-
eignet. Stattdessen werden hier die Datenanbieter (Peers) direkt gekoppelt, indem
jeweils paarweise die lokalen Schemata tiber Domédnenrelationen (engl. domain
relations) und Koordinationsformeln (engl. coordination formulas) [BGK+02] oder
Partnerabbildungen (engl. peer mappings) [HIST03] verkniipft werden. Eine
Anwendung sendet Anfragen direkt an einen der Datenanbieter und verwendet
dabei dessen lokales Schema. Der Datenanbieter greift dann auf die anderen
Datenanbieter iiber die Verkniipfungen zu, wobei gleichzeitig Schema und Daten
gemafs der Verkniipfung angepasst werden.

Um 71 Datenanbieter zu koppeln sind zwischen O(n) und O(n?) Verkniipfungen not-
wendig. Wenn nur wenige Verkniipfungen zwischen den Datenanbietern etabliert
werden hat dies den Vorteil, dass der Aufwand zum Einfiigen eines neuen Datenan-
bieters gering ist. Dem steht der Nachteil gegeniiber, dass die Daten viele Transfor-
mationsschritte durchlaufen miissen auf ihrem Weg vom speichernden
Datenanbieter zur Anwendung. Jeder Transformationsschritt fithrt dabei mogli-
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cherweise zu Informationsverlust. Wenn andererseits viele Verkniipfungen etab-
liert werden, gentigt in vielen Fillen ein einziger Transformationsschritt. Dafiir
muss aber jeder Datenanbieter mit nahezu jedem anderen verkniipft werden. Ent-
sprechende Schema- und Datentransformationen miissen abgeleitet werden, wobei
dies bisher noch nicht vollautomatisch moglich ist.

Wiéhrend ein globales Schema in dynamischen Umgebungen durchaus zu Ein-
schrankungen fiihrt, so iiberwiegen doch die Vorteile. Ein globales Schema bietet
eine einheitliche Schnittstelle fiir Anwendungen und reduziert die Zahl der Trans-
formationsschritte, die erstellt werden miissen und die bei der Verarbeitung von
Anfragen ausgefiihrt werden miissen. Die Beschrankung auf eine konkrete Anwen-
dungsdomine vereinfacht zudem die Erstellung des globalen Schemas. Das Nexus-
System ist trotzdem offen fiir zukiinftige Erweiterungen, da es erlaubt, Erweiterun-
gen zum Schema zu definieren, siehe [Nick05].

Information Manifold

Information Manifold [LRO96] verfolgt das Konzept, die Daten mehrerer Anbieter
durch Verbunde zu kombinieren. Ahnlich wie bei dem in dieser Arbeit verfolgten
Ansatz wird dort der Inhalt eines Anbieters durch Sichten iiber dem globalen
Schema beschrieben. Dort werden ebenfalls eindeutige Identifikatoren verwendet,
um mehrfache Reprdsentationen des selben Realweltobjekts bei verschiedenen
Anbietern zuzuordnen. Jedoch werden dort die Reprdsentationen nicht semantisch
verschmolzen. Fiir das dort verwendete globale Schema sind keine Erweiterungen
vorgesehen. Bei der Verarbeitung von Anfragen werden alle Kombinationen von
passenden Datenanbietern aufgezahlt, und das Ergebnis von einem Anbieter dient
als Eingabe fiir den ndchsten Anbieter. Dieses Vorgehen folgt aus dem Verbund-
basierten Ansatz. Es wird schnell ineffizient, wenn es viele relevante Anbieter zu
einer Anfrage gibt, da es entweder viele Kombinationen gibt oder lange Verbund-
ketten. Bei den in Kapitel 4 vorgestellten Verfahren konnen alle Datenanbieter
gleichzeitig befragt werden und deren Ergebnisse werden anschlieffend in der
Foderationskomponente integriert.

Semantic Mediation

Die Semantic Mediation [GLMO02] oder SEAL [MSS+02] setzen einen Mediator ein,
um die Verteilung der Daten auf viele Anbieter vor der Anwendung zu verbergen.
Im Mediator kénnen Abbildungen zwischen den Ontologien der Datenanbieter und
der Ontologie des Mediators definiert werden. Die hier eingesetzten Ontologien
enthalten sowohl Schema- als auch Instanzkonzepte, so dass diese nur in eng abge-
steckten Anwendungsszenarien eine verniinftige Grofie und Komplexitdt haben.
Anfragen werden {iiber logische Deduktionen aus der Ontologie heraus beantwor-
tet, was im Allgemeinen fiir grofie Datenmengen ineffizient ist.

Semantic Web

Das World Wide Web und die Websuchmaschinen sind die derzeit am weitesten
verbreiteten verteilten Informationssysteme. Diese enthalten derzeit weder Schema-
noch Semantikinformationen, weshalb Anfragen auf reine Schliisselwortsuchen
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begrenzt sind. Da die Indexe der Suchmaschinen durch Web Crawler aktuell gehal-
ten werden, wird das Hinzufligen oder Entfernen einer Datenquelle in der Regel
erst mit einiger Verzdgerung im Index nachvollzogen, so dass die Ergebnismengen
ungiiltige Verweise enthalten konnen.

Das Semantic Web [Bern99] ist gedacht als die ndchste Generation des World Wide
Web und enthalt auch maschinenlesbare Informationen zusatzlich zum Inhalt, der
fiir menschliche Leser gedacht ist. Dies bietet Suchmaschinen die Moglichkeit,
Informationen wesentlich intelligenter aufzubereiten als sie es bisher konnten.
Technisch gesehen ist das Semantic Web eine Sammlung von portablen Standards,
um Ontologien zu reprdsentieren. Die Forschung in diesem Bereich konzentriert
sich auf die Entwicklung von Sprachen mit denen Ontologien reprdsentiert werden
konnen, sowie auf Mechanismen zur Verarbeitung von Ontologien [FHH+00,
HeGu00, W3C02]. Inferenzmaschinen ziehen Schliisse iiber die Entititen einer
Ontologie. Sie helfen auch bei der Erstellung von Abbildungen zwischen Ontolo-
gien, indem sie Beziehungen zwischen den Entitdten zweier Ontologien ableiten.

Das Semantic Web kiimmert sich nur um Metadaten. Im Gegensatz zum Nexus-Sys-
tem verarbeitet oder transformiert es keine Daten, und es strebt auch nicht an, eine
Infrastruktur fiir die Integration grofier Informationsmengen darzustellen. Es
ermoglicht Schliisse iiber alle moglichen Arten von Information zu ziehen, und
kann somit als Basis fiir ein Integrationssystem dienen. Es befasst sich jedoch nicht
mit dem Auffinden und Zusammenfiihren von Daten. Im Gegensatz dazu hat das
Nexus-System ein sehr eingeschrianktes Anwendungsfeld und strebt dabei an, die
Daten vieler Anbieter zu integrieren und effizient zu verarbeiten.

Grid

Ein Grid [FoKe99] ist eine verteilte Datenverarbeitungsinfrastruktur, die sich aus
vielen verschiedenen verteilten Ressourcen und Diensten zusammensetzt. Virtuali-
sierungsdienste [RNC+02] erlauben es, den Anwendungen gegeniiber verschiedene
Transparenzstufen zu etablieren. Ein Verzeichnisdienst beispielsweise ermdoglicht
Lokationstransparenz, so dass Anwendungen damit konkrete Datenquellen und
Dienste, die gegebene Anforderungen erfiillen, finden kénnen, ohne diese nament-
lich vorher kennen zu miissen. Verteilungstransparenz, wie sie durch das Umge-
bungsmodell erreicht werden soll, wird im Grid Bereich jedoch derzeit nur als Ziel
zukiinftiger Forschungsarbeiten diskutiert [BGH+04].

In Data Grids arbeiten viele grofie und kleine Dienste, die iiber viele Organisationen
verstreut sind, zusammen und stellen gemeinsam grofie verteilte Datenbestdnde
bereit [H]JK+01]. Die Hauptthemen der Forschungsarbeiten drehen sich um Replika-
tion und Konsistenz. In den meisten Fillen liegen die Daten im Granulat von sehr
groflen Dateien vor. Anwendungen stellen keine komplexen Anfragen sondern
benutzen das Grid, um die eine Datei zu finden, welche komplett die gewiinschten
Daten enthalt. Im Gegensatz dazu soll im Nexus-System die Integration auf Objek-
tebene erfolgen und die Daten vieler Anbieter werden zu einem globalen Umge-
bungsmodell zusammengefiigt.

Der Verzeichnisdienst aus [Hosc02] speichert fiir jede Datenquelle einen Verweis
zusammen mit weiteren Metadaten. Die gespeicherten Datenquellen kénnen jedoch
nur einzeln abgerufen werden, da die Antworten auf Anfragen immer nur einen
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Verweis auf die passendste Datenquelle enthalten. Auch unterstiitzt der Verzeich-
nisdienst weder die Integration der Daten mehrerer Anbieter noch die Verschmel-
zung von Mehrfachreprasentationen.

Compute Grids konzentrieren sich auf die Bearbeitung leicht partitionierbarer Pro-
bleme mit Hilfe generischer Ressourcen. In [SWG+03] wurde ein Grid-basiertes,
verteiltes Anfrageverarbeitungssystem vorgestellt, das die Ausfithrung von Anfra-
gen auf mehrere Knoten verteilt, und das dabei die Daten mehrerer Anbieter ver-
kniipfen kann. Jedoch miissen hierbei die Datenquellen explizit in der Anfrage
genannt werden, und die Verkniipfung der Daten erfolgt durch Funktionen, die in
der Anfrage explizit vorgegeben werden. Lediglich die Ausfiihrung der Anfrageve-
rarbeitung wird dynamisch verteilt. Im Gegensatz dazu kénnen im Nexus-System
die Anwendungen deklarativ bestimmen, an welchen Daten sie interessiert sind,
und die Daten verschiedener Anbieter werden von der Integrationsmiddleware
zusammengefiigt.

Zusammenfassung

Die Charakteristika der alternativen Architekturansidtze werden in Tabelle 1 stich-
wortartig zusammengefasst. Jedes System kann einen Teil der an eine Integrations-
middleware fiir kontextbezogene Anwendungen gestellten Anforderungen erfiillen,
jedoch erfiillt kein System alle Anforderungen. Aus diesem Grund wurde die Inte-
grationsmiddleware des Nexus-Systems von Grund auf neu entwickelt und dabei
speziell auf die Anforderungen abgestimmt [SHG+04].

Tabelle 1. Charakteristika der alternativen Architekturansatze

Ansatz Dynamik Schema Integrationskosten
Integrationsprodukte |niedrig global mittel
Peer-to-Peer Systeme |mittel - hoch |lokal hoch
Information Manifold |mittel global mittel
Semantic Mediation mittel global, aber erweiterbar mittel
WWW/Suchmaschinen |hoch keines niedrig
Semantic Web hoch globale Basis, lokale Verfeinerungen |niedrig
Grid mittel keines niedrig
Nexus mittel global, aber erweiterbar mittel

Ansatz Integrationsmodus SystemgroéBe |ErgebnisgroBe
Integrationsprodukte |Schema, Global-als-Sicht ~10 Anbieter |~Megabyte
Peer-to-Peer Systeme |Schema, Partnerabbildungen ~102 Anbieter |~Megabyte
Information Manifold |Instanzen, Lokal-als-Sicht ~103 Anbieter |~Megabyte
Semantic Mediation Instanzen, als Konzepte in der Ontologie|~10-102 Anb. |~Megabyte
WWW/Suchmaschinen |Zugriff, schllisselwortbasierte Auswahl |-~10° Anbieter |~Kilobyte
Semantic Web Zugriff, konzeptbasierte Auswabhl ~109 Anbieter |~Kilobyte
Grid Zugriff, eigenschaftsbasierte Auswahl ~103 Anbieter |~Gigabyte
Nexus Instanzen, Lokal-als-Sicht ~10% Anbieter |~Megabyte
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Die Angaben zu Systemgrofie und Ergebnisgrofie in Tabelle 1 sind grobe Schatzun-
gen.

3.6 Bewertung

In diesem Kapitel wurde die Architektur der Integrationsmiddleware im Nexus-
System, und damit der dort verfolgte Foderationsansatz, vorgestellt. Das Nexus-
System ist darauf ausgerichtet, flexibel und offen zu sein, weshalb die Integrations-
middleware mit dynamisch wechselnden Konfigurationen von Datenanbietern
zurecht kommen muss. Das Datenaustauschformat ist auf die Anforderungen des
Datenmodells abgestimmt. Es unterstiitzt Mehrfachtypen und Mehrfachattribute.
Die Anfragesprache ist auf die Anforderungen typischer kontextbezogener Anwen-
dungen ausgerichtet. Einfache Selektions- und Projektionsanfragen sind hierbei
ausreichend. Der Verzeichnisdienst nutzt die Spezifika typischer Anfragen aus, die
meist die gesuchten Objekte nach Typ und Ort einschrdanken. Fiir jeden Datenanbie-
ter werden Dienstgebiet und Typliste gespeichert. Anfragen werden mit der in
Kapitel 5.2 beschriebenen Anfrageverarbeitungskomponente verarbeitet, da kein
existierendes System gefunden werden konnte, das die geforderte Funktionalitat
bietet. Ebensowenig konnten addquate alternative Architekturansédtze ausfindig
gemacht werden. Entweder kommen die Ansdtze nicht mit der Dynamik der
Datenanbieter, mit der Menge der zu verwaltenden Daten, mit rdumlichen Daten
oder mit der Notwendigkeit, Mehrfachreprasentationen zu verschmelzen zurecht.
Um die in Kapitel 2.2 aufgestellten Anforderungen der Autonomie, Integration und
Transparenz erfiillen zu konnen, blieb nur die Entwicklung einer eigenen, speziell
an diese Anforderungen angepassten Integrationsmiddleware.



Konzeption der foderierten
Anfrageverarbeitung

In diesem Kapitel wird ein Konzept zur Verarbeitung von Anfragen in der Foderati-
onskomponente erarbeitet und die Anfrageverarbeitung hinsichtlich der Interaktion
mit anderen Komponenten des Nexus-Systems beleuchtet. Es werden wesentliche
Interaktionsmuster aufgezeigt und es wird beschrieben, welche Daten bei einer
Interaktion kommuniziert werden, und wie diese berechnet werden. Zunachst wird
in Kapitel 4.1 die Semantik einer Anfrage formal definiert. Dann wird in Kapitel 4.2
ein Basisalgorithmus zur Verarbeitung von Gebietsanfragen vorgestellt. Anschlie-
lend werden in Kapitel 4.3 verschiedene Ansdtze zur Verarbeitung von foderierten
Nachbarschaftsanfragen diskutiert und experimentell verglichen. In Kapitel 4.4
wird untersucht, wie mehrfach reprasentierte Objekte in der Anfrageverarbeitung
behandelt werden miissen. Es wird analysiert, unter welchen Umstdnden die Ver-
teilung der Daten zu einer Entitdt in der realen Welt auf mehrere Datenanbieter zu
unvollstdndigen oder fehlerhaften Anfrageergebnissen fiihrt, und wie dies durch
eine Anpassung der Anfragesemantik oder durch zusédtzliche Informationen wie
spezielle  Relationenobjekte = (sogenannte = MRep-Relationenobjekte,  siehe
Kapitel 4.4.1.1) kompensiert werden kann. Schliefilich werden weitere Maffnahmen
zur Steigerung der Effizienz der foderierten Anfrageverarbeitung in Kapitel 4.5 pra-
sentiert und die Umsetzung der foderierten Anfrageverarbeitung durch die vorge-
stellten Verfahren in Kapitel 4.6 bewertet.

4.1 Semantik einer Anfrage bei Mehrfachattributen

Die Semantik der Anfrage bestimmt, welche Objekte den restriction Teil der Anfrage
erfiillen und somit in die Ergebnismenge dieser Anfrage gehoren. Dies gilt gleicher-
mafien fiir Gebietsanfragen wie auch fiir Nachbarschaftsanfragen. Nachdem die for-
male Notation in Kapitel 4.1.1 eingefiihrt wurde, wird die Semantik der Anfragen in
Kapitel 4.1.2 formal definiert. Die Anfragesemantik muss speziell darauf angepasst
werden, dass Objekte mehrere Instanzen eines Attributs enthalten konnen.
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4.1.1 Formale Notation

Zur Definition der Semantik einer Anfrage wird im ndchsten Kapitel die Pradika-
tenlogik der ersten Stufe eingesetzt. Die erste Stufe ist hierbei ausreichend, da zwar
keine konkreten Pradikate und Objektprdadikate benannt werden, die Definitionen
aber auch keine Quantoren darauf enthalten. Die Definitionen gelten jeweils fiir
beliebige giiltige Pradikate und Objektpradikate. Die Symbole, die in den Definitio-
nen auftauchen, werden in Tabelle 2 eingefiihrt. Die Symbolik basiert hierbei auf
den in [Nick05] eingefiihrten Symbolen zur Beschreibung von Objektinstanzen und
erweitert diese um geeignete Definitionen fiir Pradikate, Objektpradikate und
Selektionen.

Tabelle 2. Symbole der formalen Notation

Symbol Bedeutung
0 Objekt
o Attribut
v Wert eines Attributs
K Attributschema
A Erforderliche Attribute
Aopt Optionale Attribute
dom Wertebereich eines Attributtyps
O,R Menge von Objekten, Ergebnismenge
R Zahlenmenge der Wahrheitswerte
P Pradikat
Q Objektpradikat
o Selektion
meM = {E A} Existiert-Semantik oder Alle-Semantik
neN = {S, W} Streng-Semantik oder Weich-Semantik

4.1.2 Formale Definition der Anfragesemantik

Die Semantik einer Anfrage wird von zwei orthogonalen Aspekten beeinflusst: der
Verarbeitung von Mehrfachattributen und der Verarbeitung von fehlenden Attribu-
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ten, welche vergleichbar sind mit NULL Werten in einer Datenbank. Bei der Verar-
beitung von Mehrfachattributen kann ein Pradikat entweder genau dann als erfiillt
gewertet werden, wenn mindestens eine Instanz des Attributs das Pradikat erfiillt
(Existiert-Semantik), oder wenn alle Instanzen des Attributs das Pradikat erfiillen
(Alle-Semantik). Das Ergebnis eines Pradikats, dessen Vergleichsattribut fehlt, wird
analog zu [Codd86] mit einem besonderen Wahrheitswert null markiert. Die Ver-
kniipfung mehrerer Pradikate in dieser dreiwertigen Logik erfolgt wie in [Codd86]
beschrieben, siehe auch Abbildung 41 in Kapitel 4.4.3. Fiir jedes Objekt kann so zu
einer gegebenen Anfrage ein Wahrheitswert berechnet werden, der angibt, ob das
Objekt in der Ergebnismenge zu dieser Anfrage enthalten ist oder nicht. Objekte,
deren Wahrheitswert null betragt, konnen hierbei entweder zu der Ergebnismenge
gehoren (Weich-Semantik), oder von ihr ausgeschlossen sein (Streng-Semantik). Die
Semantik einer Anfrage wird immer durch die Kombination der beiden Aspekte
definiert.

Die Existiert-Streng-Semantik stellt die intuitive Semantik dar, da Objekte schon
dann als Treffer gelten, wenn sie in irgendeiner Weise die Anfrage erfiillen, nicht
jedoch, wenn die in der Anfrage verglichenen Attribute unbesetzt sind. Diese
Semantik ist auch die voreingestellte Semantik, und wird immer dann angewandt,
wenn nicht explizit eine andere Semantik gefordert wird.

Zur formellen Beschreibung der Semantiken werden folgende Definitionen einge-
fiihrt.

Definition 4.1: Objekt

0c {(a; Ui)’OLi € Ay Aopt A v; ist vom Attributtyp k(o) }

Ein Objekt o ist eine Menge von Attribut-Wert-Paaren (a;,v;) und

besteht aus einer Teilmenge aller moglichen Attribut-Wert-Paare. Bei
einem Attribut-Wert-Paar muss das Attribut o; entweder in der Menge

der erforderlichen Attribute A, ; oder in der Menge der optionalen Attri-
bute Ay, enthalten sein. Der Wert v; muss im Wertebereich des zugeho-

rigen Attributtyps k(a;) sein und den richtigen Basisdatentyp aufweisen.

Ein Objekt kann mehrere Attribut-Wert-Paare zum selben Attribut haben.
Dies wird als Mehrfachattribut bezeichnet. Weitere Details kénnen in
[Nick05] nachgelesen werden. Objekttypen und Attributschemata sind an
dieser Stelle unerheblich.

Definition 4.2: Objektmenge
Oc {o;}

Eine Objektmenge O ist eine Teilmenge aller moglichen Objekte 0;.

Wenn eine Objektmenge das Ergebnis einer Anfrage ist wird sie als
Ergebnismenge R bezeichnet.
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Definition 4.3: Pradikat
Py widom(k(a’)) —> B

Ein Pradikat P .(0) auf einem Attribut o' ordnet einem Wert v im

Wertebereich des Attributs einen Wahrheitswert zu, der angibt, ob der

Wert in der vom Pradikat geforderten Relation zum Vergleichswert V'

steht. Beispiele fiir Pradikate sind Gleichheitsvergleiche, Gréﬁgr- oder
Kleiner-Vergleiche, sowie rdumliche Vergleiche wie rdumliche Uberlap-
pungen (INTERSECTS) oder rdumliches Enthaltensein (CONTAINS). Ein

Attribut o', das in einem Prddikat einer Anfrage ausgewertet wird, wird
im Kontext dieser Anfrage als Vergleichsattribut bezeichnet.

Definition 4.4: Objektpradikat
mn |
QP Lo {Ol } % 65
a, v

Ein Objektpréadikat er:’n n . ordnet einem Objekt 0; einen Wahrheitswert
a,v

zu, der angibt, ob das Pradikat P . . unter Beriicksichtigung der Seman-

tik m,n auf den Attribut-Wert-Paaren des Objekts zu wahr ausgewertet
werden kann. Hierbei wahlt me M = {E, A} entweder die Existiert-

Semantik oder die Alle-Semantik aus. N € N = {S, W} wéhlt entweder
die Streng-Semantik oder die Weich-Semantik aus.

Definition 4.5: Komplementire Semantik

M € M\m und N € N\n wihlt die jeweils komplementére Semantik aus.

Definition 4.6: Selektion

G mn (0) =R = {oeom.??f‘ ,(o)}
Qp(x o,V

, L

Eine Selektion 6_,, erzeugt aus einer gegebenen Objektmenge O eine
P
a,v

neue Ergebnismenge R, die nur diejenigen Objekte enthilt, bei denen das

m,n
Objektpradikat Qp" = zu wahr ausgewertet werden kann.
a', v

Ausgehend von diesen Definitionen kénnen nun die Objektprddikate zu den vier
verschiedenen Anfragesemantiken wie folgt definiert werden.
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Definition 4.7: Objektpradikat mit Existiert-Streng-Semantik
E,S ) ' .
QPQ.,U.(O) = (I(a,v) € 0t = a’) A (F(a, v) € 0,0 = &P, (V)

Ein Objekt 0 wird genau dann als Treffer gewertet, wenn es mindestens

ein Attribut-Wert-Paar (0o, V) mit dem gesuchten Attribut a' enthilt
(keine NULL Werte erlaubt), und wenn auf mindestens einem Attribut-

Wert-Paar mit dem gesuchten Attribut das gegebene Pradikat P . . zu

wahr ausgewertet werden kann.

Definition 4.8: Objektpradikat mit Existiert-Weich-Semantik

QEQ{YU,(O) = (V(a,v) e oiaza)v(I(a,v) €0, a= oc':Pa.’ 5(0)

Ein Objekt O wird genau dann als Treffer gewertet, wenn es entweder

kein Attribut-Wert-Paar (o, ) mit dem gesuchten Attribut o' gibt (was

vergleichbar mit einem NULL Wert im gesuchten Attribut ist), oder wenn
auf mindestens einem Attribut-Wert-Paar mit dem gesuchten Attribut

das gegebene Pradikat P . . zu wahr ausgewertet werden kann.

L

Definition 4.9: Objektpradikat mit Alle-Streng-Semantik
A’S . 1 v,
Qpa.’ul(o) = (3(a,v) € 0:a = &) A (V(a, L) € 0,0 = APy ()

Ein Objekt 0 wird genau dann als Treffer gewertet, wenn es mindestens

ein Attribut-Wert-Paar (o, v) mit dem gesuchten Attribut o' enthalt
(keine NULL Werte erlaubt), und wenn auf allen Attribut-Wert-Paaren
mit dem gesuchten Attribut das gegebene Pradikat P . . zu wahr ausge-

wertet werden kann.

Definition 4.10: Objektpradikat mit Alle-Weich-Semantik

Qe (0) = (V(wv) e 0ioz ) v (Ve v) € 0,00 = &Py (L))

Ein Objekt 0 wird genau dann als Treffer gewertet, wenn es entweder

kein Attribut-Wert-Paar (o, V) mit dem gesuchten Attribut o' gibt (was

vergleichbar mit einem NULL Wert im gesuchten Attribut ist), oder wenn
auf allen Attribut-Wert-Paaren mit dem gesuchten Attribut das gegebene

Pradikat P . . zu wahr ausgewertet werden kann.

L
In Abbildung 8 werden die Unterschiede zwischen den Anfragesemantiken veran-
schaulicht. Dafiir wird fiir eine Beispielanfrage und deren negiertes Pendant
gezeigt, welche Objekte bei einer bestimmten Anfragesemantik die Anfrage erfiillen
und welche nicht.
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Anfrage: Finde alle Museen, deren Thema Naturkunde ist.

Objekte Erflillt Anfrage in
Existiert- |Existiert- |Alle- Alle-
Streng- |Weich- [Streng- |Weich-
oid | Typ Name Thema Semantik |Semantik [Semantik |Semantik
Naturkunde
1|Museum |Rosenstein [Vélkerkunde |ja ja nein nein
2|Museum [Léwentor |Naturkunde |ja ja ja ja
3|Museum [Linden Vélkerkunde |nein nein nein nein
4|Museum [Wilhelma  |NULL nein ja nein ja
Anfrage: Finde alle Museen, deren Thema NICHT Naturkunde ist.
Objekte Erflllt Anfrage in
Existiert- |Existiert- |Alle- Alle-
Streng- |Weich- |Streng- |Weich-
oid [Typ Name Thema Semantik |Semantik [Semantik |Semantik
Naturkunde
1|Museum |Rosenstein |Vélkerkunde |ja ja nein nein
2|Museum [Léwentor |Naturkunde |nein nein nein nein
3[Museum [Linden Voélkerkunde Jja ja ja ja
4]Museum [(Wilhelma |NULL nein ja nein ja

Abbildung 8: Objektqualifikation bei verschiedenen Anfragesemantiken.

Weiterhin konnen jetzt die folgenden Rechenregeln abgeleitet werden, welche auch
anschaulich am Beispiel in Abbildung 8 nachvollzogen werden konnen.

Satz 4.11: Pradikat-Komplementir-Eigenschaft

Vu:—|(Pa., (V) A —|Pa., v (L)) VUZ(POU’ o (V) Vv ﬂPa.’ v'(V))

Fiir ein Pradikat P und dessen Negation —P gilt, dass ein Wert nie beide
gleichzeitig erfiillt, aber eines von beiden immer erfiillt ist.

Beweis 4.11

Trivial, da ein Pradikat P fiir gegebene o', v' und v entweder immer
wahr oder immer falsch ist. o

Satz 4.12: Objektpradikat-Nicht-Komplementar-Eigenschaft
; m,n m,n . m,n m,n
(30:(Qp" (0AQ" () v(30:~Qp" (©)vQTE  (0))

Bei einem Objektprdadikat Qp zum Prdadikat P und dem Objektpradikat

Q_p zum negierten Pradikat —P kann es sehr wohl sein, dass ein Objekt

keines von beiden Objektprddikaten oder beide gleichzeitig erfiillt. Fiir
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eine Selektion o bedeutet dies, dass mit einem Pradikat und dessen
Negierung unter Beibehaltung der Anfragesemantik nicht die gesamte
Objektmenge in der Ergebnismenge enthalten ist. Anders ausgedriickt
bedeutet dies, dass die Negation des Prddikats alleine nicht zur inversen
Selektion bzw. zum inversen Objektpradikat fiihrt.

Q5 (0) % -Qp"(0)

Beweis 4.12

Fiir die beiden Streng-Semantiken ldsst sich zeigen, dass ein Objekt, bei
dem das zu iiberpriifende Attribut fehlt, die rechte Seite von Satz 4.12

erfiillt. Sei O ein Objekt, bei dem gilt:
V(a,v) e 0ia#a

Eingesetzt in Definition 4.7 oder Definition 4.9 ergibt sich
QQ'S(o) = falsch und QT’PS(o) = falsch

da der linke Teil der Definitionen nicht erfiillt werden kann. Damit wird
die rechte Seite von Satz 4.12 erfiillt. O

Fir die beiden Weich-Semantiken ldsst sich zeigen, dass ein Objekt, bei
dem das zu iiberpriifende Attribut fehlt, die linke Seite von Satz 4.12

erfiillt. Sei O ein solches Objekt. Damit ergibt sich aus Definition 4.8 oder
Definition 4.10

Qp'V(0) = wahr und Q™ (0) = wahr

da der linke Teil der Definitionen immer erfiillt ist. Damit wird die linke
Seite von Satz 4.12 erfullt. o

Satz 4.13: Inverses Objektpradikat

-Qp"(0) = Q"(0)

Das inverse Objektprddikat kann durch gleichzeitige Pradikat-Negation
und Semantik-Inversion erreicht werden.

Beweis 4.13

Der Beweis soll hier exemplarisch fiir die Existiert-Streng-Semantik
durchgefiihrt werden. Fiir die {iibrigen Semantiken funktioniert der
Beweis analog. Aus Definition 4.7 folgt:
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—Qp” (0) = —((3(av) € 00 = ') A (30, V) € 0, & = &Py (V)
= —(3(a,v) € 0:a = &) v ~(I(at, V) € 0, & = AP (V)
=(V(a,v)eoa=a)v(V(a,v)€e0,a= OL‘Z—POL-’ v'(0))

AW
= Q_|p(x,’ l),(0)

Korollar 4.14: Inverse Selektion

G _mn (O) = O_GQm,n (O) =0 m,

_‘QPOL . P Qp

(0)

n

L a',v a', V'
Eine Selektion mit einem negierten Objektpradikat ist schlecht zu berech-
nen, da hierfiir immer die Gesamtmenge O notwendig ist. Besser ist es da
Satz 4.13 anzuwenden und die Semantik umzukehren sowie die Negation
zum Prdadikat zu verschieben, damit gleich konstruktiv die richtigen
Objekte fiir die Ergebnismenge bestimmt werden konnen. Aus diesem
Grund sollten auch bei Pradikaten, die durch boolesche Verkniipfungen

verbunden sind, alle Negationen direkt zu den Prddikaten verschoben
werden (per De Morganscher Gesetze).

Satz 4.15: Konjunktion und Disjunktion von Pradikaten

m,n m,n m,n
0) = o)A 0
( ) Qplal',ul' ( ) QPZGZ',UZ' ( )

Plal', ol' N P2a2', v2'

m,n

m,n m,n
0) = 0)v 0
Plal',ul' v P20L2',02'( ) Qplal',ul' ( ) QPZOLZ',UZ' ( )

Ein Objektpradikat mit einer Konjunktion oder Disjunktion von Pradika-
ten kann durch eine Konjunktion oder Disjunktion von Objektpradikaten
mit den entsprechenden einzelnen Pradikaten ersetzt werden.

Herleitung 4.15

Die Herleitung soll exemplarisch fiir die Disjunktion bei der Existiert-
Weich-Semantik durchgefiihrt werden. Die Herleitung fiir die anderen
Semantiken und fiir die Konjunktion funktioniert in gleicher Weise. Aus
Definition 4.8 und Satz 4.15 folgt:

EW

Pl o1 A F,2(12‘,02‘(0) = ((Y(o,v) eo:azal)v(I(a,v)e0,a= al':Plal.’Ul.(U)))

A((V(a,v)eoniaza2)v(I(a,v) €0, a= oc2':P2a2.’ b2 (L))

EWwW EW
= 0O) A 0
Qp1,, (012 Qp2 . (0)

Es wird fiir jedes Pradikat getrennt gepriift, ob das zugehorige Attribut
fehlt oder ob eines der vorhandenen Attribute das Pradikat erfiillt. Es ist
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ausdriicklich erlaubt, dass jedes Attribut unabhidngig von den anderen
gepriiften Attributen vorhanden sein kann (nicht NULL) oder fehlen
kann (NULL). Es miissen nicht alle Attribute gleichzeitig NULL oder
nicht NULL sein.

Korollar 4.16: Konjunktion und Disjunktion von Objektpradikaten
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Zum einen konnen Préddikate boolesch verkniipft werden und damit
direkt eine Ergebnismenge aufgebaut werden. Zum anderen konnen die
Pradikate einzeln ausgewertet werden und damit jeweils eine eigene
Ergebnismenge aufgebaut werden. Die einzelnen Ergebnismengen miis-
sen dann noch mit Mengenoperationen verkniipft und zu einer Gesamter-
gebnismenge zusammengefasst werden.

In diesem Kapitel wurde die Semantik von Anfragen auf Objekten mit Mehr-
fachattributen definiert. Es wurden die formalen Grundlagen gelegt, um Anfragen,
die aus mehreren boolesch miteinander verkniipften Pradikaten bestehen, auf ein-
zelne Selektionen abbilden zu koénnen, deren Ergebnisse mit Mengenoperationen
zusammengefligt werden konnen. Dies erlaubt die flexible Nutzung vorhandener
Indexstrukturen. Besondere Aufmerksamkeit muss der Verarbeitung von Negatio-
nen gewidmet werden, welche eine Umkehr der Semantik erforderlich machen kon-
nen. Die bisherige Diskussion geht davon aus, dass alle fiir eine Anfrage relevanten
Objekte an einer zentralen Stelle gelagert werden.

4.2 Gebietsanfragen

Gebietsanfragen stellen den wichtigsten Anfragetyp im Nexus-System dar, mit dem
Anwendungen sich die bendtigten Informationen aus dem Umgebungsmodell
beschaffen konnen. Sie zeichnen sich dadurch aus, dass die Anwendung das Gebiet
vorgibt, in dem die Ergebnisobjekte liegen sollen. Typischerweise ist dies der Kar-
tenausschnitt, den die Anwendung dem Benutzer gerade anzeigt. Es kann sich
dabei aber auch um einen Korridor handeln, wie beispielsweise das Gebiet 500
Meter links und rechts der Autobahn, oder um einen Kreis, um etwa alle Hotels in
einem Kilometer Umkreis anzuzeigen. Zusitzlich kann eine Gebietsanfrage weitere
Vergleiche mit anderen Attributen enthalten, die in beliebiger Weise boolesch ver-
kniipft sein konnen. In der Regel wird mindestens noch der Typ der gesuchten
Objekte (Hotel, Museum, und so weiter) eingeschrankt. Haufig werden zusatzliche
Eigenschaften gefordert, wie ,finde alle Museen in Stuttgart, in denen eine Ausstel-
lung zum Thema Naturkunde ldauft” oder ,finde alle Drei-Sterne-Hotels im Umkreis
von zwei Kilometern, in denen noch Nichtraucher-Doppelzimmer verfiigbar sind”.

Durch die Konzeption der Architektur des Nexus-Systems (siehe Kapitel 3.1) kon-
nen Gebietsanfragen auf relativ einfache Weise verarbeitet werden, wie in
Abbildung 9 zu sehen ist. Hierbei werden zundchst Mehrfachreprasentationen weit-
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gehend aufier Acht gelassen. Die notwendigen Anpassungen in der Anfrageverar-
beitung zur Behandlung von Mehrfachreprdsentationen werden ausfiihrlich in
Kapitel 4.4 diskutiert.
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Anfrage schicken Ergebnismenge
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Anfrage prifen
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operatoren anwenden
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Abbildung 9: Verarbeitung von Gebietsanfragen in der Féderationskomponente

Der Ablauf der Verarbeitung gliedert sich wie folgt (siehe auch [NGS+01]).

1. Anfrage schicken. Die Anwendung schickt eine Gebietsanfrage an die
Foderationskomponente.

2. Anfrage priifen. Die Foderationskomponente priift die Anfrage: Hat die
Anfrage den korrekten Aufbau? Sind alle genannten erweiterten Sche-
mata bekannt? Handelt es sich um eine Gebietsanfrage oder um eine
Nachbarschaftsanfrage? Werden konkrete Datenanbieter vorgegeben, so
dass direkt mit Schritt 6 fortgefahren werden kann?
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3. DNF herstellen (optional). Zur Vereinfachung der weiteren Schritte kann
der restriction Teil einer Anfrage in die disjunktive Normalform (DNF)
umgewandelt werden. Fiir die Verarbeitung von Mehrfachreprasentatio-
nen (Kapitel 4.4) und fiir das Caching (Kapitel 5.5.1) ist diese Transforma-
tion zwingend erforderlich. Zur Herstellung der DNF werden zunédchst
mittels der De Morganschen Gesetze die Negationen zu den Literalen
verlagert. Anschlieflend konnen die Distributivgesetze angewandt wer-
den, bis der Term des restriction Teils die Form einer Disjunktion von
Konjunktionstermen hat.

4. Anfrage fiir Verzeichnisdienst erstellen. Wie in Kapitel 3.4 erldutert,
besteht die Anfrage an den Verzeichnisdienst aus einem Gebiet und aus
einer Liste von Typen. Das Gebiet und die Liste wird erstellt, indem der
restriction Teil der Anfrage traversiert wird und jeder Vergleichswert
eines rdumlichen Vergleichs mit dem bisherigen Gebiet vereinigt wird
und jeder Vergleichswert eines Typvergleichs zur Liste der Typen hinzu-
gefligt wird. Das initiale Gebiet und die initiale Liste sind leer. Diese ein-
fache Vorgehensweise funktioniert hervorragend, solange keine
unbeschrdankten Negationen auftreten, die in der Anwendungsdomaine

der kontextbezogenen Anwendungen aber auch nicht sinnvoll sind’. Bei
den Gebieten werden Polygone mit Lochern unterstiitzt.

5. Verzeichnisdienst anfragen. Die soeben erstellte Verzeichnisdienstan-
frage wird an selbigen geschickt. Dieser antwortet mit einer Liste der
relevanten Datenanbieter. Das Dienstgebiet eines solchen Datenanbieters
schneidet das Gebiet der Verzeichnisdienstanfrage, und der Datenanbie-
ter speichert Objekte, deren Typ in der Typliste der Verzeichnisdienstan-
frage auftaucht, oder deren Typ ein Subtyp der Typen in der Typliste ist.

6. Anfrage weiterleiten. Die Foderationskomponente schickt gleichzeitig an
alle relevanten Datenanbieter eine Anfrage. Hierbei kann die urspriing-
lich von der Anwendung geschickte Anfrage direkt weitergeleitet wer-
den. Der Datenanbieter ignoriert dann die Teile der Anfrage, fiir die er
sich nicht zustdndig fiihlt. Der Verarbeitungsaufwand des Datenanbieters
kann reduziert werden, wenn die weitergeleitete Anfrage speziell auf
dessen Fahigkeiten und auf dessen gespeicherte Objekte angepasst wird.
So koénnen im restriction Teil in DNF diejenigen Konjunktionsterme weg-
gelassen werden, die sich auf Typen beziehen, die dem Datenanbieter
fremd sind. Die entsprechenden Projektionen im filter Teil kénnen eben-
falls entfernt werden.

7. Teilergebnisse einsammeln. Die Antworten der relevanten Datenanbie-
ter treffen nach und nach ein und werden zunéchst getrennt gesammelt.
Sobald die ersten Teilergebnismengen vollstandig eingetroffen sind kann
mit dem nédchsten Schritt fortgefahren werden.

8. Ergebnisaufbereitungsoperatoren anwenden. Im ersten Ergebnisaufbe-
reitungsschritt werden zum einen die Ergebnisaufbereitungsoperatoren

1 Anfragen der Art ,finde alle Objekte, die kein Museum sind” konnen theoretisch als Scan {iiber alle
Objekte implementiert werden, was jedoch sehr aufwéndig ist. Geschickter sind Anfragen der Art ,finde
alle Gebaude, die kein Museum sind”.
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ausgefiihrt, die jedes Teilergebnis der Datenanbieter getrennt verarbeiten.
Zum anderen werden verschmelzende Ergebnisaufbereitungsoperatoren
ausgefiihrt, die Mehrfachreprasentationen zusammenfiihren und eventu-
ell zuvor auch erkennen. Ein Beispiel hierfiir ist der in Kapitel 5.4.2.2
beschriebene Operator fiir sich {iberlappende Straffendatensatze.

9. Objekte verschmelzen. Im zweiten Ergebnisaufbereitungsschritt werden
alle Objekte verschmolzen, welche die gleiche Objekt-ID besitzen. Hierfiir
werden die Objekte nacheinander von den Teilergebnismengen in eine
Gesamtergebnismenge iibertragen, welche zusétzlich eine Hash-Tabelle
auf dem Objektidentifikator besitzt. Bei einer Mehrfachreprisentation
werden alle Attributinstanzen des hinzuzufiigenden Objekts in das schon
in der Gesamtergebnismenge befindliche Objekt kopiert. Nur bei exakt
identischen Attributinstanzen, d. h. alle Attributteile der Instanz stimmen
tiberein, wird nur eine Kopie gespeichert.

10.Ergebnisaufbereitungsoperatoren anwenden. Im dritten Ergebnisaufbe-
reitungsschritt werden Ergebnisaufbereitungsoperatoren angewandt,
welche auf der vereinigten Ergebnismenge arbeiten. Ein Beispiel hierfiir
ist der in Kapitel 5.4.2.2 beschriebene Generalisierungsoperator.

11.Ergebnismenge zuriickschicken. Die vereinigte Ergebnismenge wird an
die Anwendung als Antwort auf deren Anfrage zuriickgesandt.

Es hat sich gezeigt, dass bei den vorgegebenen Anforderungen der Anwendungen
die beschriebene hart verdrahtete Anfrageverarbeitung vollig ausreichend ist. Die
Beschrankung der Anfragesprache auf Selektionen und Projektionen ermoglicht nur
eingeschrdankte Optimierungen (Reihenfolge der Pradikate, Verkniipfung mehrerer
Pradikate auf Pradikat- oder auf Ergebnismengenebene).

4.3 Foderierte Nachbarschaftsanfragen

Verschiedenste Anwendungen nutzen Anfragen, um auf rdumliche Daten zuzugrei-
fen: ortsbezogene Anwendungen stellen nahegelegene interessante Orte (engl.
points of interest) in einer Karte dar, rdumliche Datenanalyseanwendungen suchen
nach dem besten Standort fiir eine neue Filiale einer Ladenkette, Werkstiicke in
einer intelligenten Fabrik suchen die ndchste verfiigbare Maschine fiir ihre weitere
Verarbeitung, und so weiter. In allen diesen Anwendungsgebieten wird auf die
rdumlichen Daten mit zwei verschiedenen Anfragetypen zugegriffen, mit Gebiets-
anfragen und mit Nachbarschaftsanfragen.

Gebietsanfragen setzen sich aus einem rdumlichen Pradikat wie intersects (schnei-
den) oder inside (echt enthalten) und einem Anfragegebiet, das durch ein Rechteck
oder ein Polygon gegeben ist, zusammen. Die Ergebnismenge einer Gebietsanfrage
enthdlt all diejenigen Objekte, die das raumliche Pradikat erfiillen. Dieses Pradikat
vergleicht das Anfragegebiet mit der Geometrie eines Objekts. Eine typische Gebiet-
sanfrage soll zum Beispiel alle Objekte ermitteln, die innerhalb eines gegebenen
Kartenausschnitts liegen.

Nachbarschaftsanfragen setzen sich aus einem Referenzpunkt und der Anzahl der
zuriickzuliefernden Objekte zusammen. Diese Anzahl wird gemeinhin mit k
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bezeichnet. Die Ergebnismenge einer Nachbarschaftsanfrage enthilt diejenigen k
Objekte, die den geringsten Abstand zum Referenzpunkt aufweisen. Alle anderen
Objekte sind mindestens genauso weit vom Referenzpunkt entfernt wie diese k
Objekte. Eine typische Nachbarschaftsanfrage soll zum Beispiel die fiinf ndchstgele-
genen Tankstellen ermitteln.

4.3.1 Motivation

Bislang wurden Nachbarschaftsanfragen nur an einzelne Datensdtze gestellt, die
zumeist lokal gespeichert waren, so dass eine Anfrageverarbeitungskomponente
umfassenden Zugriff auf die Daten und auf die zugehorigen Indexstrukturen hatte.
Im Umfeld des Nexus-Systems sind solche Nachbarschaftsanfragen nur einge-
schrankt niitzlich und nicht mit dem Ziel eines umfassenden Umgebungsmodells
vereinbar, das sich nach aufien hin als ein einziges grofies Modell préasentiert, intern
jedoch aus vielen einzelnen unabhidngigen lokalen Umgebungsmodellen zusam-
mengesetzt wird. Deshalb sollen hier nun Nachbarschaftsanfragen untersucht wer-
den, die an eine lose gekoppelte Foderation aus autonomen Anbietern von
rdaumlichen Daten gestellt werden. Eine Anfrageverarbeitungskomponente hat hier
keinen Einfluss auf die Verteilung der Daten auf die einzelnen Datenanbieter. Die
Ergebnismenge einer solchen Foderierten Nachbarschaftsanfrage (FNA) enthilt die
k nachstgelegenen Objekte aus dem vereinigten Datenbestand aller Datenanbieter.
Der hier vorgestellte FNA-Algorithmus minimiert die Anzahl der an die Datenan-
bieter gestellten Anfragen und befragt dabei nur einen Bruchteil aller Datenanbie-
ter. Des Weiteren ist der Algorithmus nicht auf exakte Objektzdhlungen oder
Statistiken iiber die Objektdichte angewiesen. Dies ist duflerst wichtig, da es wegen
der Autonomie der Datenanbieter sehr aufwiandig und teuer ist solche Statistiken
aktuell zu halten.

Die Vorteile von foderierten Nachbarschaftsanfragen lassen sich am Beispiel einer
ortsbezogenen Restaurantsuche verdeutlichen. Viele Anbieter von rdumlichen
Daten speichern Informationen iiber Restaurants. Jede Kette von Schnellrestaurants
betreibt ihre eigenen Server. Lokale Restaurants beauftragen einen externen Dien-
steanbieter, der einen logischen Server fiir jedes Restaurant aufsetzt. Elektronische
Branchenbiicher verschiedener Betreiber enthalten Informationen iiber Restaurants.
Schliefslich bieten Stadtmagazine und Gourmetfiihrer jeweils Erfahrungsberichte
und Bewertungen zu einzelnen Restaurants. Ein hungriger Benutzer mochte nicht
erst einen der Datenanbieter auswéhlen, und dann auf dessen Angebot beschrankt
sein. Er mochte auch nicht miihselig die Ergebnislisten verschiedener Datenanbieter
vergleichen. Tatsdchlich mochte der Benutzer mit einer einzigen Anfrage alle
Datenanbieter gleichzeitig befragen und deren Ergebnisse in einer integrierten
Ergebnisliste angezeigt bekommen. Genau dies konnen foderierte Nachbarschafts-
anfragen leisten. Der hier vorgestellte Algorithmus minimiert dabei gleichzeitig die
an die Datenanbieter gestellten Anfragen in Anzahl und Umfang, und erh6ht somit
erheblich die Leistungsfihigkeit des Gesamtsystems ohne dass der Benutzer eine
nennenswerte Verlingerung der Antwortzeit bemerkt.

Der FNA-Algorithmus benutzt einen Verzeichnisdienst, der eine Liste aller verfiig-
baren Datenanbieter verwaltet, um fiir eine Anfrage die relevanten Datenanbieter
zu ermitteln. Fiir jeden Datenanbieter speichert der Verzeichnisdienst dessen
Namen, die Verbindungsparameter fiir dessen Anfrageschnittstelle sowie dessen
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Dienstgebiet, welches die Geometrien aller dort gespeicherten Objekte einschlief3t.
Ein solcher Verzeichnisdienst kann auf verschiedene Weise implementiert werden.
Unter anderem kann hierfiir ein OGC Catalogue Service [OGC99c, OGCO02], ein
FGDC clearinghouse [FGDC], oder sogar ein Verzeichnisdienst fiir Web Services
[OGCO03, PBJ03, UDDIO0], der um Verarbeitungsfdhigkeiten fiir raumliche Daten
erweitert wurde, eingesetzt werden. Des Weiteren kann auch die in Kapitel 5.2 vor-
gestellte orts- und typbezogene Anfrageverarbeitungskomponente hierfiir verwen-
det werden.

Der hier vorgestellte FNA-Algorithmus zielt auf Datenintegrationsszenarien, bei
denen die verteilt vorliegenden Daten aus mindestens einem der folgenden Griinde
nicht an einer zentralen Stelle repliziert und zusammengefasst werden konnen:

* Der integrierte Datenbestand ist zu grofs.

¢ Die Datenanbieter agieren autonom und verbieten es, ihre Inhalte zu replizieren,
z.B. um den Zugriff darauf beschranken und Zugriffsrechte iiberpriifen zu kon-
nen.

* Der Datenbestand wird hédufig aktualisiert, so dass es zu teuer wird, die vielen
Repliken, die notig sind, um viele gleichzeitige Nutzer bedienen zu koénnen,
aktuell zu halten.

In jedem der obigen Fille kann eine Integrationsmiddleware, die eine Foderation
der beteiligten Datenanbieter etabliert, Abhilfe schaffen.

4.3.1.1 Ziele und Beitrag

In diesem Kapitel werden neue Losungen beschrieben fiir das Problem der Verar-
beitung von Nachbarschaftsanfragen in einer Foderation von lose gekoppelten
Anbietern von rdumlichen Daten [SIG+04]. Es wird eine ganze Familie von Algo-
rithmen detailliert beschrieben und analysiert. Die einzelnen Datenanbieter sind
autonom. Die Integrationsmiddleware kann daher die Verteilung der Daten auf die
Datenanbieter weder beeinflussen noch dndern. Es werden verschiedene Arten von
Statistiken, die sich in ihrer Granularitdt unterscheiden, miteinander verglichen:
keine Statistiken, ein grober Schatzwert der globalen Objektdichte sowie detaillierte
Objektanzahlen pro Datenanbieter. Auf die Daten der Datenanbieter wird entweder
per entfernten Nachbarschaftsanfragen oder per entfernten Gebietsanfragen zuge-
griffen. Entfernte Anfragen erfordern im Gegensatz zu lokalen Anfragen immer
eine Kommunikation iiber das Netzwerk. Lokal vorhandene Indexe kénnen nur von
den Datenanbietern selbst bei der Verarbeitung der an sie gestellten Anfragen ver-
wendet werden, nicht aber von der Integrationsmiddleware. Des Weiteren wird
vorgeschlagen, die Anzahl der gleichzeitig angefragten Datenanbieter als Stellgrofie
einzusetzen, um entweder die Antwortzeit oder den Ressourcenverbrauch zu mini-
mieren. Es werden vier Leistungskenngrofien eingefiihrt, um die Effizienz des
Algorithmus zu bewerten: Antwortzeit, Aufwand, Anzahl der Iterationen und Kos-
ten-Nutzen-Verhiltnis. Es werden mehrere Experimente auf Zufallsdatensdtzen
durchgefiihrt, um die Skalierbarkeit des Algorithmus zu zeigen und um die ver-
schiedenen Ansitze zu vergleichen. Es kann gezeigt werden, dass das Kosten-Nut-
zen-Verhiltnis gegeniiber dem besten bisher in der Literatur beschriebenen Ansatz
um das bis zu 3,5-fache verbessert werden kann.
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Der weitere Verlauf dieses Kapitels gliedert sich wie folgt. In Kapitel 4.3.2 wird das
Problemfeld und die Systemumgebung des FNA-Algorithmus detailliert beschrie-
ben und dieser in Bezug zu fritheren Arbeiten zu Nachbarschaftsanfragen gesetzt.
Die Hauptschleife des Algorithmus wird in Kapitel 4.3.3 erldutert. Dort werden
auch die Hilfsfunktionen zum Berechnen des geschédtzen Radius des Anfragebiets
und zum Weiterleiten der Anfragen an die Datenanbieter vorgestellt. In
Kapitel 4.3.4 werden die Randbedingungen und Parameter der Experimente
beschrieben und deren Ergebnisse analysiert. Die Zusammenfassung in
Kapitel 4.3.5 beschliefit dieses Themengebiet.

4.3.2 Problemfeld

Das Problemfeld der Nachbarschaftsanfragen kann in vier Kategorien gegliedert
werden. Im folgenden Abschnitt wird die Kategorie der foderierten Nachbar-
schaftsanfragen und das zugehorige Datenintegrationsszenario erldutert. Anschlie-
lend werden die weiteren Kategorien (lokale Nachbarschaftsanfragen, emulierte
Nachbarschaftsanfragen sowie parallele und verteilte Nachbarschaftsanfragen auf
gezielt aufgeteilte Datensdtze) diskutiert und ihre Bedeutung fiir den FNA-Algo-
rithmus erortert. Die Erklarungen beschrdanken sich dabei auf zweidimensionale
Punktobjekte. Die Algorithmen koénnen aber leicht auf Objekte mit ausgedehnten
und hoherdimensionalen Geometrien verallgemeinert werden. In der Literatur wer-
den zum Teil Verfahren diskutiert, die nur einen einzigen ndchsten Nachbarn fin-
den sollen. Eine besondere Behandlung dieses Sonderfalls ist hier jedoch nicht
notwendig, und die weitere Diskussion konzentriert sich daher auf den allgemeinen
Fall, bei dem eine vorher festgelegte Anzahl von k ndchsten Nachbarn gefunden
werden soll.

4.3.2.1 Foderierte Nachbarschaftsanfragen (FNA)

Foderierte Nachbarschaftsanfragen suchen in den Daten von vielen lose gekoppel-
ten Datenanbietern nach den k nidchsten Nachbarn zu einem gegebenen Referenz-
punkt. Die Daten der Anbieter konnen sich dabei sowohl iiberlappen als auch
ergdnzen. Abbildung 10 zeigt ein Beispielszenario, in dem mehrere Datenanbieter
dhnliche Objekte speichern, die z.B. Informationen iiber Restaurants enthalten.

k=4 @ Referenzpunkt

/\ Objekt eines Datenanbieters

B Objekt eines Datenanbieters,
das Teil der Ergebnismenge ist

@ Dienstgebiet eines

Datenanbieters

Abbildung 10: Restaurant-Objekte, die Uber verschiedene Datenanbieter verteilt sind (die
Dienstgebiete der Datenanbieter kdnnen sich Uberlappen, ein Objekt gehdrt zu einem Datenan-
bieter, in dessen Dienstgebiet es sich befindet).
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Ein Benutzer mochte in diesem Datenintegrationsszenario eine Liste der nédchstgele-
genen Restaurants erhalten, zu denen von irgendeinem der angeschlossenen
Datenanbieter Informationen bereitgestellt werden. Der in Kapitel 4.3.3 vorgestellte
FNA-Algorithmus erlaubt es, beim Benutzer den Eindruck zu erwecken, dass die
Daten an einer zentralen Stelle gespeichert waren, obwohl sie tatsdchlich bei den
jeweiligen Datenanbietern verbleiben. Im Beispiel in Abbildung 10 sollen die vier
nédchstgelegenen Restaurants gefunden werden. Nur durch die Kombination der
Daten mehrerer Anbieter konnen tiberhaupt gentigend Ergebnisse gefunden wer-
den. Dabei tragen manche Datenanbieter mit ihrem gesamten Datenbestand, man-
che mit einem Teil davon und manche gar nicht zur Ergebnismenge bei.
Optimalerweise werden letztere erst gar nicht gefragt und die anderen nur nach so
vielen Objekten, wie auch tatsdchlich in der Ergebnismenge landen kénnen.

Wie in Abbildung 11 zu sehen ist, setzt sich die Architektur eines Systems zur Ver-
arbeitung von foderierten Nachbarschaftsanfragen aus drei Typen von Komponen-
ten zusammen, welche einen Ausschnitt aus der in Kapitel 3.1 vorgestellten
Architektur des Nexus-Systems bilden [NGS+01]: Datenanbieter mit rdumlichen
Daten, einem Verzeichnisdienst sowie einer Féderationskomponente in welcher der
FNA-Algorithmus ausgefiihrt wird. Die Foderationskomponente bildet zusammen
mit dem Verzeichnisdienst die Integrationsmiddleware. Zusitzlich gibt es noch die
Anwendung, die hier aber neben dem Absetzen der initialen Anfrage keine weitere
tragende Rolle spielt.

Anwendung

Nachbarschaftsanfrage

Integrationsmiddleware

Verzeichnis-
dienst

VERZEICHNISDIENSTANFRAGE Foderations- ENA- Algorithmus‘J
komponente

—7 \

ENTFERNTENACHBARSCHAFTSANFRAGE
ENTFERNTEGEBIETSANFRAGE

Registrieren

anbieter

anbieter anbieter

Abbildung 11: Systemarchitektur

Die Datenanbieter miissen mindestens eine der beiden folgenden Schnittstellen
anbieten, damit die Integrationsmiddleware auf ihre rdumlichen Daten zugreifen
kann: eine Schnittstelle fiir entfernte Nachbarschaftsanfragen oder eine Schnittstelle
tir entfernte Gebietsanfragen. Bei der internen Organisation der Daten ist jeder
Datenanbieter frei. Die Integrationsmiddleware hat keine Moglichkeit, etwaige
lokale Indexstrukturen eines Datenanbieters auszunutzen. Ein Datenanbieter muss
sich beim Verzeichnisdienst registrieren, um bei zukiinftigen Anfragen berticksich-
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tigt werden zu konnen. Hierfiir muss er sein Dienstgebiet und die Verbindungspa-
rameter, die notwendig sind, um auf seine Anfrageschnittstellen zugreifen zu
konnen, an den Verzeichnisdienst tibermitteln.

Das Dienstgebiet eines Datenanbieters umgibt die Geometrien aller dort gespeicher-
ten Objekte. Die Form des Dienstgebiets wird durch eines der in der Simple Fea-
tures Specification [OGC99a] definierten geometrischen Grundprimitive
beschrieben. Typischerweise ist es ein Polygon, dessen Form sich an Verwaltungs-
grenzen anlehnt, z.B. eines Stadtteils, einer Stadt oder eines Bundeslands. Das
Dienstgebiet konnte auch der konvexen Hiille um alle Geometrien der gespeicher-
ten Objekte entsprechen. In jedem Fall konnen sich die Dienstgebiete zweier
Datenanbieter um mehrere Grofienordnungen in ihrer Grofie unterscheiden sowie
sich gegenseitig liberlappen oder enthalten. Kein Objekt eines Datenanbieters darf
auflerhalb von dessen Dienstgebiet liegen, da sonst das Objekt unter Umstdnden
nicht gefunden werden wiirde.

Der Verzeichnisdienst wird von der Foderationskomponente benutzt, um zu einer
Anfrage die jeweils relevanten Datenanbieter zu ermitteln. Hierfiir speichert der
Verzeichnisdienst die Dienstgebiete aller angemeldeten Datenanbieter. Der Ver-
zeichnisdienst ist somit vergleichbar zu den inneren Knoten eines globalen raumli-
chen Indexes, bei dem die Datenanbieter dessen Blatter darstellen. Tatsachlich
speichert der Verzeichnisdienst zu jedem Datenanbieter noch weitere Informatio-
nen wie z.B. die Typen der jeweils gespeicherten Objekte, siehe hierzu auch
Kapitel 3.4. In der weiteren Diskussion des FNA-Algorithmus wird dies aber ohne
Beschrankung der Allgemeinheit ausgeblendet. Hierfiir wird angenommen, dass
alle Datenanbieter Objekte des selben Typs speichern. Des Weiteren muss der Ver-
zeichnisdienst Schdtzwerte iiber die globale Objektdichte oder die Anzahl der
Objekte, die bei jedem Datenanbieter gespeichert sind, speichern, je nach der einge-
setzten Methode zur Bestimmung des initialen Radius des Anfragegebiets. Da sich
die Dienstgebiete der Datenanbieter nur dufierst selten dndern, kann der Verzeich-
nisdienst leicht dupliziert werden, um dessen Skalierbarkeit zu gewéhrleisten und
mehr Foderationsknoten bedienen zu konnen. Diese Vorgehensweise ist weniger
praktikabel, wenn fiir jeden Datenanbieter auch die Anzahl der gespeicherten
Objekte vorgehalten wird, da sich diese Anzahlen wesentlich hdufiger als die
Dienstgebiete dndern konnen. Der Verzeichnisdienst stellt eine Schnittstelle fiir
Verzeichnisdienstanfragen bereit. Eine solche Anfrage besteht hier lediglich aus
einem Anfragegebiet. Als Antwort wird eine Liste aller Datenanbieter zuriickgelie-
fert, deren Dienstgebiet das gegebene Anfragegebiet schneidet (oder komplett darin
enthalten ist).

Die Foderationskomponente fiihrt den FNA-Algorithmus aus. Gegeniiber den
Anwendungen stellt sie eine Schnittstelle fiir einfache Nachbarschaftsanfragen
[HjSa95, LLNO02, RKV95] zur Verfiigung. Die Foderationskomponente leitet Anfra-
gen an die Datenanbieter weiter und integriert deren Antworten. Da die Foderati-
onskomponente selbst keine Daten persistent speichert, kann sie leicht dupliziert
werden, um mehr Benutzer gleichzeitig bedienen zu kénnen. Auf diese Weise kann
leicht die Skalierbarkeit der Foderationskomponente sichergestellt werden.

Um die Effizienz des FNA-Algorithmus zu bewerten werden zwei Optimierungs-
ziele definiert: minimale Antwortzeit, die von der Anwendung wahrgenommen
wird, sowie minimaler Ressourcenverbrauch, welcher sich aus dem Aufwand der
Datenanbieter zur Beantwortung der an sie gestellten Anfragen und dem Aufwand



70 Kapitel 4: Konzeption der féderierten Anfrageverarbeitung

zur Ubertragung dieser Ergebnismengen an die Foderationskomponente zusam-
mensetzt. Der Aufwand ist ungefdhr proportional zur Grofie der Ergebnismenge
und wird in Zeiteinheiten gemessen, siehe Kapitel 4.3.4. Die Transportkosten von
der Foderationskomponente zur Anwendung sind bei allen Ansédtzen gleich und
konnen deshalb ausgeklammert werden. Wahrend eine Anwendung so kurz wie
moglich auf die Antwort einer Anfrage warten mochte (und somit die minimale
Antwortzeit favorisiert), bevorzugt der Betreiber des Nexus-Systems den minima-
len Ressourcenverbrauch, da dann mehr Benutzer gleichzeitig bedient werden kon-
nen. Im weiteren Verlauf dieses Kapitels wird aufgezeigt, wie jedes dieser beiden
Ziele fiir sich erreicht werden kann, und wie ein guter Kompromiss zwischen den
beiden Extremen erreicht werden kann.

4.3.2.2 Lokale Nachbarschaftsanfragen

Lokale Nachbarschaftsanfragen zeichnen sich dadurch aus, dass bei ihrer Verarbei-
tung direkt auf die Daten und die zugehorigen Indexe zugegriffen werden kann.
Bisherige Arbeiten in diesem Bereich haben sich einerseits darauf konzentriert,
Algorithmen zur effizienten Traversierung der Knoten eines Indexbaums [ChFu98,
HjSa95, HjSa99, RKV95] zu entwickeln, und dabei moglichst frith ganze Teilbdume
zu liberspringen. Haufig wurde hierbei der R*-Baum [BKSS90] als Indexstruktur
betrachtet. Andererseits wurden spezielle auf Nachbarschaftsanfragen optimierte
Indexstrukturen [Arya95, BEK+98, CNP99, YOT]J01] vorgeschlagen. In [LLNO02]
kann eine umfangreiche Diskussion iiber die bisherigen Ansitze nachgelesen wer-
den. Alle diese Ansdtze konnen nur zur lokalen Verarbeitung von Nachbarschafts-
anfragen eingesetzt werden und nur, wenn lokal ein Index vorhanden ist. Die
Ansétze konnen nicht erweitert werden auf den Zugriff auf entfernte Datenquellen,
da zum einen die Datenquellen nicht die nétigen Zugriffsschnittstellen bieten, z.B.
um auf den internen Index zuzugreifen, und da zum anderen die Ansitze von den
geringen Kosten des Zugriffs auf lokale Daten ausgehen und die Verfahren vollig
unangebracht sind, wenn die Zugriffskosten wegen des entfernten Zugriffs wesent-
lich hoher ausfallen. Wie bereits in Kapitel 4.3.1 argumentiert wurde, stellt das
Kopieren aller Daten auf eine Foderationskomponente, um dort lokal einen Index
erstellen zu konnen, auch keine praktikable Losung dar. Ein Datenanbieter kann
jedoch die oben aufgefiihrten Verfahren einsetzen, um die an ihn gestellten Nach-
barschaftsanfragen lokal zu verarbeiten.

4.3.2.3 Emulierte Nachbarschaftsanfragen

Emulierte Nachbarschaftsanfragen ermoglichen es, Nachbarschaftsanfragen an eine
entfernte Datenquelle zu stellen, die nur eine Schnittstelle fiir entfernte Gebietsan-
fragen bereitstellt [LLNO2]. Die Funktionalitdt einer Nachbarschaftsanfrage wird
mittels einer Reihe von Gebietsanfragen emuliert, wobei deren Anzahl moglichst
gering sein soll. Gleichzeitig soll auch die Zahl der iibertragenen Objekte minimiert
werden. Um dies zu erreichen, muss die Grofle des Anfragegebiets der Gebietsan-
frage moglichst passend geschdtzt werden. In [LLNO2] werden hierfiir zwei Schéatz-
methoden vorgestellt, die beide auch im FNA-Algorithmus bei der Schatzung des
Radius des Anfragegebiets zum Einsatz kommen, siehe Kapitel 4.3.3.3.
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Der Ansatz aus [LLNO02], der mit nur einer einzigen entfernten Datenquelle arbeitet,
kann leicht auf eine foderierte Datenintegrationsumgebung anpasst werden: in
jeder Iteration wird die Gebietsanfrage zundchst an den Verzeichnisdienst geschickt
und anschliefSlend an alle von dort zuriickgelieferten relevanten Datenanbieter. Die
hier untersuchten Varianten EGA_ObjDichte und EGA_ObjAnzahl reprasentieren das
Ergebnis dieser Anpassung, siehe Kapitel 4.3.3.5, und werden in Kapitel 4.3.4 den
Varianten, die entfernte Nachbarschaftsanfragen nutzen, gegeniibergestellt. Im
Gegensatz zu [LLNO2], wo die Anfragegebiete rechteckig sind, konnen hier die
Anfragegebiete beliebige regelmafiige n-Ecke sein, wodurch iiberschiissige Ergebni-
sobjekte in den Ecken des Anfragegebiets reduziert werden kénnen. Zusatzlich
werden hier Abkiirzungsmechanismen eingefiithrt, so dass zu weit entfernte
Datenanbieter iibersprungen werden konnen und das Anfragegebiet verkleinert
werden kann, sobald die Ergebnismenge k Objekte enthilt, die jedoch noch nicht die
letztendlich k ndchstgelegenen sein miissen. Die Frage des parallelen Zugriffs auf
mehrere Datenanbieter stellt sich in [LLNO2] nicht, da es dort nur einen gibt.

4.3.2.4 Parallele und Verteilte Nachbarschaftsanfragen

Bisherige Arbeiten im Bereich der parallelen und verteilten Verarbeitung von Nach-
barschaftsanfragen haben sich darauf konzentriert, wie die Daten am besten gezielt
aufgeteilt werden konnen [BBB+97, FAA99, FAA(Q1, FaBh93, LHY97, PAAA98]. Die
Ansédtze partitionieren den Datenraum und verteilen die Daten der Partitionen in
cleverer Weise auf mehrere Festplatten, so dass bei der Verarbeitung einer gegebe-
nen Anfrage moglichst viele Daten parallel von mehreren Festplatten gelesen wer-
den konnen.

Wenn einzelne Festplatten als Datenanbieter aufgefasst werden, dann konnten
eventuell obige Ansdtze auf das hier diskutierte Problem iibertragen werden.
Jedoch hat hier die Integrationsmiddleware weder einen Einfluss auf die Verteilung
der Daten auf die Datenanbieter noch auf die Form und Grofie der Partition, die von
einem Datenanbieter abgedeckt wird. Zusatzlich konnen sich die Partitionen bzw.
Dienstgebiete der Datenanbieter iiberlappen. Zu einer gegebenen Anfrage enthalt
jeweils nur ein Bruchteil der Datenanbieter relevante Informationen, und Ziel der
Untersuchungen hier ist es, moglichst wenige Anfragen an moglichst wenige
Datenanbieter zu schicken, um eine Anfrage zu beantworten. Im Gegensatz zu den
oben zitierten Ansdtzen, welche immer auf alle Festplatten gleichzeitig zugreifen,
wird hier vorgeschlagen, die Anzahl der gleichzeitig angefragten Datenanbieter als
Stellgrofie einzusetzen, um entweder die Antwortzeit oder den Ressourcenver-
brauch zu minimieren, oder um einen Kompromiss dazwischen zu erzielen. Des-
halb konnen die Ansdtze zwar lokal bei einem Datenanbieter zur Beantwortung der
an ihn gestellten Anfragen eingesetzt werden, nicht jedoch in der Féderationskomp-
onente zur Verarbeitung von foderierten Nachbarschaftsanfragen.

In [PaMa96, PaMa(1] werden mehrere Algorithmen vorgestellt, die versuchen, die
Anzahl der anzufragenden Quelldatenbanken und die Anzahl der von jeder Daten-
bank angeforderten Objekte zu minimieren. Der dortige Ansatz basiert auf einem
verteilten R-Baum, dessen oberer Teil auf einem Primarserver verwaltet wird und
dessen Blattknoten bei den Quelldatenbanken verwaltet werden. Der Ansatz ist
jedoch angewiesen auf Statistiken iiber die Anzahl der bei jeder Quelldatenbank
gespeicherten Objekte, um die relevanten Quelldatenbanken zu bestimmen. Auch
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werden die Quelldatenbanken entweder nur eine nach der anderen oder alle auf
einmal angefragt. Die Experimente beschrdanken sich auf Systeme mit hochstens
zehn Datenbanken. Groflere Systeme, bei denen jede einzelne Datenbank nur einen
kleinen Teil des gesamten Datenbestands abdeckt, werden nicht diskutiert. In den
hier durchgefiihrten Experimenten (siehe Kapitel 4.3.4.2) wird dieser Ansatz durch
die ENA_ObjAnzahl Variante reprédsentiert, siehe Kapitel 4.3.3.3.

Eine dhnliche Systemarchitektur, die aus einem Primédrserver und Quelldatenban-
ken besteht, wird in [KFK96] vorgeschlagen. Dort soll die Antwortzeit minimiert
werden, indem die Anfrageverarbeitung soweit parallelisiert wird, wie es der
Durchsatz des Netzwerks erlaubt. Hierfiir wird die optimale Gruppengrofie berech-
net. Eine Gruppe besteht jeweils aus benachbarten Objekten, die bei derselben
Quelldatenbank gespeichert werden. Dieser Ansatz ist hier jedoch nicht anwend-
bar, da die Integrationsmiddleware keinen Einfluss auf die Verteilung der Daten
hat. Des Weiteren soll hier gerade vermieden werden, alle potentiell relevanten
Datenbieter gleichzeitig zu fragen, was jedoch dieser Ansatz als Losungsstrategie
vorsieht.

In [PaMa98] werden die Knoten eines R-Baums auf mehrere Festplatten verteilt.
Wenn man den dortigen Ansatz auf das hiesige Problem iibertrdgt, dann hat der
verteilte R-Baum hier nur zwei Ebenen: den Wurzelknoten, welcher dem Verzeich-
nisdienst entspricht, und die Blattknoten, welche den Datenanbietern entsprechen.
Der Ansatz sieht vor, bei der Traversierung des R-Baums jeweils alle Kindknoten
des aktuellen Knotens gleichzeitig zu laden. Folglich bietet dieser Ansatz bei der
hier vorliegenden Problemstellung keinen Vorteil.

In [Fagi96] wird ein Szenario adressiert, bei dem die Daten eines Objekts selbst par-
titioniert und auf verschiedene Systeme verteilt sind. Der dort vorgestellte Ansatz
ist bestrebt, die Anzahl der von jedem einzelnen System geholten Kandidaten zu
minimieren, die bendtigt werden, um die global gesehen dhnlichsten Objekte zu fin-
den. Dieser Ansatz ist jedoch nicht auf das Szenario hier iibertragbar, da sich hier
die Ahnlichkeit bei den Nachbarschaftsanfragen rein auf den Abstand der Geomet-
rie des Objekts zum Referenzpunkt bezieht, und da die Geometrie selbst nicht ver-
teilt vorliegt.

Zusammengefasst ldsst sich sagen, dass sich die bisherigen verwandten Arbeiten
mit der gezielten Aufteilung der Daten beschiftigen, auf Statistiken tiber die Objek-
tanzahlen angewiesen sind, auf alle Datenanbieter gleichzeitig zugreifen oder auf
eine andere Systemarchitektur abzielen. Im Gegensatz dazu kann der hier vorge-
stellte FNA-Algorithmus die Verteilung der Objekte auf die Datenanbieter nicht
beeinflussen, bevorzugt Statistiken iiber die globale Objektdichte, setzt auf eine
angemessene Parallelitat bei der Weiterleitung von Anfragen an die Datenanbieter
und kann auch entfernte Gebietsanfragen einsetzen, falls ein Datenanbieter keine
Schnittstelle fiir entfernte Nachbarschaftsanfragen bereitstellen sollte. Die Unter-
scheidungsmerkmale des FNA-Algorithmus werden in Tabelle 3 zusammengefasst.

Die Experimente in Kapitel 4.3.4 werden zeigen, dass die folgenden Parameter den
grofiten Einfluss haben:

e Parallelitdt: Das Kosten-Nutzen-Verhdltnis kann bis zum 2,9-fachen gesteigert
werden.
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Tabelle 3. Unterscheidungsmerkmale des FNA-Algorithmus gegeniber verwandten Ansétzen

Parame- .. . Vorgeschlagener
ter Verwandte Ansatze aus der Literatur FNA-Algorithmus
Vertei- | » Optimale Verteilung der Daten wird mit einem * Kein Einfluss auf die Verteilung
lungder| Aufteilungsalgorithmus ermittelt. der Daten, da die Datenanbie-
Daten ter autonom sind.
... | * Alle Objekte, die sich in einem Block auf der Fest-| ¢ Entfernte Nachbarschaftsan-
Zugriff . . . :
- platte befinden, der einem Eintrag im Index zuge-| fragen.
auf die . _
ordnet ist, werden von der Festplatte gelesen.  Entfernte Gebietsanfragen.
Daten
¢ Entfernte Nachbarschaftsanfragen.
* Alle Datenanbieter werden als relevant einge- * Mittels Dienstgebieten, um die
stuft, da die Daten gezielt verteilt wurden, um Anzahl der angefragten
. maximale Parallelitdt beim Zugriff auf die Daten Datenanbieter zu reduzieren.
Ermitt- . . . -
lung der zu erreichen. * Dienstgebiete und Schéatzun-
* Mit Hilfe von Objektanzahlen, welche im vorlie- gen der globalen Objektdichte,
relevan- . . W .
ten genden Szenario nur mit groBem Aufwand aktuell | um zusétzlich die Anzahl der
Daten- gehalten werden kénnen, und Dienstgebieten Iterationen zu reduzieren.
anbieter wird die minimale Menge von Datenanbietern
bestimmt, bei der garantiert ist, dass alle Ergebni-
sobjekte nur bei diesen Datenanbietern gesucht
werden mussen.
Anzahl | » Eine: alle relevanten Datenanbieter werden in * Mehrere: die Menge der rele-
der Ite- | einem einzigen Schritt ermittelt. vanten Datenanbieter wird ite-
rationen rativ verfeinert.
* Maximal: Anfragen werden an alle relevanten * Angemessen: Anfragen wer-

Datenanbieter gleichzeitig weitergeleitet. den parallel an mehrere
* Keine: eine Anfrage wird erst dann an den néchs-| Datenanbieter, aber nicht
Paralle- | ten relevanten Datenanbieter geschickt, wenn die | gleichzeitig an alle relevanten
litat Antwort der vorigen Anfrage vorliegt. Datenanbieter geschickt. Dies
reduziert den Ressourcenver-
brauch wéhrend trotzdem auch
die Antwortzeit minimiert wird.

¢ Ermittlung der relevanten Datenanbieter: Das Kosten-Nutzen-Verhiltnis kann
bis zum 2,5-fachen gesteigert werden.

* Zugriff auf die Daten: Das Kosten-Nutzen-Verhéltnis kann bis zum 2,0-fachen
gesteigert werden.

4.3.3 Der FNA-Algorithmus

Der FNA-Algorithmus benétigt einen Referenzpunkt (RefPunkt) und die Anzahl
der zuriickzuliefernden Objekte (k) als Eingabeparameter. Die Antwort enthilt
genau die k Objekte aus den Datenbestdnden aller verfiigbaren Datenanbieter, die
am ndchsten zum gegebenen Referenzpunkt liegen. Durch eine geeignete Festle-
gung des Grads der Parallelitdt kann der FNA-Algorithmus so eingestellt werden,
dass er einen optimalen Kompromiss zwischen Antwortzeit und Ressourcenver-
brauch erzielt.

Der FNA-Algorithmus setzt die folgenden externen Funktionen ein:
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Die grundlegenden Geometriefunktionen DIST (Abstand), BUFFER (Puffer), CON-
TAINS (echtes Enthaltensein) und INTERSECTS (Uberschneidung), welche in der
Simple Features Specification definiert werden [OGC99a].

Die Funktion VERZEICHNISDIENSTANFRAGE, welche eine Liste aller Datenanbieter lie-
fert, deren Dienstgebiet das gegebene Anfragegebiet schneidet.

4.3.3.1 Die drei Phasen des FNA-Algorithmus

Abbildung 12 zeigt den Ablauf des FNA-Algorithmus fiir den Fall, dass keine wei-
teren Statistiken verfiigbar sind. Der Algorithmus gliedert sich in die folgenden drei
Phasen.

Initialphase Expansionsphase Konvergenzphase

(LIT1] 2] ] |

® Referenzpunkt Q Dienstgebiet eines Datenanbieters

O Datenanbieter, an den eine Anfrage
geschickt werden soll

A Objekt, vorlaufig in der Ergebnismenge ’ Markierter Datenanbieter
B Objekt, endgiiltig in der Ergebnismenge 1111 Ergebnismenge

/A Objekt eines Datenanbieters

Abbildung 12: Die drei Phasen des FNA-Algorithmus (k = 4)

Die Initialphase besteht aus der ersten Iteration der Hauptschleife des Algorith-
mus, siehe Abbildung 13. Der initiale Radius des Anfragegebiets wird geschéatzt
und Anfragen werden an alle Datenanbieter weitergeleitet, deren Dienstgebiet
sich mit diesem Anfragegebiet iiberschneidet. In Kapitel 4.3.3.3 werden vier
Ansétze diskutiert, wie der initiale Radius geschédtzt werden kann. Im Beispiel in
Abbildung 12 wird der initiale Radius auf null geschétzt, so dass das Anfragege-
biet nur aus dem Referenzpunkt selbst besteht. Folglich wird zundchst nur der
Datenanbieter A als relevant erachtet. Dieser liefert die Objekte 1 und 2 an die
Foderationskomponente.
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In der Expansionsphase wird das Anfragegebiet iterativ so lange vergrofiert, bis
die Ergebnismenge k Objekte enthilt. In jeder Iteration wird die Dichte der bis-
lang gefundenen Objekte herangezogen, um den neuen Radius des Anfragege-
biets zu schdtzen. Dies wird in Kapitel 4.3.3.4 ndher erldutert. Im mittleren Teil
von Abbildung 12 wird das Anfragegebiet vergrofiert. Nun wird Datenanbieter
B befragt, welcher die Objekte 3 und 4 zuriickliefert.

Die Konvergenzphase wird benétigt, wenn schon k Objekte gefunden wurden,
aber mindestens eines davon sich auflerhalb des Anfragegebiets befindet, wie
Objekt 4 in Abbildung 12. In dieser Phase wird nur noch nach Objekten gesucht,
die ndher beim Referenzpunkt liegen, als die bisher gefundenen Objekte. Hierfiir
wird der Radius des Anfragegebiets auf den Abstand des am weitesten entfern-
ten Objekts in der vorldufigen Ergebnismenge gesetzt. Sobald ein ndhergelege-
nes Objekt gefunden wird, kann der Radius verkleinert werden. Diese Phase
stellt die letzte Iteration der Hauptschleife dar. In Abbildung 12 wird der Radius
des Anfragegebiets auf den Abstand von Objekt 4 gesetzt. Nun sind auch die
Datenanbieter C und D relevant, und liefern die Objekte 5 und 8 auf die an sie
weitergeleiteten Anfragen. Objekt 5 ersetzt Objekt 4 in der Ergebnismenge, da es
nédher beim Referenzpunkt liegt. Eine weitere Iteration ist nicht mehr notwendig,
da nun das am weitesten entfernte Objekt der Ergebnismenge innerhalb des
Anfragegebiets liegt.

Von den drei Phasen muss nur die Initialphase ausgefiihrt werden. Die beiden
anderen Phasen konnen unter bestimmten Bedingungen ausgelassen werden, siehe
Kapitel 4.3.3.4.

4.3.3.2 Die Hauptschleife des FNA-Algorithmus

Abbildung 13 zeigt die Hauptschleife des FNA-Algorithmus in Pseudocode. Die
Erkldrungen zu den einzelnen Programmzeilen stehen als Kommentare zwischen
den Zeilen. Die zusétzlichen im Algorithmus eingesetzten Funktionen werden in
den nachfolgenden Unterkapiteln erldutert. Zur Vermeidung einer Endlosschleife
enthdlt der Algorithmus eine Abbruchbedingung, welche mit den in Tabelle 4 dar-
gestellten Konstanten konfiguriert wird.

Tabelle 4. Konstanten zur Konfiguration der Abbruchbedingung im FNA-Algorithmus

Konstante Bedeutung
Anzahl der beim Verzeichnisdienst registrierten Datenanbieter. Wenn
Gesamtzahl . . .
. alle abgehakt worden sind, kann die Hauptschleife abgebrochen wer-
DerAnbieter
den.
Geometrische Vereinigung aller Dienstgebiete der beim Verzeichnis-
- . |dienst registrierten Datenanbieter. Wenn dieses Gebiet komplett im
Gesamtdienstgebiet . . . .
DerAnbieter Anfragegebiet enthalten ist, dann werden durch eine VergrdBerung

des Anfragegebiets keine neuen Datenanbieter mehr gefunden und
die Hauptschleife kann abgebrochen werden.

MaximalErlaubte wand begrenzt werden, wobei unter Umstanden dann nicht alle Ergeb-
Iterationen nisobjekte gefunden werden. Zehn lterationen sollten in der Regel

Obergrenze der lterationen der Hauptschleife. Damit kann der Auf-

ausreichen.
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FODERIERTENACHBARSCHAFTSANFRAGE (RefPunkt, k) : ErgebnisSL
1 Iterationszadhler = 0
2 // An diese Datenanbieter miissen keine weiteren Anfragen geschickt werden:
AbgehakteAnbieterListe := new Liste()
3 // Sortierte Liste (SL) der Ergebnisobjekte, sortiert nach dem Abstand zum RefPunkt.
ErgebnisSL := new SortierteListe(k)
4 // Radius des Anfragegebiets in der ersten Iteration schétzen:
Radius := scHATzEINITIALENRADIUS(ReFPunkt, k)
5 do
6 IterationsZdhler = lterationsZahler + 1
V4 // Das Anfragegebiet ist ein regelméfiges n-Eck um den RefPunkt mit dem gegebenen Radius.
AnfrageGebiet := RefPunkt.surrer(Radius)
8 // Schicke eine VERZEICHNISDI1ENSTANFRAGE los, um die Datenanbieter zu ermitteln, deren
// Dienstgebiet das Anfragegebiet schneidet. Entferne davon alle Datenanbieter, die
// schon abgehakt sind. Erzeuge eine sortierte Liste (SL) der (ibrigen Datenanbieter.
// Die Datenanbieter sind dabei nach dem Abstand ihres Dienstgebiets zum RefPunkt sortiert.
AnbieterSL := ersTeLLEANBIETERSL(AnfrageGebiet,
AbgehakteAnbieterListe, RefPunkt)
9 // Schicke eine Anfrage an alle Anbieter in der sortierten Liste und fiige die zuriickgelieferten
// Objekte in die globale sortierte Liste der Ergebnisobjekte ErgebnisSL ein. Eventuell
// kbnnen hier Abklirzungsmechanismen greifen, siehe Kapitel 4.3.3.5.
BEFRAGEANBIETER(RefPunkt, k, AnfrageGebiet, AnbieterSL,
ErgebnisSL, AbgehakteAnbieterListe)
10 // Abbruchbedingungen, um eine Endlosschleife zu vermeiden, wenn zu wenige
// Ergebnisobjekte gefunden werden.
iT ((AbgehakteAnbieterListe.size >= GesamtzahlDerAnbieter)
or (AnfrageGebiet.contains(GesamtdienstgebietDerAnbieter))
or (lIterationszahler >= MaximalErlaubtelterationen))
11 break
12 endif
13 AlterRadius :-= Radius
14 // Radius des in der ndchsten lteration zu verwendenden Anfragegebiets schétzen.
Radius := scHATzeNAcHsTENRADIUS(ReTPunkt, k, ErgebnisSL,
AlterRadius)
15 // Die Hauptschleife wird wiederholt solange noch nicht geniigend Objekte gefunden wurden
// oder solange der Radius des Anfragegebiets gréBer wird.
while ((ErgebnisSL.size < k) or (Radius > AlterRadius))
16 return ErgebnisSL

Abbildung 13: Hauptschleife des Algorithmus flr féderierte Nachbarschaftsanfragen

Der FNA-Algorithmus initialisiert als erstes den Iterationszdhler, die Liste der
Datenanbieter, an die keine weiteren Anfragen mehr weitergeleitet werden miissen,
sowie die sortierte Liste der Ergebnisobjekte, welche darin nach ihrer Entfernung
zum Referenzpunkt sortiert werden (Zeilen 1-3). Anschlieffend wird der Radius des
in der ersten Iteration der Hauptschleife verwendeten Anfragegebiets ermittelt
(Zeile 4), siehe Kapitel 4.3.3.3. Zu Beginn der Hauptschleife (Zeilen 6 und 7) des
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FNA-Algorithmus wird der Iterationszdhler erhoht und ein regelméfiiges n-Eck
berechnet, das den Referenzpunkt zum Mittelpunkt hat und dessen Kanten einen
Abstand gleich dem Radius des Anfragegebiets vom Mittelpunkt haben. Auf diese
Weise wird das eigentlich kreisféormige Anfragegebiet durch ein Polygon angena-
hert, da in der Simple Features Specification [OGC99a] kein Kreis als geometrisches
Grundprimitiv vorgesehen ist. Anschliefend werden alle Datenanbieter ermittelt,
deren Dienstgebiet das Anfragegebiet schneidet. Hiervon werden diejenigen ent-
fernt, die nicht mehr gefragt werden miissen. Die verbleibenden Anbieter werden
nach der Entfernung ihres Dienstgebiets zum Referenzpunkt sortiert (Zeile 8). An
die verbliebenen Anbieter werden nun Anfragen geschickt, um die Objekte zu
holen, die potentiell in der Ergebnismenge enthalten sein konnten (Zeile 9). Hierbei
wird der Grad der Parallelitdt als Stellgrofie eingesetzt, um den Algorithmus auf
verschiedene Optimierungsziele anzupassen. Je nach Typ der Anfrage, die an die
Datenanbieter weitergeleitet wird, konnen hier auch verschiedene Abkiirzungsme-
chanismen zum Einsatz kommen, welche in Kapitel 4.3.3.5 ndher erldutert werden.
Die Abbruchbedingungen in Zeile 10 werden benétigt, um sicherzustellen, dass der
Algorithmus auch dann terminiert, wenn weniger als k Objekte im gesamten Daten-
bestand enthalten sind. Dies wird insbesondere dann relevant, wenn die qualifizie-
renden Objekte der Nachbarschaftssuche durch weitere Pradikate eingeschrankt
werden, oder wenn mehrere Datenanbieter eine Reprasentation desselben Objekts
vorhalten. Siehe hierzu auch Kapitel 4.4. Der FNA-Algorithmus bricht ab, wenn alle
Datenanbieter abgehakt wurden, wenn das Anfragegebiet die Vereinigung der
Dienstgebiete aller Datenanbieter vollstandig enthdlt, oder wenn eine vorher festge-
legte Obergrenze der Anzahl der Iterationen erreicht wird. Am Ende der Haupt-
schleife wird der Radius des Anfragegebiets der ndchsten Iteration berechnet (Zeile
14), siehe Kapitel 4.3.3.4. Die Hauptschleife kann beendet werden, wenn geniigend
Objekte gefunden wurden und wenn gleichzeitig das Anfragegebiet der ndchsten
Iteration nicht grofser ist als das Anfragegebiet der vergangenen Iteration (Zeile 15).
Nur dann sind die bisher gefundenen Objekte auch tatsachlich die k nachstgelege-
nen Objekte und konnen nicht mehr durch Objekte noch nicht befragter Datenan-
bieter verdrdngt werden. Schliefillich werden die gefundenen Objekte nach ihrer
Entfernung zum Referenzpunkt sortiert an die anfragende Anwendung tibermittelt
(Zeile 16).

4.3.3.3 Schiitzung des Radius des initialen Anfragegebiets (SCHATZE INITIALENRADIUS)

Das initiale Anfragegebiet wird in der ersten Iteration der Hauptschleife des FNA-
Algorithmus verwendet. Es werden vier verschiedene Methoden vorgeschlagen,
den Radius dieses initialen Anfragegebiets zu bestimmen. Diese Methoden werden
in den Experimenten miteinander verglichen. Die folgenden zwei Methoden kom-
men ganz ohne Zusatzinformationen aus:

* Null. Das Anfragegebiet der ersten Iteration besteht nur aus dem Referenzpunkt
selbst. Der Radius des initialen Anfragegebiets ist also null. Dies kann dazu fiih-
ren, dass in der ersten Iteration gar keine relevanten Datenanbieter gefunden
werden, wenn der Referenzpunkt auflerhalb aller Dienstgebiete liegt. In diesem
Fall wird in der zweiten Iteration ein heuristisch bestimmter Radius verwendet.
Fiir die typische Grofie und Verteilung von Datenanbietern in der Doméne der
ortsbezogenen Anwendungen, siehe Experimente in Kapitel 4.3.4, hat sich ein
Radius von einem Kilometer bewahrt.
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Maximum. Der Radius des initialen Anfragegebiets wird auf unendlich gesetzt.
Dies garantiert, dass in der ersten Iteration alle Datenanbieter als relevant ange-
sehen werden und entsprechend an alle eine Anfrage weitergeleitet wird. Die
meisten der in Kapitel 4.3.2.4 diskutierten Ansédtze benutzen diese Methode, da
sie die grofitmogliche Parallelitdt bei der Befragung der Datenanbieter erlaubt,
und dadurch vermeintlich zur kiirzesten Antwortzeit fithrt. Im vorliegenden
Szenario sind jedoch die Datenanbieter in den von ihnen verwalteten Daten und
in ihrer Leistungsfahigkeit sehr heterogen. Darum ist mit dieser Methode auch
garantiert, dass auf jeden Fall der langsamste Datenanbieter gefragt wird, was
sehr hdufig gar nicht nétig ware. Zusatzlich fithrt diese Methode zum grofitmog-
lichen Ressourcenverbrauch.

Die anderen beiden Methoden nutzen zusitzliche Metadaten tiber die bei den
Datenanbietern gespeicherten Daten:

Objektdichte. Es wird ein globaler Schiatzwert der Dichte aller Objekte im
Datenbestand herangezogen, um den Radius so zu schidtzen, dass statistisch
gesehen sich genau k Objekte im Anfragegebiet befinden. Das Verhéltnis der
Anzahl aller Objekte im gesamten Datenbestand zur Fliache des vereinigten
Dienstgebiets aller Datenanbieter ist dabei gleich dem Verhiltnis der Anzahl k
der gesuchten Objekte zur Fliche des Anfragegebiets. Diese Methode funktio-
niert am besten, wenn die Objekte gleichméfiig in der Ebene verteilt sind. Je
nachdem, wie gut diese Annahme zutrifft, kann mehr als eine Iteration der
Hauptschleife des FNA-Algorithmus notwendig werden, bis die endgiiltige
Ergebnismenge feststeht. In [LLN02] wird diese Methode die ,Density-Based
Method” genannt.

Objektanzahl. Von jedem Datenanbieter muss dessen Dienstgebiet und die
exakte Anzahl der dort verwalteten Objekte bekannt sein. Damit kann das
kleinste Anfragegebiet berechnet werden, das garantiert, dass schon in der ers-
ten Iteration der Hauptschleife des FNA-Algorithmus alle Objekte der endgiilti-
gen Ergebnismenge gefunden werden. Hierfiir werden die Datenanbieter nach
der Entfernung des am weitesten vom Referenzpunkt entfernten Punkts ihres
Dienstgebiets sortiert. Ein Anfragegebiet mit dem Radius des am weitesten ent-
fernten Punkts des Dienstgebiets eines Datenanbieters garantiert, dass alle
Objekte dieses Datenanbieters gefunden werden, und vor allem, dass alle ande-
ren Datenanbieter als relevant erachtet werden, die potentiell noch ndher gele-
gene Objekte verwalten konnten. Diese Liste der Datenanbieter wird beginnend
mit der kleinsten Entfernung in aufsteigender Reihenfolge der Entfernungen
abgearbeitet. Es werden so lange die Anzahlen der bei den entsprechenden
Datenanbietern gespeicherten Objekte aufsummiert, bis die gesuchte Anzahl k
erreicht oder iiberschritten wird. Die grofite Entfernung des Dienstgebiets des
zuletzt betrachteten Datenanbieters ergibt den Radius des initialen Anfragege-
biets. Diese Methode garantiert gleichermafien wie die Maximum Methode, dass
nur eine Iteration beno6tigt wird und erachtet dabei wesentlich weniger Datenan-
bieter als relevant. Trotzdem fiihrt auch diese Methode zu einem sehr hohen
Ressourcenverbrauch, da das initiale Anfragegebiet meist viel zu grofS geschéatzt
wird. Zusédtzlich miissen die Objektanzahlen immer aktuell gehalten werden,
um die Garantie, nach einer Iteration fertig zu sein, aufrecht erhalten zu konnen,
was sehr teuer ist. In [LLNO02] wird diese Methode die , Bucked-Based Method”
genannt, in [PaMa98] mit , threshold distance” bezeichnet, und in [PaMa96] wird
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dieser Radius in der ,Parallel Nearest Neighbor Finding Method” eingesetzt.
Nirgends wird jedoch wie hier die Parallelitdt beschrankt, siehe Kapitel 4.3.3.5.

Eine erste Einschdtzung legt nahe, dass im vorliegenden Szenario nur die Null und
die ObjDichte Methode verniinftig einsetzbar sind. Die Max Methode ist ungeeignet
wegen der viel zu hohen Anzahl der Datenanbieter, die als relevant eingestuft wer-
den. Die ObjAnzahl Methode hat das Problem, dass sie von jedem Datenanbieter
verlangt, dass er die Anzahl der bei ihm gespeicherten Objekte veroffentlicht und
dass er diese Anzahl auch fortwdhrend aktualisiert. Die Voraussetzungen und Cha-
rakteristika der vier hier vorgestellten Methoden werden in Tabelle 5 zusammenge-
fasst.

Tabelle 5. Methoden, um den Radius des initialen Anfragegebiets abzuschéatzen

Methode|Abkirzung| Voraussetzungen Charakteristika
Null Null Keine Fanet unter Umstandgn gar keine Datenanbie-
ter in der ersten lteration
Maxi- . Bendtigt nur eine lteration, betrachtet dabei
Max Keine ) ; )

mum aber viel zu viele Datenanbieter

Objekt- ObiDichte Schéatzwert der globalen |Findet meist nicht alle fir das Endergebnis

dichte ) Objektdichte relevanten Datenanbieter in der ersten Iteration
. Anzahl der bei jedem Bendtigt nur eine lteration, betrachtet dabei

Objekt-

ObjAnzahl |Datenanbieter gespei- |wesentlich weniger Datenanbieter als die Max-

anzahl cherten Objekte bekannt|Methode, es sind aber immer noch sehr viele

4.3.3.4 Schiitzung des Radius der néichsten Iteration (SCHATZENACHSTENRADIUS)

In der Expansionsphase wird die Dichte der bisher gefundenen Objekte herangezo-
gen, um den Radius des Anfragegebiets der ndchsten Iteration zu berechnen. Das
Verhiltnis der Fliche des bisherigen Anfragegebiets zur Anzahl der bisher gefunde-
nen Objekte ist dabei gleich dem Verhéltnis der Fliche des neuen Anfragegebiets
zur Anzahl k der gesuchten Objekte. Auf diese Weise passt sich das Anfragegebiet
schnell der tatsdchlichen Verteilung der fiir die Anfrage relevanten Objekte an,
selbst wenn die Statistiken oder bisherigen Schdtzungen der Objektdichte veraltet
sind. Wenn noch keine Objekte gefunden wurden, wird der bisherige Radius ver-
doppelt. Wenn der bisherige Radius gleich null ist wird ein fester Wert verwendet,
der heuristisch bestimmt wurde. Gute Ergebnisse konnten hierbei mit einem Radius
von einem Kilometer erzielt werden.

Die Expansionsphase ist zu Ende sobald k Objekte gefunden wurden. Sie wird tiber-
sprungen, wenn schon in der Initialphase k Objekte gefunden wurden. Wenn das k-
te Objekt, welches das am weitesten vom Referenzpunkt entfernte Objekt in der
Ergebnismenge ist, innerhalb des in der letzten Iteration verwendeten Anfragege-
biets liegt, dann kann die Konvergenzphase tibersprungen werden. In diesem Fall
wiirde in der nédchsten Iteration ein kleineres Anfragegebiet eingesetzt werden,
womit keine weiteren bisher noch unentdeckten Datenanbieter gefunden werden
wiirden. Andernfalls wird die Konvergenzphase bendtigt, und die Hauptschleife
des FNA-Algorithmus wird ein letztes Mal ausgefiihrt. Das Anfragegebiet hat dabei
einen Radius, welcher der Entfernung des k-ten Objekts in der vorldufigen Ergeb-
nismenge entspricht.
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4.3.3.5 Weiterleitung der Anfragen an die relevanten Datenanbieter (BEFRAGEANBIETER)

Je nachdem, welche Schnittstelle ein Datenanbieter bereitstellt, konnen Anfragen an
ihn entweder als entfernte Nachbarschaftsanfragen oder als entfernte Gebietsanfra-
gen gestellt werden. Im Folgenden werden zwei alternative Algorithmen vorge-
stellt, die jeweils einen der beiden Anfragetypen einsetzen, um die BEFRAGEANBIETER
Funktion zu implementieren. Anschlieffend wird erldutert, wie die Parallelisierung
der Anfragen funktioniert, und wie der Grad der Parallelitit beschrankt werden
kann. Schliefilich wird argumentiert, warum es nicht sinnvoll ist, in der Manier
eines Datenbank-Cursors die Objekte in der Reihenfolge ihres Abstands zum Refe-
renzpunkt einzeln bei den Datenanbietern abzugreifen.

Die beiden Algorithmen zum Weiterleiten der Anfragen an die relevanten Datenan-
bieter setzen voraus, dass die Liste der anzufragenden Anbieter (AnbieterSL) auf-
steigend nach dem Abstand ihres Dienstgebiets zum Referenzpunkt sortiert ist. Der
Abstand bezieht sich dabei auf den nédchstgelegenen Punkt des Dienstgebiets. Die
sortierte Liste der Ergebnisobjekte (ErgebnisSL) ist in ihrer Grofie auf k Objekte
beschrankt. Wenn mehr als k Objekte in die Liste eingefiigt werden, so fallen die am
weitesten entfernten Objekte automatisch heraus.

Algorithmus mit entfernten Nachbarschaftsanfragen (ENA)

In der BEFRAGEANBIETER Funktion wird an jeden Anbieter in der AnbieterSL Liste
eine entfernte Nachbarschaftsanfrage geschickt, wobei fiir jeden Anbieter die
Anzahl der gesuchten Objekte individuell berechnet wird. Dieser individuelle
Anfrageparameter wird AnbieterSpezifischeskK genannt und gibt an, mit wie
vielen Objekten dieser Datenanbieter hochstens noch zur Ergebnismenge beitragen
kann. AnbieterSpezifischesK wird berechnet, indem von der Anzahl der
gesuchten Objekte k die Anzahl derjenigen Objekte in der vorldufigen Ergebnis-
menge abgezogen wird, die ndher am Referenzpunkt liegen als das Dienstgebiet
dieses Anbieters. Dieser Abkiirzungsmechanismus verringert die Anzahl der von
einem Datenanbieter angefragten Objekte erheblich und verringert zur gleichen
Zeit auch die Anzahl der Objekte, die spdter wieder verworfen werden mdiissen,
weil sie durch nédher liegende Objekte aus der Ergebnismenge verdriangt werden.
Wenn AnbieterSpezifischesK gleich null ist, dann kann ein Datenanbieter gar
keine Objekte zur Ergebnismenge beitragen. Somit muss auch keine Anfrage an die-
sen Datenanbieter geschickt werden. Andernfalls wird an den Datenanbieter eine
entfernte Nachbarschaftsanfrage nach den AnbieterSpezifischesK nichsten
Objekten geschickt, welche dann zur globalen Ergebnismenge ErgebnisSL hinzu-
gefligt werden. AnschlieSend wird der Datenanbieter markiert, indem er zur Liste
der abgehakten Anbieter AbgehakteAnbieterListe hinzugefiigt wird, da an
jeden Datenanbieter nur eine Anfrage geschickt werden muss. Die Datenanbieter
werden in der Reihenfolge ihrer Sortierung in der AnbieterSL betrachtet. Dies
fiihrt dazu, dass AnbieterSpezifischesk von Anbieter zu Anbieter monoton
schrumpft, da die Dienstgebiete der Anbieter immer weiter entfernt liegen, und da
gleichzeitig immer mehr Objekte gefunden werden, die nahe beim Referenzpunkt
liegen.
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Algorithmus mit entfernten Gebietsanfragen (EGA)

Falls die Datenanbieter keine entfernten Nachbarschaftsanfragen unterstiitzen, so
kann dies, dhnlich wie in [LLNO02], kompensiert werden, indem stattdessen auf ent-
fernte Gebietsanfragen zuriickgegriffen wird. An jeden Anbieter in AnbieterSL
wird eine Gebietsanfrage mit dem aktuellen Anfragegebiet geschickt und die
zuriickgelieferten Objekte werden zur globalen Ergebnismenge ErgebnisSL hin-
zugefiigt. Falls die Ergebnismenge schon k Objekte enthdlt kann ein Abkiirzungs-
mechanismus eingesetzt werden, der fiir jeden Datenanbieter das Anfragegebiet
individuell anpasst. Dieses Anfragegebiet wird aus dem Radius AnbieterSpezi-
fischerRadius abgegeleitet, welcher der Entfernung des aktuell k-ten Objekts in
der Ergebnismenge entspricht. Ein Datenanbieter kann {iibersprungen werden,
wenn der Abstand seines Dienstgebiets grofier als AnbieterSpezifischerRa-
dius ist. Ein Datenanbieter kann abgehakt werden (zur Liste AbgehakteAnbie-
terListe hinzugefiigt werden), wenn sein Dienstgebiet komplett im
Anfragegebiet enthalten ist. Dadurch, dass die Datenanbieter nach der Reihenfolge
in AnbieterSL betrachtet werden, kann die Zahl der {iberspringbaren Datenanbie-
ter maximiert werden.

Dieser Ansatz hat zwei Nachteile. Zum einen kann es notwendig sein, dass ein
Datenanbieter mehrmals befragt wird, bis sein Dienstgebiet vollstandig im Anfrage-
gebiet enthalten ist und er abgehakt werden kann. Zum anderen kann ein Datenan-
bieter viel zu viele Objekte zuriickliefern, da bei Gebietsanfragen nur das
Anfragegebiet vorgegeben werden kann, aber keine Hochstzahl der Ergebnisob-
jekte. Beide Aspekte kommen besonders bei einer unregelméfiigen Verteilung der
Objekte zum Tragen, wenn die Schitzung des Anfragegebiets missgliickt.

Mehrere Anfragen parallel losschicken

Die BEFRAGEANBIETER Funktion kann leicht parallelisiert werden. Hierfiir wird ein
Vorrat an Threads angelegt, wobei in jedem Thread die urspriingliche BEFRAGEAN-
BIETER Funktion ablauft. Jeder Thread holt sich den nachsten noch unbearbeiteten
Anbieter aus AnbieterSL und wendet gegebenenfalls die zuvor beschriebenen
Abkiirzungsmechanismen (AnbieterSpezifischesK und AnbieterSpezifi-
scherRadius) an. Alle Threads starten gleichzeitig. Ein Thread fahrt mit der Bear-
beitung des ndchsten Datenanbieters fort, nachdem das Ergebnis des zuvor von
diesem Thread bearbeiteten Anbieters vorliegt. Je mehr Threads zur Verfiigung ste-
hen, desto kiirzer ist die Zeit, bis das endgiiltige Ergebnis vorliegt, aber desto gerin-
ger ist auch die Effizienz der Abkiirzungsmechanismen, so dass weniger
Datenanbieter iibersprungen werden kénnen und mehr Objekte iibertragen werden.
Dies liegt darin begriindet, dass weniger Antworten von Datenanbietern in den
Abkiirzungsmechanismen beriicksichtigt werden konnen, da die zugehorigen
Anfragen gerade erst parallel ausgefiihrt werden. Folglich fiihrt dies zu einem
hoheren Ressourcenverbrauch und mehr Objekte werden unnotigerweise tibertra-
gen. Mutmafilich ist die Antwortzeit am geringsten, wenn alle Datenanbieter gleich-
zeitig gefragt werden, wenn also die Threadanzahl gleich der Anzahl der relevanten
Datenanbieter ist. Andererseits ist der Ressourcenverbrauch am geringsten, wenn
die Datenanbieter einer nach dem anderen befragt werden, wenn also nur ein
Thread in der BEFRAGEANBIETER Funktion verwendet wird. In Kapitel 4.3.4.2 wird
beschrieben, wie ein guter Kompromiss erreicht werden kann.
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Objekte einzeln bei den Datenanbietern abholen

Auf den ersten Blick erscheint die folgende Vorgehensweise in der BEFRAGEANBIETER
Funktion die naheliegendste zu sein. Ahnlich wie beim Mischen-Schritt im Merge-
sort-Verfahren wird von jedem Anbieter zundchst ein Objekt geholt. Von diesen
Objekten wird das mit dem geringsten Abstand zum Referenzpunkt in die Ergeb-
nismenge eingefiigt. Vom zugehorigen Anbieter wird jetzt das nédchste Objekt
geholt, um die freiwerdende Liicke zu fiillen. Dies wird fortgesetzt, bis die Ergeb-
nismenge k Objekte enthdlt, oder bis von keinem Datenanbieter mehr weitere
Objekte geholt werden konnen. Auf diese Weise wird die Anzahl der iibertragenen
Objekte effektiv auf das absolute Minimum gedriickt. Es muss jedoch bedacht wer-
den, dass jede Anfrage nach einem einzelnen nédchsten Objekt dhnlich viel Kommu-
nikationsaufwand erzeugt und zu &dhnlich langen Latenzzeiten fiihrt wie eine
Anfrage nach k Objekten. Die Messungen in Kapitel 4.3.4 zeigen, dass die Verzoge-
rungen durch die Kommunikation einen wesentlichen Anteil an der Gesamtant-
wortzeit stellen. Daher fiihrt dieser Ansatz schon bei sehr kleinen Werten fiir k zu
tiberméfsig vielen Interaktionen zwischen der Foderationskomponente und den
Datenanbietern, wodurch die Antwortzeit erheblich verlangert wird. Deshalb wird
dieser Ansatz nicht weiter betrachtet.

4.3.4 Experimente

In den Experimenten wird die Leistung des FNA-Algorithmus unter verschiedenen
Bedingungen untersucht. Es werden zum einen die Anzahl k der gesuchten Objekte
und zum anderen die Anzahl der in der BEFRAGEANBIETER Funktion verwendeten
Threads variiert. Die Messungen wurden mittels eines Simulationsansatzes durch-
gefiihrt, bei dem der FNA-Algorithmus unverdndert ablduft, aber bei dem alle ent-
fernten Komponenten durch lokale Komponenten ersetzt wurden, die diese
simulieren. Dieser Simulationsansatz ist notwendig, um aussagekréftige Messun-
gen mit realistischen Mengen von Datenanbietern machen zu konnen, da nicht
geniligend reale Server zur Verfiigung standen. Fiir jeden Messpunkt wurde der
Mittelwert aus 1000 Anfragen mit zufdllig gewdhlten Referenzpunkten berechnet.
Die Referenzpunkte waren gleichméflig im Universum verteilt. Die weiteren Rand-
bedingungen der Experimente sind in Tabelle 6 verzeichnet.

Leider gibt es keinen frei verfiigbaren Datensatz, der die in den Messungen hier
benotigen Charakteristika aufweist. Die verfiigbaren Datensitze sind entweder zu
klein, oder ihre Daten sind nicht in iiberlappende Partitionen aufgeteilt, die den
Dienstgebieten der Datenanbieter entsprechen konnten. Die TIGER/Line Daten-
sdtze der amerikanischen Behorde fiir Bevolkerungsstatistik (US Census Bureau,
[UCBO03]) sind zwar grofs genug, zumindest wenn mehrere einzelne Datensitze
zusammengenommen werden. Die Daten sind jedoch in disjunkte Gebiete (die
Regierungsbezirke) aufgeteilt, so dass trotzdem eine kiinstliche Aufteilung herbei-
gefiihrt werden miisste. Insbesondere sollen sich die Dienstgebiete der Anbieter
tiberlappen, so dass an einigen Stellen mehrere Anbieter zustdndig sind. Des Weite-
ren sollten sich die Dienstgebiete erheblich in ihrer Grofse unterscheiden, was bei
den Regierungsbezirken nicht gegeben ist.

Die Charakteristika des Problemfelds kénnen am besten nachgebildet werden,
wenn die simulierten Datenanbieter nach speziellen Vorgaben zufillig generierte
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Tabelle 6. Charakteristische Randbedingungen der Experimente

Mindest- Hochst- Durch-

wert wert schnitt
Universum Deutschland (ca. 878 mal 610 km)
Anzahl der Datenanbieter 10.000

Flache der Dienstgebiete (Der Logarithmus der Fla-
che ist gleichverteilt)

Anzahl der Datenanbieter mit sich an der selben
Stelle Giberlappenden Dienstgebieten

Abdeckung des Universums durch die Dienstge-
biete

Pro Anfrage Anteil an der Antwortzeit eines
Datenanbieters

(Fest pro Datenanbieter, wird zuféllig zugewiesen mit
einer negativen Exponentialverteilung)

Pro Ergebnisobjekt Anteil an der Antwortzeit eines
Datenanbieters

101,0 m?| 225,3km?| 75,5 km?

0 10 2,0

74,34%

10 ms 1000 ms| 100,0 ms

(Fest pro Datenanbieter, wird zuféllig zugewiesen mit 0,3 ms 10ms 1.0ms
einer negativen Exponentialverteilung)

Anzahl der Objekte

(Die Positionen der Objekte sind gleichverteilt im Uni- 1.000.000
versum)

An_zahl der von einem Datenanbieter verwalteten 20 452 100,0
Objekte

Anzahl der gesuchten néachsten Nachbarn (k) 1 1024 -
Anzahl der Threads 1-32, 25%-100%, 1+log, 2*log

Datensdtze verwalten. Hierfiir wird fiir jeden Datenanbieter ein zufélliges Polygon
als dessen Dienstgebiet generiert. Die Flachen der Dienstgebiete reichen dabei von
der Flache eines Ladengeschifts bis zur Fldche einer mittelgrofsen Stadt oder eines
Stadtteils einer Grofistadt. Die genauen Werte konnen Tabelle 6 entnommen wer-
den. Die logarithmische Gleichverteilung ist notwendig, damit es dhnlich viele
Dienstgebiete in jeder Grofienklasse gibt. Ohne den Logarithmus wiirde es zu viele
grofie Dienstgebiete geben, da der Mittelwert der Flache bei der Hélfte des Maxi-
malwerts lage. Die Positionen der Objekte sind gleichverteilt im Universum. Jedes
Objekt wird zuféllig einem der Datenanbieter zugeordnet, in dessen Dienstgebiet es
sich befindet. Falls fiir ein Objekt kein passender Datenanbieter gefunden werden
kann, wird es verworfen und ein neues Objekt generiert.

Die Antwortzeit eines simulierten Datenanbieters wird berechnet, indem der Pro-
Anfrage-Anteil eines Datenanbieters und fiir jedes zuriickgelieferte Objekt der Pro-
Ergebnisobjekt-Anteil aufsummiert werden. Wahrend der Pro-Anfrage-Anteil die
typischen Kommunikationsverzogerungen und Latenzen im Internet reprdsentiert,
tragt der Pro-Objekt-Anteil dem lokalen Verarbeitungsaufwand und den mengen-
bezogenen Transportkosten Rechnung. In [PaMa96] wird experimentell bestétigt,
dass diese lineare Formel eine sinnvolle Anndherung darstellt. Die beiden Anteile
der Antwortzeit sind jeweils negativ exponentiell verteilt, so dass es viele schnelle
Datenanbieter gibt, aber eben auch einige sehr langsame. Dies entspricht dem
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Ergebnis von Untersuchungen im Web und bei E-Commerce Anwendungen, die
gezeigt haben, dass ein nicht zu vernachldssigender Teil der Datenanbieter sehr
lange Antwortzeiten erreicht [CrBe97, Scha05, SAD+06, VKMO03].

In den Experimenten werden die beiden Algorithmen zum Weiterleiten von Anfra-
gen an die Datenanbieter — mit entfernten Nachbarschaftsanfragen (ENA) und mit
entfernten Gebietsanfragen (EGA), siehe Kapitel 4.3.3.5 — mit den vier Methoden
zum Schétzen des Radius des initialen Anfragegebiets kombiniert — Null (Null),
Objektdichte (ObjDichte), Objektanzahl (ObjAnzahl) und Maximum (Max), siehe
Kapitel 4.3.3.3. So entstehen acht Varianten, die in zwei Gruppen aufgeteilt werden:
die ENA-basierten und die EGA-basierten Varianten. Das Verhalten der vier Schitz-
methoden wird getrennt fiir jede Gruppe analysiert, und die beste Methode jeder
Gruppe wird miteinander verglichen. EGA_ObjDichte und EGA_ObjAnzahl stellen
die Adaption der in [LLNO02] vorgestellten Verfahren auf das hiesige Szenario dar.
ENA_ObjAnzahl simuliert die in [PaMa96] vorgestellten Algorithmen. Die anderen
in Kapitel 4.3.2.4 vorgestellten Ansdtze werden durch die Varianten ENA_Max und
EGA_Max reprasentiert.

Die Leistung des FNA-Algorithmus wird mit Hilfe von vier Metriken bewertet:
Antwortzeit, Aufwand, Anzahl der Iterationen und Kosten-Nutzen-Verhiltnis. Die
Antwortzeit ist die Summe der Antwortzeiten der befragten Datenanbieter in dem
am langsten laufenden Thread in der BEFRAGEANBIETER Funktion. Es wird angenom-
men, dass der Verarbeitungsaufwand in der Foderationskomponente so klein aus-
fallt, dass er im Vergleich zu den Antwortzeiten der Datenanbieter vernachlassigt
werden kann. In die Antwortzeiten der Datenanbieter fliessen Netzwerklatenzen
und Datenbankzugriffe ein, wohingegen die Verarbeitung der Foderationskompo-
nente im Hauptspeicher stattfindet, was wesentlich schneller ist. Die Aufwands-
Metrik quantifiziert den Ressourcenverbrauch und berechnet sich aus der gewichte-
ten Summe der Anzahl der befragten Datenanbieter (befragteAnbieter) und der
Anzahl der tibertragenen Objekte (iibertrageneObjekte), die mit dem durchschnittli-
chen Pro-Anfrage-Anteil der Antwortzeit (mittlereKostenProAnfrage) und dem
durchschnittlichen Pro-Ergebnisobjekt-Anteil der Antwortzeit (mittlereKostenProOb-
jekt), siehe Tabelle 6 fiir deren Werte, gewichtet werden.

Aufwand = (mittlereKostenProAnfrage - befragteAnbieter) +
(mittlereKostenProObjekt - GbertrageneObjekte)

Relative Antwortzeit und relativer Aufwand stellen das Verhéltnis des zugehdrigen
absoluten Werts zum minimalen absoluten Wert unter allen betrachteten Varianten
tiir ein bestimmtes k dar. Die Anzahl der Iterationen der Hauptschleife des FNA-
Algorithmus entspricht auch der Anzahl der an den Verzeichnisdienst gestellten
Anfragen. Das Kosten-Nutzen-Verhéltnis ist das Produkt der relativen Antwortzeit
und des relativen Aufwands:

Kosten = relativerAufwand

1
relativeAntwortzeit
(kiirzere Antwortzeit bedeutet hoherer Nutzen)

Nutzen

Kosten

Nutzen — relativerAufwand - relativeAntwortzeit (niedriger ist besser)
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4.3.4.1 Experiment 1: Anzahl der gesuchten Objekte variieren

Im ersten Experiment reicht der Anfrageparameter k von 1 bis 1024. Damit wird
untersucht, wie sich der FNA-Algorithmus bei unterschiedlichen Anfragegrofien
verhédlt. In der BEFRAGEANBIETER Funktion wird die 1+log Einstellung verwendet.
Dies ist das Ergebnis der Untersuchungen im nédchsten Teilkapitel. Gegeniiber den
bisherigen Ansdtzen aus der Literatur stellt dies schon eine Optimierung dar, da
diese alle relevanten Datenanbieter gleichzeitig befragen. Die Ergebnisse dieses
Experiments sind in den Abbildungen 14 und 15 zu sehen.
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Abbildung 14: Skalierbarkeit des FNA-Algorithmus bei wachsendem k, die X- und Y-Achsen
haben eine logarithmische Skala

In Abbildung 14 nehmen die Antwortzeit und der Aufwand mit zunehmendem k
nur in sublinearer Weise zu. Der Algorithmus skaliert also sehr gut fiir grofse k. Die
Anzahl der Iterationen der Hauptschleife ist weitgehend unabhdngig von k. Die
Varianten mit den ObjAnzahl und Max Schdatzmethoden finden tatsdchlich alle
Ergebnisobjekte in der ersten Iteration. Bei grofsen k hat die EGA_Null Variante Pro-
bleme damit, geniigend Objekte zu finden, um eine verldssliche Schdatzung der
Objektdichte vornehmen zu konnen, so dass hier mehr Iterationen benotigt werden.

In Abbildung 15 wird deutlich, dass die ObjDichte Varianten (sowohl mit entfernen
Nachbarschaftsanfragen als auch mit entfernten Gebietsanfragen) die beste Wahl
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Abbildung 15: Rangordnung der Varianten bei wachsendem k. Die Threadanzahl ist auf 7+/og
gesetzt. Die Pfeile weisen auf besonders interessante Stellen hin.

darstellen fiir k < 64. Die Varianten sind bis zu 23% schneller und haben einen bis zu
47% geringeren Aufwand als die Varianten mit der ObjAnzahl Schiatzmethode. Die
entsprechenden Stellen sind in Abbildung 15 durch Pfeile markiert. Die ENA_Null
Variante erzielt das zweitbeste Ergebnis fiir kleine k. Bei grofieren k verschlechtert
sich die Leistung auf Grund des folgenden Effekts: Anfangs werden nur wenige
Objekte gefunden, so dass wegen der davon abgeleiteten Schdtzung der Objekt-
dichte das Anfragegebiet erheblich vergrofiert wird, was dazu fiihrt, dass sehr viele
Datenanbieter in der folgenden Iteration als relevant erachtet werden und Anfragen
an diese gesandt werden. Wenn entfernte Gebietsanfragen zum Einsatz kommen,
schneidet die Null Schatzmethode sehr viel schlechter ab. Diese ist dann nur bei
sehr kleinen k die zweitbeste Schatzmethode. Ab k > 8 werden wesentlich mehr Ite-
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rationen benotigt und Antwortzeit und Aufwand verschlechtern sich im Vergleich
mit den anderen Varianten. Bei entfernten Nachbarschaftsanfragen schneidet die
Null Schiatzmethode deshalb so gut ab, weil dort nicht die Geometrien der Objekte
das Anfragegebiet schneiden miissen, sondern nur das Dienstgebiet des Datenan-
bieters.

Die Varianten mit den ObjAnzahl und Max Schitzmethoden haben hohe Fixkosten,
die unabhdngig von k sind. Dies ist auch im Aufwandsdiagramm in Abbildung 14
zu sehen. Bei kleinen Werten fiir k hat daher die Max Methode einen um Groéfien-
ordnungen hoheren Aufwand als die anderen Methoden. Die ObjAnzahl und Max
Methoden stufen viele Datenanbieter als relevant ein. Damit wird sichergestellt,
dass nach nur einer Iteration alle Ergebnisobjekte gefunden sind. Dies hat jedoch
den Nachteil, dass sehr viele Anfragen an die Datenanbieter weitergeleitet werden
(= hoher Aufwand), und dass die Wahrscheinlichkeit steigt, dass sich unter den
relevanten Datenanbietern ein sehr langsamer befindet (= lange Gesamtantwortzeit,
da auf dessen Antwort auch gewartet werden muss). Erst bei grofsen Werten fiir k
(k 2 100) haben die anderen Methoden dhnlich hohe Kosten, so dass der Aufwand
und die Antwortzeit der ObjAnzahl Methode ein konkurrenzfdhiges Niveau
erreicht. Bei der Max Methode wird die Konkurrenzfahigkeit erst bei noch grofieren
k erreicht (k > 500).

Solange k < 128 ist, sind die Varianten mit entfernten Nachbarschaftsanfragen deut-
lich schneller (bis zu 29%) und verbrauchen weniger Ressourcen (bis zu 29%) als die
Varianten mit entfernten Gebietsanfragen. Die entsprechenden Stellen sind in
Abbildung 15 ebenfalls durch Pfeile markiert. Nur bei grofsen Werten fiir k (k > 200)
konnen die EGA Varianten die ENA Varianten iiberholen, da erstere von der gleich-
mafliigen Verteilung der Objekte profitieren konnen und weniger potentielle Ergeb-
nisobjekte, die letztendlich verworfen werden, von den Datenanbietern iibertragen.

4.3.4.2 Experiment 2: Grad der Parallelitit variieren

Im zweiten Experiment wird die Anzahl der in der BEFRAGEANBIETER Funktion ver-
wendeten Threads variiert, um den Einfluss der Parallelisierung bei der Weiterlei-
tung der Anfragen an die Datenanbieter auf die Leistung des FNA-Algorithmus zu
zeigen. Die Anzahl der Threads ist dabei entweder von vorn herein festgelegt auf
einen Wert zwischen 1 und 32, oder hdangt dynamisch von der Grofie der Liste der
zu fragenden Anbieter ab. Im zweiten Fall ist die Threadanzahl entweder ein
bestimmter Prozentsatz der Listengrofie (25%, 33%, 50%, 100%), oder sie ist propor-
tional zum Logarithmus davon (2*log, 1+l0g).

2*log = 2 - log,(AnbieterSL.size)
1+log = 1+ log,(AnbieterSL size)

Die logarithmischen Einstellungen haben den Vorteil, dass sie bei wenigen zu fra-
genden Anbieter zu hoher Parallelitdt fithren, so dass nahezu alle der wenigen
Anbieter gleichzeitig befragt werden. Bei einer langen Anbieterliste fiihrt der Loga-
rithmus zu einer im Verhéltnis zur Lange der Liste moderaten Parallelitdt, so dass
die Abkiirzungsmechanismen besser greifen konnen, ohne ganz auf Parallelitit ver-
zichten zu miissen.
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Abbildung 16: Leistung des FNA-Algorithmus wenn die Anzahl der Threads variiert wird. Es
werden stets k = 64 Objekte gesucht. Die Pfeile weisen auf besonders interessante Stellen hin.

In diesem Experiment wird k fest auf den Wert 64 gesetzt. Der vielversprechendste
Ansatz der verwandten Arbeiten ist vergleichbar mit der ENA_ObjAnzahl Variante,
die alle Datenanbieter gleichzeitig befragt (100%). Diese Variante dient als Referenz
fiir die weitere Diskussion. Die Ergebnisse dieses Experiments sind in Abbildung 16
dargestellt.

Offensichtlich fithrt die Benutzung eines einzigen Threads zu minimalem Aufwand
aber langen Antwortzeiten, widhrend die gleichzeitige Befragung aller relevanten
Datenanbieter (100%) meist zu minimalen Antwortzeiten, jedoch gleichzeitig auch
zum grofitmoglichen Aufwand fiithrt. Der beste Kompromiss kann erzielt werden,
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wenn die Threadanzahl vom Logarithmus der Anzahl der anzufragenden Anbieter
abgeleitet wird (1+log). Allgemein wird die Antwortzeit kiirzer, wenn mehr
Threads eingesetzt werden. Nur bei der Max Schatzmethode wird die Antwortzeit
langer, da hier die Wahrscheinlichkeit steigt, auf die Antwort eines sehr langsamen
Datenanbieters warten zu miissen, der bei weniger Threads wegen der Abkiir-
zungsmechanismen gar nicht gefragt worden wire.

Bei der ObjDichte Schiatzmethode werden insgesamt nur sehr wenige Datenanbieter
als relevant eingestuft, so dass hier die Anzahl der eingesetzten Threads nur eine
geringe Auswirkung auf die Leistung hat. Das Gegenteil gilt bei den ObjAnzahl und
Null Schdtzmethoden. Erstere stuft wegen der Ein-Iteration-Garantie sehr viele
Datenanbieter als relevant ein, die alle auch noch in der gleichen Iteration befragt
werden. Bei letzterer wird nach initial viel zu wenigen gefundenen Objekten das
Anfragegebiet stark vergrofiert, so dass nun sehr viele Datenanbieter relevant sind.
In beiden Fillen hat die Threadanzahl einen deutlichen Einfluss auf die Antwortzeit
und den Aufwand. Wenn die Max Schdtzmethode mit vielen parallelen Threads
kombiniert wird, so steigt der Aufwand so stark, dass er weit jenseits der in
Abbildung 16 dargestellten Skala liegt. Die Paare der Varianten mit jeweils der sel-
ben Schidtzmethode aber verschiedenen entfernten Anfragetypen zeigen ein dhnli-
ches Verhalten, wenn die Anzahl der Threads variiert wird. Bei k = 64 sind die
Varianten mit entfernten Nachbarschaftsanfragen immer leicht besser als die ent-
sprechende Variante mit entfernten Gebietsanfragen.

Mit den folgenden Einstellungen ladsst sich nach Abbildung 16 ein optimales Kos-
ten-Nutzen-Verhiltnis erzielen. Dies wird erreicht, wenn das Produkt aus relativer
Antwortzeit und relativem Aufwand 1,0 betrdgt. Dann sind die Kosten minimal
und der Nutzen maximal:

¢ 2 Threads. Fiihrt zu einem sehr niedrigen Aufwand bei einer fast optimalen Ant-
wortzeit. Diese statische Festlegung hiangt jedoch ab von der Anzahl der gesuch-
ten Objekte und von der Systemumgebung. Beispielsweise liefert bei k = 256 eine
Threadanzahl von 4 die besseren Ergebnisse.

* 1+log Threads. Fiihrt zu einer anndhernd optimalen Antwortzeit bei leicht
erhohtem Aufwand. Diese Einstellung liefert auch bei anderen Werten fiir k ver-
gleichbare Ergebnisse und kann damit unabhédngig von k empfohlen werden.
Diese Einstellung liefert die besten Ergebnisse von allen dynamischen Threadan-
zahlvarianten.

* 25%. Diese Einstellung ist nur zusammen mit der ObjAnzahl Schitzmethode
empfehlenswert. Sie fiihrt zu einem niedrigen Aufwand bei fast optimaler Ant-
wortzeit und ist dabei unabhédngig von k. In Kombination mit den Null und Obj-
Dichte Schatzmethoden lduft es bei dieser Einstellung darauf hinaus, dass die
Datenanbieter meist rein sequentiell befragt werden, weil diese Methoden nur
sehr wenige Anbieter als relevant einstufen.

* 100%. Diese Einstellung ist nur zusammen mit der ObjDichte Schatzmethode
empfehlenswert, da bei dieser Methode nur sehr wenige Anbieter befragt wer-
den. Fiihrt dabei zu den kiirzesten Antwortzeiten bei einem bemerkenswert
niedrigen Aufwand. Das Kosten-Nutzen-Verhiltnis ist sogar geringfiigig besser
als bei der 1+log Einstellung, allerdings nur bei der ObjDichte Schatzmethode.



90 Kapitel 4: Konzeption der féderierten Anfrageverarbeitung

4.3.4.3 Zusammenfassung der Messungen

Die Messungen haben gezeigt, dass die ObjDichte Schiatzmethode am besten geeig-
net ist, um den Radius des initialen Anfragegebiets zu ermitteln. Diese Methode
tibertrifft alle anderen Methoden deutlich solange k < 64, wobei das Kosten-Nutzen-
Verhiltnis bis zu 2,5 mal besser ist. Bei grofieren Werten fiir k hat diese Methode
immer noch den kleinsten Aufwand. Diese Methode benétigt nur eine Schatzung
der globalen Objektdichte, welche relativ einfach erfasst werden kann. Entfernte
Nachbarschaftsanfragen (ENA) sind entfernten Gebietsanfragen (EGA) vorzuzie-
hen, wenn die Datenanbieter eine entsprechende Schnittstelle bereitstellen, da diese
besser mit ungleichméfiigen Objektverteilungen fertig werden. Trotzdem ist der
Aufwand und die Antwortzeit bei der EGA_ObjDichte Variante hochstens 29%
schlechter als bei der ENA_ObjDichte Variante fiir k < 128. Die Einstellung 1+log fiir
die Threadanzahl erreicht den besten Kompromiss zwischen Antwortzeit, welche
hochstens 12% iiber der minimalen Antwortzeit bei der 100% Einstellung liegt, und
Aufwand, welcher hochstens 79% tiiber dem minimalen Aufwand liegt, der bei
einem Thread erreicht wird. Die 1+log Einstellung liefert bei allen Varianten glei-
chermafien gute Leistungen. Wenn alle Stellschrauben kombiniert werden, dann
kann die ENA_ObjDichte Variante mit der Threadanzahl 1+log den vielverspre-
chendsten Ansatz aus der Literatur, welcher durch die ENA_ObjAnzahl Variante mit
der Threadanzahl 100% reprasentiert wird, um einen Faktor von 3,5 im Kosten-Nut-
zen-Verhiltnis tibertreffen.

Wenn man nun in Betracht zieht, dass bei vielen Anwendungen realistische Werte
tir k in der Grofienordnung von 10 liegen, und dass Antwortzeiten im Bereich von
unter zwei Sekunden vertretbar sind, dann zeigen die Messungen hier deutlich,
dass die Schatzmethoden Null und ObjDichte die bevorzugten sind. Hierbei bleibt
noch geniigend Spielraum, um ldngere Antwortzeiten gegen geringeren Aufwand
einzutauschen, was insbesondere bei grofien Systemen dufSerst wichtig ist.

4.3.5 Zusammenfassung

In diesem Kapitel wurde das Problem der Verarbeitung von Nachbarschaftsanfra-
gen in einer Foderation aus lose gekoppelten Anbietern von rdumlichen Daten dis-
kutiert. Es wurde der FNA-Algorithmus vorgestellt, der solche fdderierten
Nachbarschaftsanfragen (FNA) verarbeitet [SIG+04]. Verschiedene Varianten dieses
Algorithmus wurden erldutert und mittels Messungen miteinander verglichen. Ins-
besondere wurde dabei angestrebt, die Anzahl der anzufragenden Datenanbieter
moglichst gering zu halten, was durch dynamisches Vergrofiern und Verkleinern
des Anfragegebiets, und damit der Menge der relevanten Datenanbieter, erreicht
werden konnte. Durch eine Erweiterung der Parametrisierungsmoglichkeiten —
Kontrolle des Grads an Parallelitdt und Bestimmung der relevanten Datenanbieter
mittels Dienstgebieten und einer globalen Schdtzung der Objektdichte — konnten
betrachtliche Leistungssteigerungen gegeniiber den bisherigen Ansdtzen aus ver-
wandten Arbeiten erzielt werden. Durch die Anpassung der Parallelitdt kann Ant-
wortzeit gegen Ressourcenverbrauch eingetauscht werden. Die Messungen haben
gezeigt, dass der Algorithmus, der entfernte Nachbarschaftsanfragen, einen Schatz-
wert der globalen Objektdichte sowie 1+/og Threads einsetzt, die beste Variante zur
Verarbeitung von foderierten Nachbarschaftsanfragen darstellt. Die Ansdtze aus
der Literatur konnen lokal bei einem Datenanbieter eingesetzt werden, um die an
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ihn gestellten entfernten Nachbarschaftsanfragen zu verarbeiten. Dennoch kann der
FNA-Algorithmus auch ohne entfernte Nachbarschaftsanfragen auskommen,
indem diese durch entfernte Gebietsanfragen ersetzt werden. Dies fiihrt zu einem
merklichen aber nicht iibermédfligen Leistungsverlust. Insgesamt kann gesagt wer-
den, dass diese Diskussion der Verarbeitung von Nachbarschaftsanfragen in einer
foderierten Umgebung den bisherigen Wissensstand tiber Nachbarschaftsanfragen
beachtlich voranbringt.

4.4 Behandlung von Mehrfachreprasentationen

Wenn in einem offenen und verteilten System wie der Nexus-Plattform die Daten
vieler verschiedener Datenanbieter foderiert werden, damit die Verteilung der
Daten vor den Anwendungen verborgen werden kann, dann ist es sehr wahrschein-
lich, dass in den Daten Duplikate enthalten sind. In der Anwendungsdomaéne der
kontextbezogenen Anwendungen treten Duplikate auf, wenn zwei Datenanbieter
Daten iiber dieselbe Entitdt in der realen Welt zur Verfiigung stellen. Dies wird im
Folgenden als Mehrfachrepriasentation oder auch als mehrfach reprasentiertes
Objekt bezeichnet.

Die Verarbeitung von Mehrfachrepriasentationen kann in drei Problembereiche
gegliedert werden: Zuordnung, Verschmelzung und Anfrageverarbeitung. Bei der
Zuordnung werden zusammengehorige Objekte identifiziert, und bei der Ver-
schmelzung werden die verteilten Daten der zusammengehorigen Reprédsentatio-
nen zu einem Objekt zusammengefasst. Diese beiden Aspekte werden in
Kapitel 4.4.1 diskutiert nachdem das allgemeine Konzept der Mehrfachreprasentati-
onen eingefiihrt wurde. Bei der Anfrageverarbeitung wird das Problem adressiert,
wie die auf eine gegebene Anfrage passenden Objekte ermittelt werden konnen,
wenn deren Daten auf mehrere Anbieter verteilt sind. Hierfiir werden in
Kapitel 4.4.2 zunéchst alle Konstellationen der Datenverteilung theoretisch durch-
gespielt und deren Auswirkungen auf die Vollstandigkeit und Korrektheit der
Ergebnismenge untersucht. Es wird ebenfalls untersucht, ob durch eine Abwand-
lung der Semantik der von der Foderationskomponente an die Datenanbieter wei-
tergeleiteten Anfrage ein Vorteil erzielt werden kann. Die Ergebnisse der
Untersuchungen werden in Kapitel 4.4.3 in einen praktischen Algorithmus zur Ver-
arbeitung von Anfragen in der Foderation umgesetzt. In Kapitel 4.4.4 wird der hier
vorgestellte Ansatz in Bezug zu verwandten Arbeiten gesetzt. Eine Bewertung der
Ergebnisse in Kapitel 4.4.5 rundet diesen Themenbereich ab.

4.4.1 Konzept der Mehrfachreprésentationen

Eine Mehrfachreprasentation kann sich auf einzelne Objekte wie ein Hotel oder ein
Restaurant beziehen, oder auch auf ganze Gruppen von Objekten wie die Bestand-
teile eines Straflennetzes, siehe Abbildung 17. Die bei verschiedenen Datenanbie-
tern zu einem Objekt gespeicherten Daten konnen sich hierbei ergdnzen, sich
tiberlappen, oder auch sich in Teilen widersprechen. In allen Fallen soll die Fodera-
tionskomponente den Anwendungen eine integrierte und konsistente Sicht auf die
Daten bereitstellen, ohne dass die Anwendung von den dabei auftretenden Schwie-
rigkeiten etwas wahrnimmt. Im Folgenden werden die zu einer Entitdt der realen
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Welt bei einem Datenanbieter gespeicherten Daten kurz als Reprédsentation bezeich-
net. Die Verschmelzung aller zu dieser Entitdt zugehorigen Reprasentationen wird
Objekt genannt.

Datensatz bei Anbieter 1 Datensatz bei Anbieter 2 Datensatz bei Anbieter 3
r
Mehrfachreprésentation: ‘ | Einzelnes Objekt O Gruppe von Objekten

Abbildung 17: Beispiele fur Mehrfachreprasentationen in den Uberlappenden Datensatzen
dreier Anbieter

Mehrfachreprdasentationen lassen sich in zwei Klassen einteilen, die sich hinsicht-
lich ihrer Eigenschaften und deren Behandlung bei der Anfrageverarbeitung unter-
scheiden: Zum einen gibt es einzelne Mehrfachreprdsentationen, fiir welche
generische Verfahren in der Anfrageverarbeitung eingesetzt werden konnen. Zum
anderen gibt es Gruppen von Mehrfachrepriasentationen, welche nur mittels doma-
nenspezifischer Verfahren in der Anfrageverarbeitung zusammengefiihrt werden
kénnen.

Bei einzelnen Mehrfachreprdsentationen beziehen sich die bei verschiedenen
Datenanbietern gespeicherten Reprédsentationen auf ein und dasselbe eindeutige
Objekt. Im Bereich der Datenintegration wurde diesem Problem schon einige Auf-
merksamkeit gewidmet, und es wurden sowohl generische als auch spezifische
Losungen zur Zuordnung und Verschmelzung von Duplikaten bzw. zur Losung
von Konflikten vorgeschlagen, siehe u. a. [BINa05]. Die besonderen Probleme, die
in der foderierten Anfrageverarbeitung auftreten, wenn die Daten bei ihren Quellen
verbleiben sollen, wurden bisher nicht thematisiert. Am verwandtesten zum hier
diskutierten Problem ist das Garlic Projekt [Fagi96], wo die Daten zu einem Objekt
auf verschiedene Systeme verteilt sind. Jedoch liegt dort der Fokus auf der Verar-
beitung von Ahnlichkeitsanfragen, welche die besten k Ergebnisse zuriickliefern

sollen. Eine weitergehende Diskussion der verwandten Arbeiten folgt in
Kapitel 4.4.4.

Im Bereich der kontextbezogenen Anwendungen koénnen fiir einzelne Mehrfachre-

prasentationen die folgenden grundsitzlichen Konstellationen auftreten, siehe
Abbildung 18:

¢ Die verschiedenen Reprdsentationen eines Objekts bestehen aus denselben
Daten. Hierbei speichern alle Datenanbieter dieselben Attribute des Objekts und
zu den Attributen jeweils dieselben Werte.
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Reprasentation von Anbieter 1 Repréasentation von Anbieter 2
f Museum \ f Museum \
Name = Rosensteinmuseum Name = Rosensteinmuseum } Ubereinstimmende
Adresse = Stuttgart Adresse = Stuttgart (selbe) Daten
Thema = Naturkunde } Widersprechende
+ Thema = Volkerkunde Daten
Veranstaltungen =
Fihrung um 15:00 Uhr } Erganzende
\ j @dioguide =noch 15 / Daten
Verschmolzenes f Museum \
e e e } Ubereinstimmende
Adresse = Stuttgart (selbe) Daten
— Thema = Naturkunde } Widersprechende
- Thema = Vélkerkunde Daten
Veranstaltungen =
Fihrung um 15:00 Uhr Erganzende
Daten

KAudioguide =noch 15 /

Abbildung 18: Grundsatzliche Konstellationen bei der Verschmelzung zusammengehdériger
Reprasentationen

¢ Die Reprédsentationen bestehen aus sich ergdnzenden Daten. Hierbei speichern
die Datenanbieter verschiedene Attribute des Objekts. Beispielsweise kann ein
Datenanbieter das Thema der aktuellen Ausstellung eines Museums kennen und
ein anderer die aktuellen Eintrittspreise oder die Verfiigbarkeit von sogenannten
Audioguides. Bei einem Restaurant konnte ein Datenanbieter dessen Speisekarte
und Art der Speisen bereitstellen, wahrend ein anderer Datenanbieter eine
Bewertung des Restaurants vorhalt.

¢ Die Repréasentationen enthalten sich widersprechende Daten. Die Datenanbieter
stellen dabei verschiedene Werte fiir dasselbe Attribut des Objekts bereit.
Beispielsweise kann ein Datenanbieter einem Straflenabschnitt den Namen
,B14” zuordnen, und ein anderer den Namen ,Hauptstdtter Strafle”. Obwohl die
Werte widerspriichlich sind, sind beide richtig. Sie reprasentieren verschiedene
Sichtweisen auf das Objekt. Je nach der Situation, in der sich ein Nutzer befindet
(,,Will schnell durch die Stadt” oder ,,Sucht ein bestimmtes Haus”) ist der eine
oder der andere Name hilfreicher. Da das Datenmodell Mehrfachattribute
unterstiitzt, kann die Foderationskomponente hier beide Werte an die
Anwendung weiterleiten und diese den passenderen Wert auswéhlen lassen.

In der zweiten Klasse von Mehrfachreprasentationen wird eine Gegebenheit in der
realen Welt durch eine Gruppe von Objekten reprasentiert. Die Datenanbieter wih-
len jedoch eine unterschiedliche Aufteilung der Gegebenheit auf einzelne Objekte,
weshalb keine eindeutige 1:1 Zuordnung zwischen einzelnen Reprédsentationen
moglich ist, sondern nur n:m Zuordnungen zwischen Gruppen von Reprasentatio-
nen moglich sind. Straflen, Kreuzungen oder Hausergruppen sind typische Vertre-
ter solcher Gruppen. Drei Beispiele von n:m Zuordnungen sind in Abbildung 19
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dargestellt. Bei einer Strafle kann jede Fahrbahn als eigenes Objekt oder als nur ein
Straflenobjekt mit einer hoheren Fahrbahnanzahl dargestellt werden. Verschiedene
Datenanbieter konnen auch unterschiedlich viele einzelne Strafsensegmente zur
Darstellung des Straflenverlaufs einsetzen. Eine Kreuzung kann unter anderem als
einzelner Knoten dargestellt werden, oder es kann jede Abbiegemoglichkeit als
eigenes Strafienstiick in das Modell aufgenommen werden. Hauser konnen einzeln
oder als zusammengefasster Hauserblock reprasentiert werden.

Datensatz Datensatz
bei ] ) bei
Anbieter 1 Verschieden viele Anbieter 2

__— StraBensegmente

Unterschiedliche

s Darstellung von \
Kreuzungen

Verschiedene
Fahrbahnanzahlen

T

Abbildung 19: Vergleich der Modellierung einer Stra3e in den Datenséatzen zweier Datenanbie-
ter als Beispiel fur Mehrfachreprésentationen, die sich auf Gruppen von Objekten beziehen

Es ist offensichtlich, dass hier nicht mehr von Duplikaten im klassischen Sinne
gesprochen werden kann, sondern dass der Duplikatsbegriff auf Gruppen von
Objekten ausgedehnt werden muss. Die Zuordnung und Verschmelzung solcher
Gruppen von Objekten kann jedoch nicht in generischer Weise erfolgen, sondern
erfordert ein tiefgehendes Verstandnis der Semantik der Daten. Dies fiihrt zur Ent-
wicklung von vielen spezifischen Verfahren, die jeweils auf einen bestimmten
Objekttyp oder ein bestimmtes Einsatzszenario zugeschnitten sind. Diese Problem-
stellungen sind extrem komplex und fiillen eigenstdndige Dissertationen, z. B.
[Walt97], so dass Gruppen von Mehrfachreprasentationen hier nur sehr oberflach-
lich behandelt werden kénnen.

4.4.1.1 Zuordnung von Mehrfachreprisentationen

Bei der Zuordnung von Mehrfachreprdsentationen sollen die Beziehungen zwi-
schen den Reprédsentationen einzelner Anbieter herausgefunden werden und somit
zusammengehorige Reprdsentationen, die sich auf dieselbe Entitdt in der realen
Welt beziehen, identifiziert werden. Die Identifikation der Mehrfachrepréasentatio-
nen stellt fiir sich genommen schon ein schwieriges Problem dar, das deshalb
getrennt vom verwandten Problem der Verschmelzung von Mehrfachreprésentatio-
nen diskutiert wird. Im Folgenden werden Ansidtze mittels identischer Objekt-IDs,
MRep-Relationenobjekten und doménenspezifischen Verfahren diskutiert. Die ers-
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ten beiden Ansidtze stellen dabei generische Ansédtze dar, die unabhidngig von der
Anwendungsdomane sind.

Ein Nexus Object Locator (NOL) dient der Identifikation und der Auffindung von
Reprasentationen. Ein NOL besteht aus dem Namen des speichernden Servers,
einer Identifikationsnummer des logischen Datensatzes, in welchem die Reprasen-
tation enthalten ist (Augmented Area ID, kurz AAID), und einer Identifikations-
nummer des Objekts, zu dem die Reprasentation gehort (Objekt-ID). Weitere
Details kénnen in Kapitel 2.3 nachgelesen werden. In den folgenden Darstellungen
werden symbolische NOLs verwendet, die auf das Wesentliche reduziert sind. Vom
Konzept des Datensatzes wird abstrahiert. Wenn ein Datenanbieter verschiedene
Datensdtze anbietet, so wird im Folgenden jeder Datensatz wie ein eigenstiandiger
Datenanbieter angesehen.

Der einfachste Zuordnungsansatz verwendet identische Objekt-IDs, um zusammen-
gehorige Reprdsentationen zu markieren, siehe Abbildung 20. Hierbei miissen die
Datenanbieter mithelfen und sich gegenseitig absprechen, indem sie beim Anlegen
einer neuen Reprdsentation zundchst nach zugehorigen Reprdsentationen bei ande-
ren Anbietern suchen und gegebenenfalls deren Objekt-ID in den NOL der neuen
Représentation tibernehmen. Der NOL der neuen Reprédsentation wird dadurch ein-
deutig, dass er zusadtzlich zur Objekt-ID auch die eindeutige Identifikationsnummer
des Datensatzes und den Namen des speichernden Datenanbieters enthilt. Es wird
angenommen, dass ein Datenanbieter keine zwei Reprédsentationen zur selben Enti-
tat in der realen Welt anbieten will, sondern seine Daten vor deren Veroffentlichung
konsolidiert. Die Generierungsmethode fiir neue Objekt-IDs, welche 128 Bit lang
sind, schliefst durch den Einbezug der Systemzeit und der MAC-Adresse der Netz-
werkkarte aus, dass irrtiimlicherweise zwei unverbundene Reprédsentationen die-
selbe Objekt-ID erhalten. Da eine Reprédsentation nur einen eindeutigen NOL
besitzt, welche den lokalen Primérschliissel darstellt, eignet sich dieser Ansatz nur
fiir einzelne Mehrfachreprasentationen.

Reprasentation von Anbieter 1 Reprasentation von Anbieter 2 Verschmolzenes Objekt
Restaurant W ( Restaurant W / Restaurant \
NOL = Anbieter1/oid1588| | NOL = Anbieter2/oid1588| _ | NOL = Anbieter1/0id1588
Name = Zum Léwen Name = Léwen NOL = Anbleter"2/0|d1588
Menu = Rostbraten, ... Parkplatz = nein Name = Zum Léwen
Name = Léwen
Menu = Rostbraten, ...

Parkplatz = nein
Identische Objekt-IDs K P /

Abbildung 20: Zuordnung mittels identischer Objekt-IDs

Schwergewichtige Relationen, nach der Terminologie von [OGC99b], ermdglichen
die Darstellung von Beziehungen zwischen Objekten (dort Features genannt) ohne
dass die Objekte selbst hierfiir vorbereitet sein miissen und ein entsprechendes
Attribut zur Speicherung der Beziehung zur Verfiigung stellen miissen. Die Ver-
weise auf die in der Beziehung verkniipften Objekte werden extern in einem separa-
ten Objekt verwaltet. Zur Verkniipfung der Reprédsentationen, die zu ein und
demselben Objekt gehoren, wurden in [ADD+05, VoWa04] sogenannte MRep-Rela-
tionenobjekte definiert, welche dem Prinzip einer schwergewichtigen Relation fol-
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gen, siehe Abbildung 21. Es konnen jeweils eine Menge von Quellreprdsentationen
mit einer Menge von Zielreprdsentationen verkniipft werden, so dass auf diese
Weise die Daten zweier Anbieter in Beziehung gesetzt werden kénnen. MRep-Rela-
tionenobjekte konnen sowohl fiir einzelne Mehrfachreprasentationen als auch fiir
Gruppen von Mehrfachreprdsentationen eingesetzt werden. Im Falle einer 1:1
Zuordnung enthilt die Relation jeweils nur eine Quell- und eine Zielrepradsentation.
Die Zuordnungen zwischen den Reprdsentationen von mehr als zwei Datenanbie-
tern miissen auf mehrere MRep-Relationenobjekte aufgeteilt werden, welche jeweils
die Daten zweier Anbieter verkniipfen. MRep-Relationenobjekte konnen selbst eine
Geometrie enthalten, damit viele Relationenobjekte auf einmal mit einer raumlichen
Anfrage geholt werden konnen, wie beispielsweise alle Relationenobjekte, die zu
den Objekten innerhalb des aktuellen Kartenausschnitts gehdren. Zusétzlich kon-
nen die Reprédsentationen selbst Verweise auf die zugehorigen Relationenobjekte
enthalten, um einen effizienten Zugriff zu ermoglichen. Diese Verweise werden
Riickwértsverweise genannt. Ein MRep-Relationenobjekt kann sowohl von einem
Datenanbieter einer zugehorigen Reprasentation als auch von einem unabhédngigen
Drittanbieter gespeichert werden.

Représentation von Anbieter 1 Verknlpfung bei Anbieter 3 Représentation von Anbieter 2
Restaurant Restaurant
\ Relationenobjekt
NOL = Anbieter1/0id258 . NOL = Anbieter2/0id369
Name = Zum Léwen MO = el 2 Name = Léwen

_ Quelle = Anbieter1/0id258 .
Menu = Rostbraten, ... Ziel = Anbieter2/oid369 Parkplatz = nein

Position = 48.1 7.6 Position = 48.15 7 55 Position = 48.2 7.5
Qﬁckw.verw. = A3/oid1 9 osition = £6.19 7. \RUckw.verw. = A3/0id1 9

Abbildung 21: Zuordnung mittels MRep-Relationenobjekten (nach [ADD+05, VoWa04])

Als dritte Moglichkeit zur Zuordnung von Mehrfachreprasentationen stehen doma-
nenspezifische Verfahren zur Verfiigung [Walt97, GoSe04, XiSp04, Volz06a]. Diese
berechnen die Zuordnungen zwischen den Reprédsentationen bei jeder Anfrage neu,
und erfordern somit keine explizite Speicherung der Zuordnungsinformationen.
Die Verfahren sind speziell zugeschnitten auf die Charakteristika der Anwendungs-
domaine. Sie konnen {iiber einfache Gleichheitsvergleiche hinaus auch die Semantik
der Attributwerte in Vergleichen berticksichtigen und somit auch die Konstellation
der Reprédsentationen zueinander fiir die Berechnung der Zuordnungen auswerten.
Es kénnen doménenspezifische Ahnlichkeitsmafle durch die Kombination der Ver-
gleiche mehrerer Attribute berechnet werden. Ebenso konnen spezielle Transforma-
tionen durchgefithrt werden, die z.B. die mittlere Geometrie zweier
Reprdsentationen berechnen. Domédnenspezifische Verfahren konnen zur Zuord-
nung sowohl von einzelnen Mehrfachreprédsentationen als auch von Gruppen von
Mehrfachrepréasentationen eingesetzt werden. Ein Beispiel fiir einen doménenspezi-
fischen Zuordnungsalgorithmus (aus [Volz06a]) ist in Abbildung 22 dargestellt.
Zum Vergleich zweier Strafien aus verschiedenen Datensidtzen wird ein Puffer um
deren Geometrien gelegt. Wenn sich die Puffer iiberlappen dann kénnen die ent-
sprechenden Strafsenobjekte zugeordnet werden.
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Verbindungsknoten Suchgebiet
GDF Datensatz

StraBenabschnitt

Abbildung 22: Beispiel fur einen doméanenspezifischen Zuordnungsalgorithmus, aus [Volz06a]

Die ersten beiden Zuordnungsmaoglichkeiten setzen voraus, dass die Zuordnungen
schon zu einem fritheren Zeitpunkt ermittelt worden sind, und in den Objekt-IDs
bzw. MRep-Relationenobjekten gespeichert worden sind. Dies kann entweder
geschehen, indem eine sachkundige Person die Datensdtze mehrerer Anbieter ana-
lysiert und vergleicht, oder indem eines der im vorstehenden Absatz beschriebenen
domédnenspezifischen Verfahren die Zuordnungen automatisch berechnet. In der
Anfrageverarbeitung haben identische Objekt-IDs den Vorteil, dass die Zusammen-
gehorigkeit von Reprdsentationen schnell iiberpriift werden kann, wohingegen
MRep-Relationenobjekte einen zusdtzlichen Anfrageschritt erfordern. Wenn die
domaénenspezifischen Verfahren zum Anfragezeitpunkt ausgefiihrt werden fiihrt
dies zu einer enormen Rechenlast, da die Berechnungen typischerweise wesentlich
komplexer sind, als die gesamte restliche Anfrageverarbeitung, da bei der Suche
nach passenden Repridsentationen viele davon paarweise miteinander verglichen
werden miissen. Gegeniiber den anderen beiden Ansédtzen haben MRep-Relationen-
objekte den Vorteil, dass alle zu einem Objekt zugehorigen Reprasentationen leicht
gefunden werden koénnen, sobald nur eine der Reprédsentationen bekannt ist. Aus-
gehend von dem in der Reprdsentation gespeicherten Riickwirtsverweis auf das
zugehorige MRep-Relationenobjekt kann dieses direkt abgerufen werden. Anschlie-
lend konnen ausgehend davon alle weiteren Reprdsentationen abgerufen werden.
Wenn keine Riickwirtsverweise vorhanden sind, konnen die zugehorigen MRep-
Relationenobjekte trotzdem gezielt ermittelt werden, da sie ein Positionsattribut
enthalten. Dagegen konnen bei identischen Objekt-IDs und domédnenspezifischen
Verfahren nur Zuordnungen zwischen schon in der Féderationskomponente vorlie-
genden Reprdsentationen ermittelt werden. In Kapitel 4.4.2 werden daher nur
MRep-Relationenobjekte in der Anfrageverarbeitung beriicksichtigt.

4.4.1.2 Verschmelzung von Mehrfachreprisentationen

Bei der Verschmelzung von Mehrfachreprdsentationen sollen die Daten der einzel-
nen Reprdsentationen zu einem gemeinsamen Objekt zusammengefasst werden,
nachdem die Reprédsentationen zuvor als zusammengehorig identifiziert wurden.
Hierfiir stehen zwei Ansdtze zur Verfiigung: der Mehrfachattributansatz und der
doménenspezifische Ansatz.
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Der generische und einfachere Ansatz ist der Mehrfachattributansatz. Hierbei wer-
den alle Attributinstanzen der Reprdsentationen in das zusammengefasste Objekt
tibernommen. Falls es Attributinstanzen mit exakt den gleichen Werten gibt, so
konnen die doppelten Attributinstanzen im Objekt ausgelassen werden. Falls es zu
einem Attribut mehrere Instanzen mit unterschiedlichen Werten gibt, dann wird
dies im zusammengefassten Objekt durch ein Mehrfachattribut dargestellt, siehe
auch Abbildung 18 und Abbildung 20. Auf diese Weise konnen widerspriichliche
Werte an die Anwendung weitergeleitet werden, welche dann den passenden Wert
selbst bestimmen kann. Dieser Ansatz ist nur bei einzelnen Mehrfachreprasentatio-
nen sinnvoll. Bei Gruppen von Mehrfachreprasentationen erscheint es wenig
gewinnbringend, alle Attributinstanzen der Reprdsentationen eines Datenanbieters
mit denen eines anderen Datenanbieters zu kombinieren. Der Ansatz ist kombinier-
bar mit allen drei Ansédtzen zur Zuordnung von Mehrfachreprasentationen. In Kom-
bination mit dem Identische-Objekt-ID- oder MRep-Relationenobjekt-Ansatz kann
bei einzelnen Mehrfachreprasentationen die komplette Verarbeitung auf generische
Weise erfolgen. Dies stellt somit eine grundlegende Vorgehensweise dar, die immer
funktioniert, auch wenn noch keine domidnenspezifischen Funktionalititen in die
Anfrageverarbeitung integriert worden sind.

Alternativ dazu konnen bei der Verschmelzung von Mehrfachreprdsentationen
domidnenspezifische Verfahren [Saal87, WaFr99, Haun05, Kund06] eingesetzt wer-
den, um damit eine qualitativ hoherwertige Datenintegration zu erreichen. Hierbei
konnen zusédtzlich zu einzelnen Mehrfachreprdsentationen auch Gruppen von
Mehrfachrepréasentationen verschmolzen werden. Es kann die Konstellation von
Reprédsentationen zueinander in den Verschmelzungsprozess mit einbezogen wer-
den. Es konnen je nach Semantik der Objekte und Attribute die passenden Ver-
schmelzungsfunktionen angewandt werden, wie z. B. einen Mittelwert berechen,
den Median auswihlen, einen Wert auf Grund der Werte anderer Attribute auswah-
len, oder den lingeren Namen wihlen. Es kénnen auch komplexe Berechnungen
durchgefiihrt werden, wie z. B. das Berechnen einer mittleren Geometrie [Volz06b],
siehe Abbildung 23, oder das gummiartige Verschieben von rdumlichen Bereichen
(engl. rubber sheeting) [Haun05]. Auch dieser Ansatz ist mit allen drei Ansdtzen
zur Zuordnung von Mehrfachreprdsentationen kombinierbar.

Ausgangsdaten Mittlere Geometrie der verschmolzenen StraBen
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------- P Verschiebungsvektor StraBe aus ATKIS Datensatz

O  Mittlerer Start- bzw. Endpunkt = == StraBBe aus GDF Datensatz
Berechnete ,mittlere” Geometrie

Abbildung 23: Berechnung der mittleren Geometrie als Beispiel fir einen doménenspezifischen
Verschmelzungsalgorithmus, aus [Volz06Db]

In der Regel ist das Verschmelzen von Mehrfachreprasentationen wesentlich einfa-
cher als deren Zuordnung, da hier nicht nach passenden Partnern gesucht werden
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muss, sondern nur eine vorher bekannte und begrenzte Menge von Reprasentatio-
nen zusammengefasst werden muss. Deshalb ist es auch vertretbar, die Repradsenta-
tionen bei jeder Anfrage aufs Neue zu verschmelzen und nur deren Zuordnung
vorab zu berechnen und in Objekt-IDs oder MRep-Relationenobjekten zu speichern.
Die Speicherung der verschmolzenen Objekte hétte die Vorteile, dass die einzelnen
Reprdsentationen nicht mehr von den Datenanbietern geholt werden miissen, dass
der Aufwand zur Durchfithrung der Verschmelzung wegfillt, und dass die Anfra-
geverarbeitung leichter die auf eine Anfrage passenden Objekte herausfiltern kann.
Dem stehen die Nachteile gegeniiber, dass zusitzlicher Speicherplatz bené6tigt wird,
dass bei jeder Anderung der Ausgangsdaten die verschmolzenen Objekte angepasst
werden missen, und dass die Datenanbieter die volle Kontrolle tiber ihre Daten
aufgeben miissen. In jedem Fall stellt das Speichern der verschmolzenen Objekte
eine Optimierung dar, die jedoch nicht generell immer angewandt werden sollte,
sondern nur an bestimmten Stellen, z. B. bei einem Cache innerhalb einer Foderati-
onskomponente, wenn der Nutzen (schnellere Anfragen) die Kosten (hoherer War-
tungsaufwand) aufwiegt.

4.4.2 Theoretische Analyse der Anfrageverarbeitung bei
Mehrfachrepréasentationen

Die Anfrageverarbeitung in der Foderationskomponente soll alle Objekte finden,
die bei globaler Betrachtung auf eine gegebene Anfrage passen. Sie leitet hierzu
Anfragen an die relevanten Datenanbieter weiter, um deren Daten zu holen.
Solange die Daten zu einem Objekt komplett bei nur einem Datenanbieter gespei-
chert sind, kann dieser alleine entscheiden, ob das Objekt einen Treffer im Sinne der
Anfrage darstellt. Wenn es sich jedoch um ein mehrfach reprasentiertes Objekt han-
delt, dessen Reprédsentationen auf mehrere Datenanbieter verteilt sind, so muss
jeder dieser Datenanbieter mittels der ihm vorliegenden Daten entscheiden, ob er
die Reprasentation fiir einen Treffer hdlt und somit diese als Ergebnis der Anfrage
an die Foderation schickt. Im Extremfall, wie in Abbildung 24 dargestellt, sind die
Daten so auf die Datenanbieter verteilt, dass kein Datenanbieter seine Reprasentati-
onen als Treffer einstuft, obwohl das Objekt nach der Zusammenfassung aller sei-
ner Reprédsentationen tatsdchlich doch ein Treffer wire.

In diesem Kapitel soll nun untersucht werden, welche Spezialfille in diesem Pro-
blemfeld auftauchen kénnen. Es wird diskutiert, wie die Foderationskomponente
diese Spezialfdlle behandeln kann, und es wird analysiert, welche Auswirkungen
dies auf die Leistung des Gesamtsystems hat. Hierfiir werden zundchst in
Kapitel 4.4.2.1 die Grenzen der folgenden Diskussion abgesteckt. AnschliefSend
werden die Spezialfdlle aufgezeigt, die bei mehrfach reprdasentierten Objekten auf-
treten, wenn die Anfrage aus nur einem einzigen Pradikat besteht (Kapitel 4.4.2.2).
Es wird untersucht, wie Anfragen, die eine Konjunktion von Pradikaten enthalten,
verarbeitet werden konnen (Kapitel 4.4.2.3). Bei einer Anfrage, die aus einer Dis-
junktion von Konjunktionen besteht, konnen die einzelnen Konjunktionen getrennt
voneinander jeweils wie eine einzelne Konjunktion verarbeitet werden. Die Verar-
beitung einer Disjunktion ergibt somit keine neuen Probleme und wird daher nicht
weiter diskutiert. AnschlieSend werden die Vereinfachungen erldutert, die sich
ergeben, wenn zusammengehorige Reprdsentationen keine Widerspriiche enthalten
(Kapitel 4.4.2.4). Im folgenden Kapitel 4.4.3 werden die Betrachtungen in einem
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Reprasentation von Anbieter 1 Reprasentation von Anbieter 2 Verschmolzenes Objekt

/ Museum \ K Museum \ / Museum \

+ =
Name = Name = Name = .
Rosensteinmuseum Rosensteinmuseum Rosensteinmuseum
I Thema = Naturkunde I Thema = Naturkunde
Audioguide = noch 15 Audioguide = noch 15
Veranstaltungen = Veranstaltungen =
Fihrung um 15:00 Uhr Eintritt = Erw. 5 EUR, ... Fuhrung um 15:00 Uhr
Zusatzliche Attribute Vergleichsattribute

Anfrage: Hole alle Museen, deren Thema Naturkunde ist und die Audioguides verflgbar haben.

Ergebnis: Erfillt die Repréasentation die Anfrage?

Nein, Nein, Ja,
(Anbieter hat keine Info (Anbieter hat keine Info (Aber kein Datenanbieter
Uber Audioguides) Uber das Thema) schickt eine Repréasentation

an die Foéderation)

Abbildung 24: Beispiel eines Objekts, dessen Daten auf verschiedene Anbieter verteilt sind,
und das deshalb bei einer Anfrage nicht gefunden wird.

Algorithmus zusammengefasst, mit dem die Foderation Anfragen auf Mehrfachre-
prasentationen mit Mehrfachattributen verarbeiten kann.

4.4.2.1 Einschrinkungen

In diesem Kapitel wird davon ausgegangen, dass zusammengehorige Reprasentati-
onen mittels MRep-Relationenobjekten zugeordnet werden und dass die Ver-
schmelzung mittels des Mehrfachattributansatzes erfolgt. Mit den anderen in
Kapitel 4.4.1.1 beschriebenen Zuordnungsansitzen ist es nicht moglich, ausgehend
von einer Reprdsentation nach den restlichen zugehorigen Reprdsentationen zu
suchen. Wenn domédnenspezifische Verfahren zur Verschmelzung der Reprasentati-
onen eingesetzt werden, dann erschwert dies auch in erheblichem Umfang die Aus-
wahl der auf eine Anfrage passenden Reprasentationen bei einem Datenanbieter, da
die Attributwerte vor und nach der Verschmelzung verschieden sein konnen. Die
von einer Anwendung an die Foderationskomponente gestellte Anfrage muss je
nach dem zur Verschmelzung genutzten domédnenspezifischen Verfahren in eine
entsprechende lokale Anfrage transformiert werden. Da auf die domé&nenspezifi-
schen Verschmelzungsverfahren hier nicht nidher eingegangen wird, werden diese
auch in der Anfrageverarbeitung nicht beriicksichtigt. Aus dem gleichen Grund
wird in diesem Kapitel nur die Anfrageverarbeitung fiir einzelne Mehrfachrepra-
sentationen beleuchtet, nicht aber fiir Gruppen von Mehrfachrepridsentationen, die
ebenfalls nur mit doméanenspezifischen Verfahren zugeordnet und verschmolzen
werden konnen.

Wenn keine Informationen iiber die Zusammengehorigkeit von mehrfach représen-
tierten Objekten vorliegen, dann hat dies zur Folge, dass die Ergebnismenge zu
einer Anfrage unvollstindig sein kann sowie Duplikate oder sogar irrtiimliche Tref-
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fer enthalten kann. Die Ergebnismenge ist unvollstindig, wenn Objekte nicht gefun-
den werden, weil die zugehorigen Reprdsentationen alleine die Anfrage nicht
erfiillen. Hier fehlt das ganze Objekt. Sie ist auch unvollstindig, wenn aus dem sel-
ben Grund einzelne Reprasentationen nicht einem Trefferobjekt zugeordnet werden
konnen. Hier fehlen Teile der Informationen zu einem Objekt. Duplikate entstehen,
wenn mehrere Reprdasentationen die Anfrage erfiillen und deren Zusammengeho-
rigkeit auf Grund der fehlenden Informationen nicht festgestellt werden kann. In
diesem Fall tauchen die Reprdsentationen als eigenstidndige Objekte, und somit als
Duplikate, in der Ergebnismenge auf. Irrtiimliche Treffer treten auf, wenn eine ein-
zelne Représentation die Anfrage erfiillt, nicht jedoch das gesamte Objekt, weil es
von zusédtzlichen Informationen aus anderen Reprasentationen disqualifiziert wird.
Wenn die anderen Reprdsentationen nicht zugeordnet werden kénnen erscheint die
erste Reprédsentation als irrtiimlicher Treffer in der Ergebnismenge.

Des Weiteren wird von dem tatsdchlichen Aufbau der Attribute abstrahiert, die aus
mehreren Teilen zusammengesetzt sein konnen [BDG+04, Nick05], siehe
Kapitel 2.3. So kann z. B. das Adress-Attribut aus den Teilen Strafle, Postleitzahl
und Stadt bestehen. Eine Konjunktion von Pradikaten auf verschiedenen Teilen des-
selben Attributs kann im Sinne des hier diskutierten Problems als ein (komplexes)
Pradikat auf einem einfachen Attribut, das aus nur einem Teil besteht, angesehen
werden. Somit muss dieser Fall nicht gesondert beriicksichtigt werden.

Zusatzlich wird in diesem Kapitel nur der Selektionsteil einer Anfrage betrachtet.
Die weiteren in Kapitel 3.3 vorgestellten Teile einer Anfrage haben keinen Einfluss
auf das hier diskutierte Problemfeld und werden daher ausgeblendet. Wenn im Fol-
genden von ,Anfrage” die Rede ist, so ist der Selektionsteil einer Anfrage gemeint.
Der Begriff ,Anfrageverarbeitung” bezieht sich auf die Verarbeitung des Selekti-
onsteils einer Anfrage.

4.4.2.2 Verarbeitung eines einzelnen Pridikats bei Mehrfachreprisentationen

In diesem Kapitel sollen die Schwierigkeiten ergriindet werden, die bei der Verar-
beitung von Anfragen in der Foderationskomponente durch die verteilte Speiche-
rung der Objekte entstehen. Dabei wird zundchst davon ausgegangen, dass eine
Anfrage nur ein einzelnes Prddikat enthdlt. Zur Vereinfachung der Darstellung
wird auflerdem davon ausgegangen, dass die Objekte auf nur zwei Datenanbieter
verteilt seien. Eine Verallgemeinerung auf beliebig viele Datenanbieter ist leicht
moglich, da keine weiteren Sonderfille auftreten.

Der Sachverhalt soll mit einer an eine Foderationskomponente gestellten Anfrage
mit einem verallgemeinerten Pradikat erlautert werden. Das Prdadikat bezieht sich
auf das Attribut B und wird zu wahr ausgewertet, wenn ein gegebener Wert mit
dem Vergleichswert X iibereinstimmt. Ein Objekt kann fiir dieses Attribut entweder
keinen Wert haben (0), den gesuchten Wert haben (X), einen anderen als den
gesuchten Wert haben (Y) oder sowohl den gesuchten als auch einen anderen Wert
haben (XY). Beispielsweise konnte das Ausstellungsthema eines Museumsobjekts
nur ,Archédologie”, nur ,Naturkunde” oder , Archdologie” und ,Naturkunde” sein.
Zusatzlich speichert ein Objekt weitere von der Anfrage geforderte Daten im
Attribut C. Diese werden nicht zur Auswertung des Pradikats benétigt, sollen aber
vollstandig (von beiden Datenanbietern) in der an die Anwendung zuriickgeschick-
ten Ergebnismenge enthalten sein. Im Beispiel konnte dies die Adresse des Muse-



102 Kapitel 4: Konzeption der féderierten Anfrageverarbeitung

ums, die Offnungszeiten oder eine Liste mit Sonderveranstaltungen sein. Beziiglich
der Anfrage verwaltet jeder Datenanbieter vier Arten von Objekten (0, X, Y, XY).
Bei der Verteilung der Objektdaten auf zwei Datenanbieter konnen also prinzipiell
16 Kombinationen auftreten, wovon einige bis auf die Vertauschung der beiden
Datenanbieter jeweils paarweise identisch sind. In den Abbildungen 26 bis 29 wer-
den jeweils alle Kombinationsmdoglichkeiten untersucht.

Die Foderationskomponente kann jede der in Kapitel 4.1.2 eingefiihrten Anfragese-
mantiken an ihrer Anfrageschnittstelle anbieten. Die von ihr an die Datenanbieter
weitergeleiteten Anfragen konnen ebenfalls von allen Semantiken Gebrauch
machen und miissen nicht mit der Semantik der an die Foderation gestellten
Anfrage libereinstimmen. Diese Freiheit bietet der Foderationskomponente Spiel-
raum fiir Optimierungen. Der hier relevante Teil der Anfrageverarbeitung in der
Foderationskomponente kann in drei Schritte aufgegliedert werden, siehe
Abbildung 25, wobei jeder Schritt eine zuséatzliche Interaktion zwischen Foderati-
onskomponente und Datenanbietern bedeutet und somit zusédtzlichen Aufwand
verursacht:

1 O— O P—
Anfrage weiterleiten MRep- : Fehlende

1
1
1 . . .
und Teilergebnisse —P: Relationenobjekte  — Reprasentationen i

einsammeln ‘ besorgen : : holen .

Abbildung 25: Abstrakter Ablauf der Anfrageverarbeitung fir Mehrfachreprasentationen

1. Anfragen an Datenanbieter senden bzw. weiterleiten und deren
Ergebnisse einsammeln.

2. Falls notwendig, MRep-Relationenobjekten zu den von den
Datenanbietern gelieferten Reprdsentationen besorgen. Hierfiir konnen
die bei den Reprdsentationen gespeicherten sogenannten ,reverse
references” (Riickwértsverweise auf die MRep-Relationenobjekte)
genutzt werden. Eine ausfiihrliche Beschreibung dieses Konzepts kann in
[ADD+05] nachgelesen werden.

3. Falls notwendig, fehlende Reprdsentationen, auf die in den MRep-
Relationenobjekten verwiesen wird, von den Datenanbietern holen.

Je nach Verteilung der Daten eines Objekts auf die beiden Datenanbieter konnen bei
der Verarbeitung der Anfrage in der Foderationskomponente die folgenden Falle
eintreten. Am Ende jedes Falls wird der Aufwand abgeschitzt, den die Foderations-
komponente bei der Verarbeitung eines solchen Objekts hat.

* Volltreffer (V). Ein Objekt wird als Volltreffer bezeichnet, wenn das Objekt die
Anfrage erfiillt und wenn beide Datenanbieter ihre Reprdsentation an die
Foderation weitergeleitet haben. Dies ist der einzige Fall, bei dem die
Zusammengehorigkeit der Mehrfachreprasentationen direkt in  der
Foderationskomponente ohne die Hilfe weiterer Daten ermittelt werden kann.
Alternativ konnen hierfiir auch die zum Objekt zugehorigen MRep-
Relationenobjekte eingesetzt werden. Die Foderationskomponente muss diese
jedoch zundchst mit einer weiteren Anfrage beschaffen.
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Aufwand: 1 Schritt (Zuordnung der Reprdsentationen direkt bestimmen), oder
2 Schritte (Zuordnung mit MRep-Relationenobjekten).

¢ Teiltreffer (T). Ein Objekt wird als Teiltreffer bezeichnet, wenn das Objekt die
Anfrage erfillt und wenn nur einer der beiden Datenanbieter die
entsprechenden Reprédsentationen liefert. Um die fehlenden Daten des anderen
Datenanbieters holen zu konnen, muss die Foderationskomponente zundchst die
zugehorigen MRep-Relationenobjekte besorgen. AnschlieBend konnen die in
dem MRep-Relationenobjekten enthaltenen Verweise verfolgt und die fehlenden
Représentationen geholt werden.

Aufwand: 3 Schritte.

* Fehlendes Objekt bzw. Irrtiimlicher Ausschluss (F). Ein Objekt wird als
irrtimlicher Ausschluss (engl. false negative) bezeichnet, wenn das Objekt,
insbesondere nach der Verschmelzung all seiner Reprdsentationen, die Anfrage
erfiillt, aber keiner der Datenanbieter die entsprechende Reprdsentation als
Treffer einschdatzt und an die Foderationskomponente weiterleitet. Da die
Foderationskomponente nichts iiber die Existenz dieses Objekts weifs, kann sie
auch nicht die zugehorigen MRep-Relationenobjekte ermitteln. Das Objekt fehlt
somit in der an die Anwendung zurtiickgeschickten Ergebnismenge. Diesen Fall
gilt es zu vermeiden!

Aufwand: keiner, aber fehlerhaftes Ergebnis.

¢ Echter Ausschluss (leer). Ein Objekt wird als echter Ausschluss bezeichnet,
wenn das Objekt die Anfrage nicht erfiillt, und wenn keiner der Datenanbieter
die entsprechende Reprdsentation an die Foderation liefert. Das Objekt fehlt zu
Recht in der Ergebnismenge.

Aufwand: keiner.

¢ Irrtiimlicher Treffer (I). Ein Objekt wird als irrtiimlicher Treffer (engl. false
positive) bezeichnet, wenn es als Treffer gewertet wird, obwohl es bei Beachtung
aller seiner auf verschiedene Anbieter verteilten Reprdsentationen nicht auf die
Anfrage passt. Dieser Fall tritt ein, wenn ein Anbieter eine Reprédsentation auf
Grund der lokal vorhandenen Informationsfragmente als Treffer einstuft und an
die Foderation weiterleitet. Ein anderer Anbieter stellt mittels seiner lokalen
Informationen fest, dass seine zugehorige Reprédsentation nicht auf die Anfrage
passt und leitet deshalb diese auch nicht an die Foderation weiter. Der
Foderation fehlt nun diese Information zur Disqualifikation des Objekts, so dass
das Objekt fdlschlicherweise als Treffer gewertet wird.

Dieser Fall kann zwei Ursachen haben. Zum einen kann er bei der Alle-
Anfragesemantik eintreten, bei der zusdtzliche Informationen zum Fehlschlagen
des Pradikats fithren konnen (wegen des All-Quantors). Zum anderen kann er
eintreten, wenn die Foderation eine schwidchere bzw. weniger selektive Anfrage
an die Datenanbieter schickt als die von der Anwendung an die Foderation
geschickte Anfrage. Je nach Verteilung der Informationen konnen irrtiimliche
Treffer auf verschiedene Weisen erkannt und beseitigt werden:

— Sofort (I-S). Die Foderation priift die von einem Datenanbieter gelieferten
Reprédsentationen mit der von der Anwendung geforderten Anfragesemantik
nach und stellt dabei fest, dass die gelieferte Reprdsentation doch kein
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Treffer ist, zumindest solange nicht noch weitere Daten von anderen
Reprédsentationen dazukommen.

Aufwand: 1 Schritt, Reprdsentation nutzlos an Foderation iibertragen.

— MRep-Relationenobjekte (I-M). Die Foderation besorgt die zu einer
Représentation zugehdrigen MRep-Relationenobjekte und kann damit schon
die aktuell betrachtete Reprdsentation ausschlieffen. Hierfiir werden
zundchst die im MRep-Relationenobjekt genannten und schon in der
Foderation vorhandenen Reprédsentationen zu einem vorldufigen Objekt
verschmolzen. In zwei Situationen kann schon das vorldufige Objekt
ausgeschlossen werden. Dies geschieht zum einen, wenn eine Verkniipfung
zu einem anderen ,sofort” ausgeschlossenen irrtiimlichen Treffer hergestellt
werden kann und wenn weitere Daten aus zugehorigen aber noch nicht
integrierten Reprdsentationen nicht mehr zur Erfiillung der Anfrage
beitragen konnen. Die fehlenden Reprédsentationen miissen somit auch nicht
beschafft werden. Zum anderen geschieht dies, wenn das vorldufige Objekt
schon alle zugehorigen Reprdsentationen enthdlt und trotzdem die Anfrage
nicht erfiillt.

Aufwand: 2 Schritte, Reprasentation und MRep-Relationenobjekte werden
nutzlos an Foderation iibertragen.

— Zusitzliche Reprasentationen (I-Z). Die Foderation stellt nach dem
Beschaffen der MRep-Relationenobjekte zu einer Reprdsentation fest, dass
noch nicht alle zugehorigen Reprédsentationen in der Foderationskomponente
verfligbar sind. Nachdem die fehlenden Reprédsentationen geholt wurden
kann die Foderation alle zusammengehodrigen Reprdsentationen zu einem
Objekt verschmelzen, und in diesem Fall erst danach feststellen, dass dieses
Objekt die Anfrage nicht erfiillt.

Aufwand: 3 Schritte, Reprdsentation, MRep-Relationenobjekte und
zusétzliche Reprdsentationen werden nutzlos an Foderation iibertragen.

Die meisten irrtiimlichen Treffer konnen nur entdeckt und beseitigt werden, wenn
es die zugehorigen MRep-Relationenobjekte gibt. Ohne diese externen Zuordnungs-
informationen konnen die irrtiimlichen Treffer nur im I-S Fall entdeckt werden. In
den anderen Fillen enthdlt die Ergebnismenge unvollstindige Objekte, die nur
wegen der fehlenden Informationen irrtiimlicherweise die Anfrage erfiillen.

Wenn beide Anbieter ihre Reprédsentation zu einem Objekt an die Foderation lie-
fern, dann wird nur der aufwandigere Fall dargestellt. Wenn also beispielsweise die
Reprédsentation von Anbieter 1 sofort ausgeschlossen werden kann und die Repra-
sentation von Anbieter 2 erst nachdem mittels eines MRep-Relationenobjekts eine
Verkniipfung zur Reprdsentation von Anbieter 1 hergestellt wurde, dann wird der
aufwandigere Fall ,I-M” angezeigt.

Im Folgenden wird systematisch analysiert, wie die Foderationskomponente die
Ergebnismenge zu einer an sie gestellten Anfrage durch Anfragen an die relevanten
Datenanbieter ermitteln kann. Hierfiir wird fiir jede mogliche Anfragesemantik der
eingehenden Anfrage abhdngig von der Semantik der an die Datenanbieter
geschickten Anfrage untersucht, wie vollstindig die Ergebnismenge ist und wie
grofd der Aufwand ist, diese zu bestimmen. In Abbildung 26 ist eine solche Analyse
fiir eine eingehende Anfrage mit der Existiert-Streng-Semantik dargestellt. Die
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Abbildung ist in fiinf Teile gegliedert. Teil (a) zeigt das Sollergebnis. Die restlichen
vier Teile zeigen die Folgen je einer der vier moglichen Anfragesemantiken (siehe
Definition 4.7 bis 4.10 in Kapitel 4.1.2), welche die Foderationskomponente fiir
Anfragen einsetzen kann, die an die Datenanbieter geschickt werden. In jedem Teil
sind als Beschriftung der Achsen fiir jeden der beiden Datenanbieter die moglichen
Kategorien von Reprédsentationen in Bezug auf die Anfrage dargestellt (0, X, Y und
XY, wie zuvor eingefiihrt). Wenn ein Anbieter die Reprdsentation im ersten Schritt
aus Abbildung 25 an die Foderation liefert, ist die entsprechende Achsenbeschrif-
tung fett gedruckt, sonst kursiv. Die Felder im Kern jedes Teils stellen dar, welcher
der zuvor beschriebenen Fille bei der jeweiligen Verteilung der Daten auf die bei-
den Anbieter eintritt.

Betrachten wir beispielsweise in Abbildung 26 (b) das Feld am Schnittpunkt der Y-
Spalte von Anbieter 1 mit der X-Zeile von Anbieter 2, welches mit , T” markiert ist.
Dieses Feld reprasentiert alle Objekte, bei denen die von Anbieter 1 gespeicherte
Reprdsentation einen anderen als den gesuchte Wert (Y) in Attribut B enthalt und
die von Anbieter 2 gespeicherte Reprdsentation nur den gesuchten Wert (X) in
Attribut B enthdlt. Das verschmolzene Objekt enthilt also sowohl den gesuchten
Wert als auch einen anderen als den gesuchten Wert (XY) in Attribut B, und gehort
somit bei einer Anfrage mit der Existiert-Streng-Semantik in deren Ergebnismenge.
Da nur Anbieter 2 seine Reprdsentation an die Foderation schickt (X ist fett
gedruckt), nicht aber Anbieter 1 (Y ist kursiv gedruckt), handelt es sich um einen
Teiltreffer (T). Damit die Ergebnismenge ein vollstandiges verschmolzenes Objekt
enthélt, das auch die Informationen von Anbieter 1 beziiglich z. B. der Sonderver-
anstaltungen des Museums enthélt, muss die Foderation zunédchst mit Hilfe von
MRep-Relationenobjekten herausfinden, dass noch weitere Reprasentationen (die
von Anbieter 1) zu diesem Objekt gehoren. Anschliefend miissen die fehlenden
Daten von Anbieter 1 geholt werden. Die restlichen Felder decken alle weiteren
moglichen Verteilungen der Werte des Attributs B eines Objekts ab.
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Anwendung - Foderation: Existiert-Streng-Semantik

Féderation - Datenanbieter: Féderation - Datenanbieter:
Sollergebnis Existiert-Streng-Semantik Existiert-Weich-Semantik
Anbieter 1 Anbieter 1 Anbieter 1
0| X| Y |XY 0| X|Y |XY 0| X[ Y [XY
N 0 \ \ N 0 T T <:| OlI-S| V |I-S| V
.% X VIV]|V .% X VI|T]|V .8 X VI|TI|V
= Y v gl v T al v T
<] XY v <[ xvy v <[ xy v
(@) (b) (©)
el Foderation > Datenanbieter: Foderation > Datenanbieter:
Teiltreffer Alle-Streng-Semantik Alle-Weich-Semantik
Fehlendes Objekt
[ 1 Echter Ausschiuss Anbieter 1 Anbieter 1
Irrtiimliche Treffer: 0| XY |XY O] XY |XY
sofort erkennbar ~N[ 0 T F ~| OpFEZI VvV JIEZ] T
[-M]  mit MRep-Relationen- S 1X VIT]T S1X VITIT
objekten erkennbar -g Y F g Y F
-z ] mit zusatzlichen <| XY F <| XY F
Reprasentationen
erkennbar (d) (e)

Abbildung 26: Vollstdndigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
Anfrage mit Existiert-Streng-Semantik in der Féderation

In Abbildung 26 werden an die Féderation gerichtete Anfragen mit Existiert-Streng-
Semantik untersucht. Wenn die Foderation Anfragen mit Existiert-Streng-Semantik
an die Datenanbieter schickt (E,S-Anfragen), dann fiihrt dies zu Teiltreffern in eini-
gen Konstellationen. Es gibt jedoch keine irrtiimlichen Treffer. Wenn die Foderation
Anfragen mit Existiert-Weich-Semantik an die Datenanbieter schickt (E,W-Anfra-
gen), dann gibt es bei mehr Konstellationen Volltreffer, dafiir gibt es auch einige irr-
tiimliche Treffer, die jedoch sofort erkannt werden kénnen. Anfragen mit der Alle-
Streng- oder Alle-Weich-Semantik (A,S-Anfragen oder A,W-Anfragen) an die
Datenanbieter zu schicken ist hier nicht sinnvoll, da beide zu unvollstindigen
Ergebnismengen mit fehlenden Objekten fiihren. Somit verarbeitet die Foderation
E,S-Anfragen am besten, indem sie E,W-Anfragen an die Datenanbieter schickt.
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Anwendung - Foderation: Existiert-Weich-Semantik

Foderation - Datenanbieter: Foderation - Datenanbieter:
Sollergebnis Existiert-Streng-Semantik Existiert-Weich-Semantik
Anbieter 1 Anbieter 1 Anbieter 1
0| X ] VY |[XY 0| X]VY |XY 0| X] VY |XY
~| Ol V]|V V N[ OJF| T T Nl OV IV [EZ]V
gl x viv]v gl x vtV gl x vtV
'g Y V '-g Y T 'g Y T
<] XY v <[ xy V <| xy v
(a) (b) (©)
el Foderation = Datenanbieter: Foderation = Datenanbieter:
Teiltreffer Alle-Streng-Semantik Alle-Weich-Semantik
Fehlendes Objekt
|:| Echter Ausschluss Anbieter 1 Anbieter 1
Irrtimliche Treffer: 0| X|[Y |XY 0| X] VY IXY
sofort erkennbar N OJF T F Nl O VIV FEZ]T
[i-M] mit MRep-Relationen- S X VIT]T S1X VIT]T
objekten erkennbar .g Y F .g Y F
I-Z| mit zusatzlichen <[ XY F <[ XY F
Repréasentationen
erkennbar (d) (e)

Abbildung 27: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
Anfrage mit Existiert-Weich-Semantik in der Féderation

In Abbildung 27 werden an die Foderation gerichtete E,W-Anfragen untersucht,
welche die am wenigsten restriktive Anfragesemantik nutzen. Aus dem Sollergeb-
nis kann abgelesen werden, dass sehr viele Konstellationen der Datenverteilung zu
Treffern fithren. Wie bei den E,S-Anfragen macht es keinen Sinn, wenn die Fodera-
tion A,S5-Anfragen oder A,W-Anfragen an die Datenanbieter schickt. Zusatzlich
sind auch E,S-Anfragen ungeeignet, da dann Objekte in der Ergebnismenge fehlen,
deren Reprasentationen bei beiden Datenanbietern keine Werte im Attribut B ent-
halten. Die Foderation hat hier also keine Wahlmoglichkeit und muss E,W-Anfra-
gen an die Datenanbieter schicken. Da Objekte mit fehlenden Informationen im
Vergleichsattribut B ausdriicklich in der Ergebnismenge gewollt sind, sind nun irr-
tiimliche Treffer erst erkennbar, nachdem die zugehdorigen zusétzlichen Repréasenta-
tionen besorgt wurden.
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Anwendung - Foderation: Alle-Streng-Semantik
Foderation > Datenanbieter: Foderation - Datenanbieter:
Sollergebnis Existiert-Streng-Semantik Existiert-Weich-Semantik
Anbieter 1 Anbieter 1 Anbieter 1
0] X| Y |XY 0| X|Y XY 0] X|Y |XY
N 0 \% N 0 T I-S N OjI-S| V |I-S | I-S
21 X Vv 2 X VvV |I-Z | I-M 2 X V [I-M|I-M
Q Q Q
8Ly 2 Y I-S 2| Y I-S
<[ Xy <] xy I-S <| XY I-S
(a) (b) (c)
Vo_”treﬁer Foderation > Datenanbieter: Foderation > Datenanbieter:
Teiltreffer Alle-Streng-Semantik Alle-Weich-Semantik
Fehlendes Objekt
|:| Echter Ausschluss Anbieter 1 Anbieter 1
Irrtimliche Treffer: 0| X|[Y |XY 0| X]VYIXY
sofort erkennbar Nl 0 T ~| OlIS| V |I-S|IS
IE mit MRep-Relationen- % X VIIZ]|I-Z % X V [IEM]I-M
objekten erkennbar -g Y -g Y
I-Z | mit zusatzlichen <[ XY <| XY
Reprasentationen
erkennbar (d) (e)

Abbildung 28: Vollstédndigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
Anfrage mit Alle-Streng-Semantik in der Féderation

In Abbildung 28 werden an die Foderation gerichtete A,S-Anfragen untersucht,
welche die restriktivste der Anfragesemantiken nutzen. Wie aus dem Sollergebnis
abgelesen werden kann, fithren nur sehr wenige Konstellationen der Datenvertei-
lung zu Treffern. Hier kann die Foderation alle Semantiken bei den Anfragen an die
Datenanbieter nutzen. Alle liefern ein vollstindiges Ergebnis. Ebenfalls tauchen bei
allen Semantiken irrtiimliche Treffer auf. Ein grofier Unterschied besteht zwischen
den Streng- und den Weich-Semantiken. Wahrend bei den Streng-Semantiken weni-
ger irrtiimliche Treffer {ibertragen werden, gibt es bei den Weich-Semantiken nur
Volltreffer und keine Teiltreffer, so dass dort alle irrtiimlichen Treffer schon ausge-
schlossen werden konnen, nachdem die MRep-Relationenobjekte beschafft wurden.
Wenn dort in einem MRep-Relationenobjekt ein Verweis auf eine Reprasentation
enthalten ist, die nicht von einem Anbieter geliefert wurde, so kann daraus
geschlossen werden, dass das zugehorige Objekt die Anfrage nicht erfiillt, da sonst
alle Anbieter die entsprechenden Reprdsentationen geliefert hdatten. Die Existiert-
Semantik ist gegentiber der Alle-Semantik im Nachteil, da sie zu mehr irrtiimlichen
Treffern fithrt ohne einen nennenswerten Vorteil zu bieten. Nach der theoretischen
Abschdtzung des Aufwands vom Anfang dieses Unterkapitels verarbeitet die Fode-
ration A,S-Anfragen am besten, indem sie A,W-Anfragen an die Datenanbieter
schickt.
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Anwendung - Fdéderation: Alle-Weich-Semantik

Foderation - Datenanbieter: Foderation - Datenanbieter:
Sollergebnis Existiert-Streng-Semantik Existiert-Weich-Semantik
Anbieter 1 Anbieter 1 Anbieter 1
0| X| Y |XY 0 XY | XY 0| X|[Y |XY
~| Ol V|V N[ OJF | T I-S ~l OV [V I]EM|I-M
gl x Vv gl X v [1-z]i-m gl X v [I-m]I-m
'g Y '-g Y I-S '-g Y I-S
<| XY <[ xy I-S <[ xy I-S
(a) (b) (c)
Volitrefier Foderation > Datenanbieter: Foderation > Datenanbieter:
Teiltreffer Alle-Streng-Semantik Alle-Weich-Semantik
Fehlendes Objekt
|:| Echter Ausschluss Anbieter 1 Anbieter 1
Irrtiimliche Treffer: 0| X|Y |XY O XY |XY
sofort erkennbar Nl ORI Nl O VIV [EM[IEM
IE mit MRep-Relationen- % X VIIZ|I-Z % X vV |IFM|I-M
objekten erkennbar .g Y -g Y
I-Z | mit zusatzlichen <[ XY <[ xy
Reprasentationen
erkennbar (d) (e)

Abbildung 29: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
Anfrage mit Alle-Weich-Semantik in der Féderation

In Abbildung 29 werden an die Foderation gerichtete A,W-Anfragen untersucht.
Ahnlich zu den E,W-Anfragen kann die Foderation auch hier keine Anfragen mit
Streng-Semantik an die Datenanbieter schicken, da sonst die Ergebnismenge
unvollstindig ist. A,W-Anfragen sind gegeniiber E,W-Anfragen vorzuziehen, da sie
zu weniger irrtiimlichen Treffern fithren ohne andere Nachteile mit sich zu bringen.
Zur Beantwortung von A,W-Anfragen schickt die Foderation somit am besten auch
A,W-Anfragen an die Datenanbieter.

Zusammengefasst ldsst sich sagen, dass die Foderation bei einer eingehenden m,n-
Anfrage am besten m,W-Anfragen an die Datenanbieter schickt. Es wird also die
Weich-Semantik bevorzugt und die Existiert- bzw. Alle-Semantik jeweils beibehal-
ten.

4.4.2.3 Verarbeitung einer Konjunktion von Pridikaten bei Mehrfachreprisentationen

In diesem Kapitel wird untersucht, welche Fille eintreten konnen, wenn die Fodera-
tionskomponente Anfragen verarbeiten soll, die aus mehreren konjunktiv ver-
kniipften Prddikaten bestehen. Hierbei wird auf den Ergebnissen des vorigen
Kapitels aufgebaut, und die dort eingefiihrte Darstellungsweise verwendet. Anfra-
gen mit disjunktiv verkniipften Pradikaten miissen nicht betrachtet werden, da
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jeder Term der Disjunktion wie eine eigenstdndige Anfrage behandelt werden kann.
Nach der Transformation in die disjunktive Normalform konnen somit beliebig
komplex verkniipfte Anfragen verarbeitet werden. O. B. d. A. sei angenommen,
dass die Anfrage aus zwei konjunktiv verkniipften Pradikaten bestehe, die sich auf
die Attribute A und B beziehen. Fiir Attribut A sei der Vergleichswert U, alle weite-
ren moglichen Werte dieses Attributs werden durch den Wert W repréasentiert. Das
Attribut B soll mit dem Wert X verglichen werden. Alle anderen Werte werden mit
Y bezeichnet. Zur Abkiirzung der Darstellung werden in den folgenenden Abbil-
dungen die Werte dieser beiden Attribute durch ein Semikolon getrennt. Die
Bezeichnung ,,0;XY” bezieht sich also auf diejenigen Objekte bzw. Représentatio-
nen, bei denen das Attribut A fehlt, und die im Attribut B sowohl den gesuchten
Wert X als auch einen anderen als den gesuchten Wert speichern (Y). Formal ausge-
driickt werden alle Objekte gesucht, die folgende Eigenschaft haben:

(A=U)A(B=X)

Eine typische Anfrage konnte nach allen Museen fragen, die eine Ausstellung zum
Thema , Naturkunde” zeigen, und die einen Horfiihrer (engl. audioguide) anbieten.
Streng genommen besteht das Beispiel aus drei Pradikaten, da auch die Eingren-
zung des Objekttyps auf Museum ein Vergleichspradikat darstellt, bzw. sogar aus
vier Pradikaten, wenn zusétzlich die Position eine Rolle spielt, beispielsweise wenn
nur Museen in der Ndhe des Benutzers ermittelt werden sollen. Zur Vereinfachung
der Darstellung werden im Folgenden nur zwei Pradikate beriicksichtigt. Wie wir
sehen werden fiihrt die Verteilung der Daten eines Objekts auf verschiedene
Datenanbieter zu zusidtzlichen Schwierigkeiten, wenn Anfragen aus mehr als einem
Pradikat bestehen. Anfragen mit mehr als zwei Pradikaten lassen sich auf die hier
diskutierten Konstellationen bei Anfragen mit zwei Pradikaten zuriickfithren, und
miissen deshalb nicht getrennt betrachtet werden. Die Analyse wird nur fiir Anfra-
gen in E,S-Semantik und A,S-Semantik detailliert durchgefiihrt. Die Analysen fiir
Anfragen in den korrespondierenden Weich-Semantiken laufen in analoger Weise
ab, so dass nur deren Ergebnisse prasentiert werden.
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Anwendung - Fdderation: Existiert-Streng-Semantik

Sollergebnis

Anbieter 1
U; W; |UW; |UW; |UW; |UW;
0;0 [0;X |0;Y [0;XY]U;0 |U;X |U;Y |XY [W;0 |W;X]|W;Y XY |0 X Y XY
0:0 V V V V
0:X vV]iV|[I V]V V]iV]VI]IV
oY V V \/ V
0; XY V]iVI[I V]V V]IV]|]VI]IV
U:0 \/ V V V \Y/ V
U:X v]iv]vl]lv]|]Vv]Vvl]iVv]V]Vv]iv])Vv
C:' Uy V V V V V
(7] .

% UV)\I(; Volltreffer Ll x b x

< " Teiltreffer
W:X] V]iV]|]VI]IV
WY -E Fehlendes Objekt v Vv
W:XY] l:l Echter Ausschluss v v v v
Uw:0 lwieiliche Trelfer V \
UW:X sofort erkennbar Vv V vV
UW-Y mit MRep-Relationenobjekten erkennbar Vv
UW:XY | 1-Z I mit zusatzlichen Reprasentationen erkennbar vV

Abbildung 30: Sollergebnis einer an die Féderation gestellten Anfrage in Existiert-Streng-
Semantik mit zwei konjunktiv verknipften Pradikaten

Abbildung 30 zeigt das erwartete Sollergebnis einer Anfrage, die aus zwei konjunk-
tiv verkniipften Pradikaten besteht, wenn die Existiert-Streng-Semantik gefordert
wird. Es ist leicht zu sehen, dass bei sehr vielen der moglichen Verteilungen der
Informationen des Objekts auf die Datenanbieter das Objekt die Anfrage erfiillt und
in der Ergebnismenge enthalten sein soll. Dem entsprechend schwierig ist es, alle
diese Fille auch abzudecken.
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Anwendung = Foderation: Existiert-Streng-Semantik
Foderation - Datenanbieter: Existiert-Streng-Semantik

Anbieter 1

0;X U; W; |UW; |UW; |JUW; [UW;
0,0 |0;X |0;Y |Y |U;0 JUX JUY [XY |W;0 [W;X|W;Y XY |0 X Y XY
0:0 T T T T
0:X E[T]|E]T FE|T]IEIlT
oY T T T T
o:xXY E|T[FEF]|T FI T FEFI[T
(UK0) T T F E T T
U;X VI TIVI]IT]IT]ITIT]IT]IV]|T]V
N uy T F F T T
§ UV\;(; Volltreffer Y T T 71T ¥ T ¥

< " Teiltreffer
W:X : FEITI|IF]T

Fehlendes Objekt

W:Y T T
WoXY l___l Echter.Ausscthss elTTElT
UW:0 lmtimliche Treffer: " I
UW:X I-S | sofort erkennbar v TV
UW:Y mit MRep-Relationenobjekten erkennbar T
UW:XY l_lﬂ mit zusatzlichen Reprasentationen erkennbar V;

Abbildung 31: Vollstdndigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
E,S-Anfrage mit zwei konjunktiv verknupften Pradikaten in der Féderation, wenn E,S-Anfragen
an die Datenanbieter weitergeleitet werden

In Abbildung 31 werden die Folgen dargestellt, wenn die Foderation auf eine einge-
hende E,S-Anfrage auch E,S-Anfragen an die Datenanbieter weiterleitet. Diese Vor-
gehensweise ist nicht anzuraten, da in sehr vielen Fillen Treffer nicht gefunden
werden und dann in der Ergebnismenge fehlen. Auf der positiven Seite bleibt anzu-
merken, dass der Verarbeitungsaufwand sehr gering ist, denn es werden keine irr-
tiimlichen Treffer an die Foderation geschickt.
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Anwendung - Foderation: Existiert-Streng-Semantik
Fdderation > Datenanbieter: Existiert-Weich-Semantik

Anbieter 1
U; W; |UW; |UW; |UW; |UW;
0;0 |0;X |0;Y |O;XY|U;0 |U;X JU;Y |XY |W;0 [W;X|W;Y XY |0 X Y XY
OO0 I-S|IM[I-STIEM M| V IS VIS IS IS IS M VIS | V
0:X I-M kM| V]IV ]| TV VIV]|T|lV
oY T T T T
0;XY M| VIV ]T]V V]IiV]TI|V
U0 ]| v [z v T T [em| v iz v
U;X VI TIVIT|ITIT|IT]|V]IVI]IT]V
N Uy T F F T T
Q .

Q2 UXY Volltreffer Y T T T ey VTV
2 W:0 . 1T T

E Teiltreffer
W:X , TIE]T

Fehlendes Objekt
W.Y [ ] Echter Ausschl i -
WXY chter Ausschluss NEREE
rtimlict ffer:

UW:0 M| V - \%
UW:X I-S | sofort erkennbar v TV
UW:Y IEI mit MRep-Relationenobjekten erkennbar T
UW:XY - mit zusatzlichen Reprasentationen erkennbar Vv

Abbildung 32: Vollstdndigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
E,S-Anfrage mit zwei konjunktiv verknupften Pradikaten in der Féderation, wenn E,W-Anfragen
an die Datenanbieter weitergeleitet werden

In Abbildung 32 werden die verschiedenen Félle untersucht, die bei der Verarbei-
tung von E,S-Anfragen in der Foderation entstehen, wenn diese E,W-Anfragen an
die Datenanbieter weiterleitet. Gegeniiber Abbildung 31 gibt es wesentlich weniger
Fille, die zu fehlenden Objekten fiihren, jedoch konnten noch nicht alle Fille ausge-
merzt werden. Die Zahl der Fille, die zu Volltreffern fithren, konnte gesteigert wer-
den, jedoch ebenfalls die Zahl der irrtiimlichen Treffer.
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Anwendung - Fdderation: Existiert-Streng-Semantik
Foderation > Datenanbieter: Konjunktion durch Disjunktion ersetzt, E,S-Semantik

Anbieter 1
uw; [uw; [Uw; [uw;
X XY
0.0 T T
0.X v v v
0,Y T T T
0; XY \% V \%
u.0 v Y v v Vv
U; X \% V \% \ \%
N _UY \% v v v v
_‘% U XY Volltreffer V] T|V|[T|[V]V]V]V]V
W0 Teiltreffer T T
<[ wx Fehlendes Objekt I-M M| V| V Vv
WW)'(YY |:| Echter Ausschluss TRV \-I; v ;I'/
UW:0 Irrtiimliche Treffer: -
UW:X I-S | sofort erkennbar v V v
uw;Y @ mit MRep-Relationenobjekten erkennbar TV IRY;
Uw: Xy - mit zusatzlichen Reprasentationen erkennbar vV

Abbildung 33: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
E,S-Anfrage mit zwei konjunktiv verknlpften Pradikaten in der Féderation, wenn E,S-Anfragen
an die Datenanbieter weitergeleitet werden, bei denen die Konjunktion durch eine Disjunktion

ersetzt wird

Nachdem die Existiert-Weich-Semantik die am wenigsten selektive der vorgestell-
ten Semantiken darstellt, und es trotzdem noch zu fehlenden Objekten kommt,
wenn Anfragen mit dieser Semantik an die Datenanbieter geschickt werden, muss
nun nach Lésungsmdoglichkeiten gesucht werden, die tiefgreifendere Anderungen
vornehmen als nur die Anfragesemantik anzupassen. In Abbildung 33 werden die
verschiedenen Fille untersucht, die entstehen, wenn die Foderation eingehende E,S-
Anfragen verarbeitet, indem sie die Konjunktion der konjunktiv verkniipften Pradi-
kate durch eine Disjunktion ersetzt, und diese transformierten Anfragen an die
Datenanbieter weiterleitet. Dabei wird die E,S-Semantik eingesetzt. Diese hat
gegeniiber der E,W-Semantik den Vorteil, dass irrtiimliche Treffer wie ,,0;Y” oder
,W;0” vermieden werden, die gar keinen gesuchten Wert enthalten. Mit den trans-
formierten Anfragen ist es nun moglich alle Objekte, welche die Anfrage erfiillen,
zu finden und an die Anwendung weiterzuleiten. Der Aufwand ist jedoch sehr
hoch, da sehr viele irrtiimliche Treffer an die Foderation geschickt werden in der
Annahme, dass diese moglicherweise die Anfrage erfiillen konnten, nachdem diese
durch Daten anderer zugehoriger Reprdsentationen ergdanzt wurden. Viele dieser
irrtiimlichen Treffer konnen erst erkannt werden, nachdem die zugehorigen zusatz-
lichen Reprédsentationen ausgewertet wurden, welches die aufwiandigste Art der
Erkennung darstellt.

Eine Moglichkeit zur Begrenzung des Aufwands besteht darin, dass die Anwen-
dung der Foderation signalisieren kann, dass sie auch mit fast vollstindigen Ergeb-
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nismengen zufrieden ist. Die Foderation kann damit fiir die Weiterleitung der
Anfragen an die Datenanbieter eine andere der zuvor diskutierten Varianten wah-
len, die weniger aufwéndig ist, aber eben auch zu mehr Liicken fiihrt. Eine solche
Qualitdtsanpassung soll in dieser Arbeit jedoch nicht weiter verfolgt werden.

Die Fille, die bei der Verarbeitung einer an die Foderation gestellten Anfrage in
Existiert-Weich-Semantik auftreten, unterscheiden sich nur geringfiigig von den
zuvor diskutierten Fillen, die bei einer Anfrage in Existiert-Streng-Semantik auftre-
ten. Auf eine detaillierte Untersuchung soll daher hier verzichtet werden. E,W-
Anfragen erfordern ebenfalls, dass die Foderation eine konjunktive Verkniipfung
der Pradikate in eine disjunktive Verkniipfung umwandelt, um eine vollstdndige
Ergebnismenge zu erhalten. Die transformierte Anfrage wird geschickterweise in
E,S-Semantik an die Datenanbieter weitergeleitet, um weniger irrtiimliche Treffer
zu erhalten. Zusadtzlich muss die originale Anfrage in E,W-Semantik weitergeleitet
werden, um den Fall abzudecken, dass beide Datenanbieter in keinem der Ver-
gleichsattribute einen Wert vorliegen haben (,,0;0” Fall).

Anwendung - Fdderation: Alle-Streng-Semantik
Sollergebnis

Anbieter 1
U; wW;  [UW; [UW; [UW; [UW;
0;0 [0;X |0;Y [0;XY|U;0 |U;X [U;Y |XY [W;0 |[W;X [W;Y |XY [O X Y XY
0;0 Vv
0;X V[V
0Y
0; XY
U;0 Vv
U; X V
N Uy
_% U XY Volltreffer
:é; W0 Teiltreffer
WEX Fehlendes Objekt
WV\;J \:| Echter Ausschluss
UW:0 Irrtéimliche Treffer:
UW: X sofort erkennbar
UW:Y @ mit MRep-Relationenobjekten erkennbar
UW: XY I-Z| mit zuséatzlichen Reprasentationen erkennbar

Abbildung 34: Sollergebnis einer an die Féderation gestellten Anfrage in Alle-Streng-Semantik
mit zwei konjunktiv verknupften Pradikaten

Abbildung 34 zeigt das erwartete Sollergebnis einer Anfrage, die aus zwei konjunk-
tiv verkniipften Pradikaten besteht, wenn die Alle-Streng-Semantik gefordert wird.
Diese Semantik ist sehr selektiv. Dementsprechend fiihren nur wenige der mogli-
chen Verteilungen der Informationen eines Objekts auf die Datenanbieter dazu,
dass das Objekt die Anfrage erfiillt. Sobald ein Objekt in einem Vergleichsattribut
andere als die gesuchten Werte speichert, erfiillt es in dieser Anfragesemantik die
Anfrage nicht mehr und wird von der Ergebnismenge ausgeschlossen.
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Anwendung - Fdderation: Alle-Streng-Semantik
Foderation - Datenanbieter: Alle-Streng-Semantik

Anbieter 1
0;X u; wW;  [UW; [UW; [UW; [UW;
0,0 |0;X [O;Y |Y U;0 [U;X [UY [XY |W;0 |[W;X WY [XY |0 X Y XY
0:;0 T
0:X F | T
oY
0;XY
U;0 T
U; X V
N Uy
_‘% Ui XY Volltreffer
g VV\\//)(z Teiltreffer
W:Y Fehlendes Objekt
: Echter Ausschluss
\l,Jv\’/\)/( ; Irrtiimliche Treffer:
UW"X sofort erkennbar
UW;Y @ mit MRep-Relationenobjekten erkennbar
UW:XY - mit zuséatzlichen Reprasentationen erkennbar

Abbildung 35: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
A,S-Anfrage mit zwei konjunktiv verknipften Pradikaten in der Féderation, wenn A,S-Anfragen
an die Datenanbieter weitergeleitet werden

In Abbildung 35 werden die Folgen dargestellt, wenn die Foderation auf eine einge-
hende A,S-Anfrage auch A,S-Anfragen an die Datenanbieter weiterleitet. Diese Vor-
gehensweise ist nur bedingt anzuraten, da zwar sehr wenige irrtiimliche Treffer
auftreten, aber die Ergebnismenge auch unvollstindig ist. Gerade der interessante
Fall, wenn die von den Prdadikaten der Anfrage {iberpriiften Informationen bei ver-
schiedenen Datenanbietern gespeichert werden, wird nicht abgedeckt.

In Abbildung 36 werden die verschiedenen Falle untersucht, die bei der Verarbei-
tung von A,S-Anfragen in der Foderation entstehen, wenn diese A,W-Anfragen an
die Datenanbieter weiterleitet. Bei dieser Vorgehensweise gibt es keine fehlenden
Objekte mehr. Da es auch keine Teiltreffer gibt sondern nur Volltreffer konnen alle
irrtimlichen Treffer schon nach der Auswertung der MRep-Relationenobjekte
erkannt werden. Somit werden A,S-Anfragen am besten von der Foderation verar-
beitet, wenn diese A,W-Anfragen an die Datenanbieter schickt. Im Gegensatz zur
Verarbeitung von Anfragen in Existiert-Semantik ist es hier nicht notwendig, die
konjunktive Verkntiipfung der Pradikate in eine Disjunktion zu transformieren. Dies
wiirde nur zusatzliche irrtiimliche Treffer mit sich bringen ohne weitere Vorteile zu
bieten.

Die Fille, die bei der Verarbeitung einer an die Foderation gestellten Anfrage in
Alle-Weich-Semantik auftreten, unterscheiden sich nur geringfiigig von den zuvor
diskutierten Fillen, die bei einer Anfrage in Alle-Streng-Semantik auftreten. Auf
eine detaillierte Untersuchung soll daher hier ebenfalls verzichtet werden. A,W-
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Anwendung - Fdderation: Alle-Streng-Semantik
Foderation - Datenanbieter: Alle-Weich-Semantik

Anbieter 1
0;X u; W;  [UW; [UW; [UW; |[UW;
0;0 |0;X |O;Y |Y U;0 |U;X |[U;Y XY [W;0 |[W;X WY [XY [0 X Y XY
OO I-M[I-M [ kM [ I-M [ I-M [ V [IIM[I-M [ I-M [ I-M [ I-M [ I-M [ I-M | I-M [ I-M [ I-M
0;X I-M[{I-M[{I-M| V [ V [I-M[I-M[I-M]I-M[I-M [ I-M ] I-M ] I-M | I-M | I-M
0y I-M | I-M
0;XY I-M | I-M
U;0 I-M| V [I-M[I-M[I-M[I-M[I-M [I-M [I-M [ I-M [ I-M [ I-M
U; X V II-M]I-MI-M MM MMM | -M | -M
N Uy
_‘3 U:XY Volltreffer
?{ W;0 Teiltreffer
xé Fehlendes Objekt
o [ ] Echter Ausschluss
\l,JV\,/\)/(,; Irrtiimliche Treffer:
UW-X I-S | sofort erkennbar
UW;Y @ mit MRep-Relationenobjekten erkennbar
UW:XY I-Z | mit zusatzlichen Reprasentationen erkennbar

Abbildung 36: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
A,S-Anfrage mit zwei konjunktiv verknipften Pradikaten in der Féderation, wenn A,W-Anfragen
an die Datenanbieter weitergeleitet werden

Anfragen werden am besten verarbeitet, wenn die Foderation auch A,W-Anfragen
an die Datenanbieter weiterleitet.

4.4.2.4 Vereinfachungen bei Widerspruchsfreiheit

Im vorigen Kapitel wurde gezeigt, dass es sehr aufwandig ist, Anfragen in Existiert-
Semantik, die aus mehreren Pradikaten bestehen, zu verarbeiten, wenn eine voll-
stindige Ergebnismenge gefordert ist. Schwierigkeiten bereiten vor allem die Fille,
in denen ein Anbieter in einem Attribut nur andere als die gesuchten Werte spei-
chert, und somit seine lokale Reprédsentation als die Anfrage nicht erfiillend ein-
stuft, obwohl nach der Verschmelzung aller zusammengehoriger Reprdsentationen
das Objekt doch die Anfrage erfiillt. Das Objekt enthdlt also in einem Vergleich-
sattribut sowohl den gesuchten Wert als auch einen anderen als den gesuchten
Wert.

In diesem Kapitel soll nun die Annahme getroffen werden, dass die bei verschiede-
nen Anbietern gespeicherten Reprédsentationen eines Objekts widerspruchsfrei
seien. Dies bedeutet, dass alle Reprdsentationen, wenn sie einen Wert fiir ein Attri-
but speichern, entweder alle den gesuchten Wert speichern oder alle einen anderen
als den gesuchten Wert speichern. Die Zahl der Fille reduziert sich dadurch erheb-
lich, wie auch in Abbildung 37 zu sehen ist. Félle, die nicht auftreten konnen, weil
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Anwendung > Foderation: Existiert-Streng-Semantik

Sollergebnis

Anbieter 1
0; 10; |0; |U; |U; |U; |W;
0 |IX |Y [0 X |Y |O

=
<=

0;0
0;X
oY
U;0
U; X
Uy
W;0
W; X
W;Y

Anbieter 2

(@)

Volltreffer
Teiltreffer
Fehlendes Objekt
Echter Ausschluss

Fall kann unter der Annahme
der Widerspruchsfreiheit
nicht eintreten

Irrttimliche Treffer:

sofort erkennbar

mit MRep-Relationen-
objekten erkennbar

g Ele

mit zusatzlichen
Reprasentationen erkennbar

Foderation - Datenanbieter:
Existiert-Streng-Semantik

Anbieter 1
0; [0; [0; U; [U; JU; [W; [W; |W;
o |X |y o [xX [y [o [xX [|Y
0:0 T
0;X F| T
0Y H
N .
E u;0 T
Q] U)X V
2oy
< 1
W;0
W; X
WY
(b)
Foderation - Datenanbieter:
Existiert-Weich-Semantik
Anbieter 1
0; [0; U; [U; JU; [W; |W; [W;
0;0/X [Y |0 [X |Y [0 X [|Y
0:0]I-S |I-M]I-S |I-M] V |I-S|I-S|I-S|I-S
0; X I-M VIV ERI-ZI|I-Z
0;Y -2
N
= u:0 I-M| V [I-Z
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=
Z uY
W0
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Abbildung 37: Vollstandigkeit der Ergebnismenge und Aufwand bei der Verarbeitung einer
Anfrage, die aus zwei konjunktiv verknlUpften Pradikaten besteht, mit Existiert-Streng-Semantik
in der Fbéderation, wenn angenommen wird, dass sich die Reprasentationen der Anbieter nicht

widersprechen

dort das verschmolzene Objekt mehrere verschiedene Werte fiir ein Attribut enthal-
ten wiirde, sind mit einer weifien Raute auf schwarzem Grund gekennzeichnet.

Unter der Annahme der Widerspruchsfreiheit gibt es keinen Unterschied zwischen
der Existiert-Semantik und der Alle-Semantik, da alle Reprdasentationen, wenn sie
einen Wert fiir ein Attribut speichern, auch den selben Wert speichern. Dies wird
unterstiitzt von der Beobachtung, dass sowohl das Sollergebnis einer solchen
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Anfrage (Abbildung 37 (a)) als auch das Resultat bei der Weiterleitung von E,S-
Anfragen (Abbildung 37 (b)) bzw. von E,W-Anfragen (Abbildung 37 (c)) starke
Ahnlichkeiten aufweisen zu den im vorangegangenen Kapitel diskutierten Féllen
bei der Verarbeitung von A,S-Anfragen (siehe Abbildungen 34 bis 36). Somit kon-
nen E,S-Anfragen unter der Annahme der Widerspruchsfreiheit in der gleichen
Weise verarbeitet werden wie A,S-Anfragen ohne diese Annahme. Die Verarbei-
tung von E,W-Anfragen vereinfacht sich unter der Annahme der Widerspruchsfrei-
heit in dhnlicher Weise. Auf eine detaillierte Beschreibung wird deshalb hier
verzichtet.

4.4.3 Praktischer Algorithmus zur Verarbeitung von Anfragen in der Féderation

Ausgehend von den Analysen der vorigen Kapitel soll in diesem Kapitel die prakti-
sche Umsetzung der theoretischen Erkenntnisse vorgestellt werden. Gleichzeitig
stellt dies eine Zusammenfassung der vorigen Kapitel dar. Die Foderation fiihrt bei
der Verarbeitung von Anfragen den in Abbildung 38 dargestellten Algorithmus
aus. Zur Wiederholung sei hier erwdhnt, dass in diesem Kapitel nur der Selektions-
teil einer Anfrage betrachtet wird und die restlichen Teile wie Projektion oder Sche-
maauswahl hier ausgeblendet werden. Dementsprechend bezieht sich der Begriff
Anfrage in diesem Kapitel auf den Selektionsteil einer Anfrage. Der Begriff Anfra-
geverarbeitung meint verkiirzend die Verarbeitung des Selektionsteils einer
Anfrage.

Der von der Foderation ausgefiihrte Algorithmus zur Verarbeitung von Anfragen
gliedert sich in mehrere Schritte, die im Folgenden nédher erldutert werden:

* Negationen zu den Blidttern verlagern: Mit Hilfe der De Morganschen Gesetze
konnen Negationen in den Verkniipfungen der Prddikate einer Anfrage bis
direkt zu den Préddikaten (den Blattern des Verkniipfungsbaums) verlagert
werden. Dies dient dazu, die in Kapitel 4.1.2 in Satz 4.13 beschriebene Inversion
der Anfragesemantik bei einem negierten Objektpradikat zu vermeiden.

¢ DNF bilden: Die disjunktive Normalform (DNF) des Verkniipfungsbaums kann
durch anwenden der Distributiv- und Assoziativgesetze gebildet werden. Dies
vereinfacht sowohl die weitere Verarbeitung der Anfrage als auch die Erkldarung
davon. Beim Abgleich vorhandener Cache-Inhalte mit einer gegebenen Anfrage
muss diese in DNF vorliegen, siehe Kapitel 5.5.

* Anfragesemantik anpassen: Je nach der Semantik der an die Foderation
gestellten Anfrage und der Anzahl der Prddikate miissen die an die
Datenanbieter geschickten Anfragen teilweise eine abweichende Semantik
verwenden, siehe Abbildung 39. Bei Anfragen in Existiert-Streng-Semantik (E,S-
Semantik) mit zwei oder mehr Pradikaten muss eine transformierte Anfrage
erstellt werden, bei der alle einzelnen Pradikate (unabhdngig von deren
Verkniipfung in der gegebenen Anfrage) disjunktiv verkniipft sind. Die
transformierte Anfrage wird in E,S-Semantik an die Datenanbieter geschickt. Bei
Anfragen in Existiert-Weich-Semantik (E,W-Semantik) mit zwei oder mehr
Pradikaten muss dieselbe transformierte Anfrage erstellt werden und in E,S-
Semantik an die Datenanbieter geschickt werden. Zusdtzlich muss auch die
gegebene Anfrage in E,W-Semantik an die Datenanbieter geschickt werden.
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Anfrage

. |

Negationen zu den Blattern verlagern

Anfrage umformen
A 4

DNF bilden

_— v

Anfrage umschreiben Anfragesemantik anpassen

Schritt 1

— Ergebnismenge konstruieren

Ergebnismenge (R;)

Schritt 2 und Schritt 3

Abbildung 38: Algorithmus zur Verarbeitung von Anfragen in der Féderation. Die Schritte 1 bis 3
beziehen sich auf den in Kapitel 4.4.2.2 beschriebenen geschéatzten Aufwand.

Semantik der an die

Foderation gestellten E,S EW A,S AW
Anfrage Q

Anzahl der Préadikate 1 2+ 1 2+ 1 2+ | 1 2+
Semantik der an die Q . Qtransformiert:

Datenanbieter E,w | “transformiert e w g g AW AW |AW AW
weitergeleiteten Anfragen ES +Q: E,W

Abbildung 39: Bestimmung der Semantik der Anfragen, die an die relevanten Datenanbieter
weitergeleitet werden, in Abhangigkeit von der Semantik der gegebenen Anfrage.

Dieser Schritt folgt aus den in den Kapiteln 4.4.2.2 und 4.4.2.3 durchgefiihrten
Analysen.

* Relevante Datenanbieter ermitteln: Um die fiir eine gegebene Anfrage
relevanten Datenanbieter zu ermitteln wird eine spezielle Anfrage an das
raumliche Verzeichnis gestellt, bei dem sich alle Datenanbieter registrieren
miissen. Als Ergebnis wird eine Liste der relevanten Datenanbieter
zuriickgeliefert. Die Relevanz eines Anbieters wird derzeit mittels der
Objekttypen der gespeicherten Objekte und des geographischen Gebiets, in dem
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sich die Objekte befinden konnen (Dienstgebiet), ermittelt. Prddikate auf
anderen Attributen werden bei der Bestimmung der relevanten Datenanbieter
derzeit nicht beriicksichtigt. Diese Vorgehensweise ist angepasst an die
Eigenschaften der Anwendungsdomédne der kontextbezogenen Anwendungen,
in welcher am héaufigsten nach dem Objekttyp und nach der geographischen
Position selektiert wird.

* Reprasentationen holen und Ergebnismenge konstruieren: Die letzten beiden
Schritte gehdren zusammen und stellen diejenigen Operationen dar, die
tatsdchlich mit Nutzdaten umgehen. Zundchst werden die angepassten
Anfragen an die relevanten Datenanbieter geschickt und deren Ergebnismengen
(R; ... R, mit den auf die Anfrage passenden Reprédsentationen geholt.

Ausgehend von diesen initialen Ergebnismengen wird in dem in Abbildung 25
skizzierten dreischrittigen Prozess die finale Ergebnismenge konstruiert. Der
zugehorige Algorithmus ist in Abbildung 40 dargestellt. Die drei Schritte
entsprechen den in Kapitel 4.4.2.2 beschriebenen Schritten zur Abschdatzung des
Aufwands der dort erdrterten Fallunterscheidung je nach Verteilung der Daten
eines Objekts auf Datenanbieter. In jedem Schritt werden =zusitzliche
Informationen hinzugeholt, so dass jeder Schritt eine Kommunikation mit
anderen Systemen erfordert, was jeweils mit zusatzlichen Latenzzeiten
verbunden ist. Je nach Verteilung der Daten auf die Datenanbieter kann die
Verarbeitung auch schon nach ein oder zwei Schritten abgeschlossen sein.

In Abbildung 40 ist der Ablauf des Algorithmus zur Konstruktion der Ergebnis-
menge dargestellt. Der Algorithmus hat als Eingabe die initialen Ergebnismengen
R; bis R, der relevanten Datenanbieter. Die Ausgabe des Algorithmus ist die finale
Ergebnismenge Ry, in der die Reprédsentationen so weit wie moglich zu Objekten
verschmolzen wurden und fehlende Informationen vervollstindigt worden sind.
Nicht alle Reprdsentationen aus den initialen Ergebnismengen landen jedoch in der
finalen Ergebnismenge. Diese landen entweder in der Menge Ry der zwischengela-
gerten Reprdsentationen, die dort auf zugehorige Repradsentationen warten, mit
denen zusammen sie die Anfrage erfiillen konnen, oder sie landen in der Menge Ry
der Nicht-Treffer, die alle Reprdsentationen enthilt, die auf gar keinen Fall die
Anfrage erfiillen konnen. Des Weiteren gibt es die Menge Ry der unvollstindigen
Reprdsentationen und die Menge Ry der vollstandigen Reprédsentationen. Wahrend
Ry Représentationen enthdlt, zu denen es zugehorige Repradsentationen gibt, die
noch nicht in der Foderation vorliegen, enthdlt Ry Reprdsentationen, zu denen alle
zugehorigen Reprasentationen vorliegen und welche zu einem sogenannten Objekt
verschmolzen worden sind. Die Menge Rg enthilt (noch unvollstindige) Reprasen-
tationen, die auf jeden Fall im Endergebnis enthalten sein werden. Die Menge Ry
enthdlt Reprdsentationen, die moglicherweise im Endergebnis enthalten sein wer-
den, je nachdem welche Daten in den zugehorigen Reprasentationen gespeichert
sind. Alle Mengen sind lokal und stellen den Datenfluss zwischen zwei Blocken im
Ablaufdiagramm dar. Lediglich die Mengen Rt und Ry; sind global.
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Schritt 1

Schritt 2
I

Schritt 3

R; ... Représentationen Ry ... R, Ry ... Nicht-Treffer

von Datenanbieter / Rr ... Trefferobjekte in
R, ... Vereinigungv. R, ... R, der Ergebnismenge
Ry ... Unvollstdndige Représ. Ra Rs ... Sichere Treffer
Ry ... Vollstandige Représ. ¥ Ry ... Mégliche Treffer

(= Objekt) V-Check 1 R, ... Gelagerte Représ.

/ \A

Final-Check Aufteilung 1

/1
RV

Ry

V-Check 2

Ry

/

Final-Check

-

V-Check 2

Ry

~

Aufteilung 2

/I\RL\

Final-Check

5l

Abbildung 40: Algorithmus zur Konstruktion der Ergebnismenge bei der Verarbeitung von Anfra-
gen in der Foéderation. Die Schritte 1 bis 3 beziehen sich auf die Aufwandsschétzungen in
Kapitel 4.4.2.2.

Auch normale Objekte, die aus nur einer Reprdsentation bestehen, miissen diesen
Algorithmus durchlaufen, da zu Beginn des Algorithmus die Reprédsentation eines
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normalen Objekts nicht von einer Mehrfachreprdsentation unterschieden werden
kann. Dies kann erst festgestellt werden, wenn es zu einer Reprédsentation keine
MRep-Relationenobjekte gibt.

Im Folgenden werden die Verarbeitungsblocke des in Abbildung 40 dargestellten
Ablaufdiagramms naher erldutert:

ZuV 1 (Zuordnen und Verschmelzen 1)
Eingabe: R; ... Ry — initiale Ergebnismengen der Datenanbieter

Ausgabe: R, — Vereinigung der initialen Ergebnismengen

Dieser Block ist optional. Es werden zusammengehorige Reprédsentationen
verschmolzen, soweit dies mit den vorhandenen Informationen méglich ist. Zur
Zuordnung der Reprdsentationen konnen entweder identische Objekt-IDs oder
domidnenspezifische Verfahren eingesetzt werden, siehe Kapitel 4.4.1.1. Zur
Verschmelzung konnen beide der in Kapitel 4.4.1.2 vorgestellten Ansitze
eingesetzt werden. Wenn dieser Block ausgelassen wird, so werden im
nachfolgenden Block V-Check 1 alle Reprdsentationen als unvollstindig
eingestuft.

V-Check 1 (Vollstandigkeits-Check 1)
Eingabe: Rg - Menge von Reprédsentationen

Ausgabe: Ry —Menge der unvollstindigen Reprédsentationen
Ry — Menge der vollstandigen Reprédsentationen (Objekte)

In diesem Block wird fiir jede Reprédsentation der Eingabemenge tiiberpriift, ob
alle zugehorigen Reprédsentationen auch in der Eingabemenge vorhanden sind
bzw. in dieser Reprdsentation durch eine vorangegangene Verschmelzung
enthalten sind. Konkret wird hier gepriift ob jeder der befragten Datenanbieter,
der potentiell die Reprédsentation speichern konnte, eine zugehorige
Reprdsentation geliefert hat. Wenn dies der Fall ist, ist die Reprédsentation
vollstindig, sonst ist sie unvollstindig. Ein Datenanbieter kann eine
Repriasentation potentiell speichern, wenn diese in dessen Dienstgebiet liegt und
deren Typ zu den Objekttypen gehort, die der Datenanbieter speichert. Fiir viele
Reprdsentationen und insbesondere fiir viele einzelne Repradsentationen
bedeutet dies, dass sie als unvollstindig eingestuft werden.

Final-Check
Eingabe: Rg - Menge von Reprédsentationen

Ausgabe: Ry - Menge der Treffer
Ry — Menge der Nicht-Treffer

Dieser Block fiihrt fiir jedes Objekt in der Eingabemenge eine abschlieflende
Uberpriifung mit der gegebenen Anfrage durch. Erfiillt das Objekt die Anfrage
landet es in der finalen Ergebnismenge, ansonsten landet es im Ausschusstopf.
Alle eingehenden Objekte miissen vollstindig sein, d.h. alle zugehorigen
Reprasentationen miissen hier schon verschmolzen worden sein.
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e Aufteilung1
Eingabe: R - Menge von Reprdsentationen

Ausgabe: Rg - Menge der noch unvollstindigen aber sicheren Treffer

Ryt — Menge der moglichen Treffer

R;, - Menge der vorerst nicht weiter aktiv verfolgten
Reprasentationen

Dieser Block tiberpriift fiir jede Reprdsentation der Eingabemenge ob sie die
gegebene Anfrage Q erfiillt. Wenn eine Reprdsentation ein zu vergleichendes
Attribut nicht enthdlt, so wird dem Ergebnis des entsprechenden
Objektprddikats der besondere Wert null zugeordnet, wie dies auch schon in
[Codd86] vorgeschlagen wird. Die Verkniipfung mehrerer Objektpradikate
erfolgt entsprechend der in Abbildung 41 dargestellten dreiwertigen Logik. Fiir
jede Reprdsentation kann so bestimmt werden, ob sie die gegebene Anfrage
erfiillt oder nicht. Abhdngig von der Semantik der gegebenen Anfrage und der
Anzahl der darin enthaltenen Prddikate kann in Abbildung42 die
Ausgabemenge Rg, Ry oder Ry fiir die Reprédsentation abgelesen werden. Die

Tabelle folgt aus den in den Kapiteln4.4.2.2 und 4.4.2.3 gesammelten
Erkenntnissen.

A wahr | null |falsch \ wahr | null |falsch —
wahrjwahr |null falsch wahrlwahr |wahr |wahr wabhr|falsch

nulljnull null falsch nulljwahr |[null null nulljnull
falschifalsch [falsch |falsch falschjwahr [null falsch falschjwahr

Abbildung 41: Boolesche Verknipfungen in dreiwertiger Logik [Codd86].

Semantik E,S EW A,S AW Menge der

Anzahl der Préadikate 1T {2+ 1 [2+] 1 [2+] 1 ]2+ Rs ... Sicheren Treffer
Ergebnis der [null  |R, [Rw [Rm |Bm |R. |Ru [Bum [Rwm Ry .- Moglichen Treffer
Auswertung |wahr |Rs [Rs [Rs |Rs |Ruw |Bw |Rm [Rm R, ... Zwischengelagerten
von Q falsch |R. |Ry |R. [Rw |R. |R. [RL |RL Représentationen

Abbildung 42: Bestimmung der Zielmenge im Schritt ,,Aufteilung 1%

* MRep-RO holen (MRep-Relationenobjekte holen)
Eingabe: Rg - Menge von Reprasentationen

Ausgabe: R, - Menge von Reprdsentationen mit zugehorigen MRep-

Relationen-
objekten

In diesem Block werden zu allen Reprdsentationen in der Eingabemenge die
zugehorigen MRep-Relationenobjekte geholt. Diese konnen entweder bei einem
Datenanbieter gespeichert sein, der auch die Reprasentation speichert, oder bei
einem unabhédngigen Drittanbieter. Der Speicherort des MRep-Relationenobjekts
kann entweder direkt tiiber sogenannte Riickwdrtsverweise, die in der
Reprdsentation enthalten sind, oder mittels einer weiteren foderierten Anfrage
nach diesen Relationenobjekten ermittelt werden. Die foderierte Anfrage ist
zwingend fiir Reprédsentationen, die keine Riickwéartsverweise enthalten. Hierbei
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kann ausgenutzt werden, dass auch Relationenobjekte {iber eine
Positionsangabe verfiigen [ADD+05].

ZuV 2 (Zuordnen und Verschmelzen 2)
Eingabe: Rg - Menge von Reprdsentationen

Ausgabe: R, —Menge von verschmolzenen Reprédsentationen

In diesem Block werden zusammengehorige Reprédsentationen verschmolzen.
Die Zuordnung erfolgt hierbei mittels der zuvor geholten MRep-
Relationenobjekte, siehe Kapitel 4.4.1.1. Zur Verschmelzung kénnen beide der in
Kapitel 4.4.1.2 vorgestellten Ansdtze eingesetzt werden.

V-Check 2 (Vollstindigkeits-Check 2)
Eingabe: Rg - Menge von Reprdsentationen
Ausgabe: Ry — Menge der unvollstindigen Reprédsentationen
Ry — Menge der vollstindigen Reprasentationen (Objekte)

In diesem Block wird fiir jede Reprédsentation der Eingabemenge {iberpriift, ob
sie schon mit allen Reprdsentationen, auf die in den zugehorigen MRep-
Relationenobjekten verwiesen wird, verschmolzen worden ist. Wenn dies der
Fall ist, ist die Reprdsentation vollstdndig, also ein Objekt, und landet in der
Menge Ry. Andernfalls landet sie in der Menge Ryj. Falls zu einer Reprdsentation
kein zugehoriges MRep-Relationenobjekt gefunden werden konnte, dann ist
dies ein normales Objekt, das alleine schon vollstindig ist, und landet in der
Menge Ry,.

Aufteilung 2
Eingabe: R - Menge von Reprdsentationen

Ausgabe: Rg - Menge der noch unvollstindigen aber sicheren Treffer

Ry — Menge der moglichen Treffer

Ry, - Menge der vorerst nicht weiter aktiv verfolgten
Reprasentationen

Dieser Block sortiert jede Reprdsentation aus der Eingabemenge in eine der drei
Ausgabemengen Rg, Ry oder R; ein. Jede Reprédsentation durchlduft dabei zwei

Priifungen: die Vorpriiffung (Abbildung43) und die Hauptpriifung
(Abbildung 44). Die Vorpriifung wird nur durchgefiihrt, wenn die gegebene
Anfrage eine der Existiert-Semantiken nutzt und mindestens zwei Pradikate
enthdlt. Ansonsten wird gleich die Hauptpriifung durchgefiihrt. Die Tabellen
folgen aus den in den Kapiteln 4.4.2.2 und 4.4.2.3 gesammelten Erkenntnissen.

Semantik E,S EW
Anzahl der Prédikate 2+ 2+
Ergebnis der null weiter zur Hauptprifung
Ergebnis der|null |Auswertung von |wahr |R_ Ry
Auswertung Qtransformiert falsch R,
von Q wahr Rs Rs
falsch weiter zur Hauptprifung |weiter zur Hauptprifung

Abbildung 43: Vorprifung zur Bestimmung der Zielmenge im Schritt ,,Aufteilung 2“.
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Bei der Vorpriifung wird nochmals gepriift, ob eine (inzwischen mit anderen
Reprédsentationen verschmolzene) Reprdsentation die gegebene Anfrage Q
erfiillt. Bei Anfragen in Existiert-Streng-Semantik muss unter Umstdnden
zusitzlich liberpriift werden, ob die Reprédsentation die transformierte Anfrage
Qtransformiert €rflillt. Je nach Ergebnis der Priifung kann entweder direkt schon

die Ausgabemenge bestimmt werden, oder die Reprdsentation wird zur
Hauptpriifung weitergeleitet, siehe Abbildung 43.

Semantik E,S EW A,S AW
Anzahl der Préadikate 1 2+ | 1 {2+ 1 {2+ 1 |2+
Alle fehlenden Repréasentationen kommt

liegen bei Datenanbietern, die schon|nicht |R. [R. [R. |R. |R. [RL |RL
gefragt wurden vor

Es gibt fehlende Représentationen, |kommt
die bei Datenanbietern liegen, die  |nicht [Ry [Rw |Bw [Rm [Rum |BRm |Rwm
noch nicht gefragt wurden vor

Abbildung 44: Hauptprifung zur Bestimmung der Zielmenge im Schritt ,Aufteilung 2“.

Der Hauptpriiffung miissen sich alle unvollstindigen Repradsentationen
unterziehen, bei denen die Moglichkeit besteht, dass diese durch zusitzliche
zugehorige Reprédsentationen, die andere als die gesuchten Werte enthalten,
noch disqualifiziert werden konnen. Zum einen ist dies der Fall, wenn eine
Reprdsentation in einem Vergleichsattribut noch keinen Wert hat (NULL Wert).
Zum anderen ist dies bei beiden Alle-Semantiken moglich. Fiir jede
Reprdasentation in der Eingabemenge wird deshalb geschaut, wo sich die
fehlenden Reprdsentationen befinden, auf welche die zugehorigen MRep-
Relationenobjekte verweisen, siehe Abbildung 44. Wenn die noch fehlenden
Reprédsentationen alle bei Datenanbietern liegen, die schon gefragt wurden, so
kann daraus geschlossen werden, dass diese Reprdasentationen nur abtragliche
Informationen enthalten konnen, da sonst die jeweilige Reprédsentation schon in
der initialen Antwort des Datenanbieters enthalten gewesen wére. Folglich kann
die Reprédsentation disqualifiziert werden. Wenn es fehlende Reprasentationen
gibt, die bei Datenanbietern liegen, die noch nicht gefragt wurden, so kann keine
Annahme iiber deren Informationen getroffen werden. Zur abschlieSenden
Bewertung der Reprdsentation miissen die Daten der fehlenden
Reprédsentationen auf jeden Fall geholt werden und zu einem Objekt
verschmolzen werden.

¢ Fehlende Reprasentationen holen
Eingabe: Rg - Menge von Reprasentationen

Ausgabe: Rp — Menge von Reprdsentationen (Rg + geholte Reprédsentationen)

In diesem Block werden fiir jede Reprdsentation der Eingabemenge diejenigen
Reprédsentation von den jeweiligen Datenanbietern geholt, auf die in den
zugehorigen MRep-Relationenobjekten verwiesen wird, und die noch nicht in
der Foderation vorliegen (in der Eingabemenge dieses Blocks oder in der Menge
der =zwischengelagerten Reprédsentationen Rp). Der Speicherort einer

Reprasentation kann direkt aus dem Verweis abgeleitet werden.
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e ZuV 3 (Zuordnen und Verschmelzen 3)
Eingabe: R - Menge von Reprdsentationen

Ausgabe: Rp —Menge von verschmolzenen Reprédsentationen

Siehe ZuV 2.

Der vorstehend beschriebene Algorithmus liefert fiir alle Anfragesemantiken eine
vollstindige Ergebnismenge, wenn die Zuordnungen zwischen Mehrfachreprédsen-
tationen in MRep-Relationenobjekten gespeichert sind. Fehlen diese MRep-Relatio-
nenobjekte, so konnen nur diejenigen Reprédsentationen zusammengefiihrt werden,
die in den initialen Ergebnismengen der Datenanbieter enthalten sind. In den
Kapiteln 4.4.2.2 und 4.4.2.3 sind dies die Félle, die zu einem Volltreffer fithren. Die
Ergebnismenge kann dann unvollstindige Objekte, Mehrfachreprasentationen bzw.
Duplikate und irrtiimliche Treffer enthalten.

Ein normales Objekt, das aus nur einer einzigen Reprasentation besteht, durchlauft
den Algorithmus wie folgt. Im Schritt ,ZuV 1” werden keine weiteren zugehodrigen
Reprdsentationen gefunden. Somit wird das Objekt im ,,V-Check 1” in die Menge
Ry der unvollstindigen Reprédsentationen eingruppiert, da an dieser Stelle in der
Regel noch nicht ausgeschlossen werden kann, dass es bei anderen Datenanbietern
noch zugehorige Reprdsentationen gibt. Falls das Objekt im Schritt ,, Aufteilung 1”
in die Menge Rg der sicheren Treffer eingruppiert wird, dann wird anschliefsend
versucht, zugehorige MRep-Relationenobjekte zu finden. Da es bei einem normalen
Objekt keine gibt, kann das Objekt nach dem Schritt ,V-Check 2” in die Ergebnis-
menge iiberfiithrt werden. Der Ablauf ist dhnlich, wenn das Objekt im Schritt , Auf-
teilung 1” in die Menge Ry der moglichen Treffer eingruppiert wird. Nur folgt hier
nach dem , V-Check 2“ der ,Final-Check”, welcher das Objekt als Treffer oder
Nicht-Treffer bewertet. Noch schneller verworfen wird das Objekt, wenn es in
,Aufteilung 1” in die Menge Rp verschoben wird. Reprédsentationen in dieser
Menge werden nicht weiter aktiv verfolgt. In jedem Fall hat die Verarbeitung von
Mehrfachreprédsentationen zur Folge, dass sich die Verarbeitung normaler Objekte
verlangsamt, da erst nachdem keine zugehorigen MRep-Relationenobjekte gefun-
den worden sind feststeht, dass es sicht um ein normales Objekt handelt.

4.4.4 Abgrenzung

Einige Arbeiten im Bereich der Datenbanken haben sich schon mit der Verarbeitung
von fehlenden Informationen beschaftigt [ImLi84, Codd86, Codd87, Gess90]. Hier-
bei wurde das Konzept der NULL Werte zur Reprédsentation der fehlenden Informa-
tionen sowie eine dreiwertige Logik fiir deren Verarbeitung bei der Auswertung
von Pradikaten vorgeschlagen. Einige Arbeiten unterscheiden zwischen fehlender,
weil unbekannter, und fehlender, weil nicht anwendbarer, Information. Diese set-
zen eine vierwertige Logik bei der Verarbeitung ein. Andere Arbeiten verallgemei-
nern dies weiter und definierten weitere Semantiken fiir fehlende Informationen, so
dass dort n-wertige Logik eingesetzt wird. In der Praxis hat sich die einfachere
Losung mit nur einem NULL Wert durchgesetzt, weshalb dieses Konzept sowie die
dreiwertige Logik hier iibernommen wird. Die Arbeiten gehen jedoch weder auf die
Speicherung mehrerer Werte fiir ein Attribut (sogenannte Mehrfachattribute) noch
auf die Probleme, die durch die verteilte Speicherung der Daten entstehen, ein.
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Morrissey beschaftigt sich in [Morr90] mit der Verarbeitung von unsicherer Infor-
mation. Ein Attribut kann dort entweder einen prazisen Wert oder eine Reihe von
moglichen Werten haben. Diese konnen entweder in Form eines Wertebereichs (p-
range) oder in Form einer Liste (p-domain) angegeben werden. Der dezidierte Wert
,not known” (nk) gehort ebenfalls zur Kategorie der moglichen Werte und ist mit
den hier verwendeten NULL Werten vergleichbar. Wahrend dort p-domains mogli-
che alternative Werte eines Attributs kodieren, konnen die Werte eines Mehr-
fachattributs alle gleichzeitig zutreffen. Obwohl die Arbeit ein anderes Ziel
verfolgt, ndmlich unscharfe Daten zu verarbeiten und die Ergebnisse nach dem
Grad der Unsicherheit zu sortieren, sind doch einige Ergebnisse auf das hier disku-
tierte Problem tibertragbar, wenn man die dortigen p-domains als einen Sonderfall
der Mehrfachattribute ansieht. Das Ergebnis einer Anfrage besteht bei Morrissey
aus zwei Mengen: der Menge der Objekte, von denen sicher ist, dass sie auf jeden
Fall die Anfrage erfiillen, und der Menge der Objekte, die moglicherweise die
Anfrage erfiillen konnen, wenn eine p-domain oder ein p-range durch den richtigen
prazisen Wert ersetzt werden wiirde. Interessanterweise entspricht die erste Ergeb-
nismenge dem Ergebnis einer Anfrage in Alle-Streng-Semantik und die zweite
Ergebnismenge dem Ergebnis einer Anfrage in Existiert-Weich-Semantik. Demnach
stellt diese Arbeit hier eine Verallgemeinerung der Ergebnisse von Morrissey dar,
die diese um die zugehorigen komplementdren Semantiken, um die Definition eines
inversen Objektprddikats durch Inversion der Semantik, sowie um die Betrachtung
der Problematik bei der verteilten Speicherung der Daten erweitert. Umgekehrt
lasst sich daraus schliefSen, dass Mehrfachattribute zusammen mit den hier erarbei-
teten Anfragesemantiken und deren foderierter Verarbeitung die Grundlage bilden,
auf der die Foderation um die Verarbeitung von unscharfen oder unsicheren Daten
erweitert werden kann.

Ein dhnlicher Ansatz wird in [INV91] vorgestellt. Dort wird die Reprédsentation
sogenannter moglicher Welten durch das Konzept der ODER-Objekte ermoglicht.
Diese Objekte konnen in einem Attribut mehrere mogliche Werte speichern. Anfra-
gen werden als Kombination aus einer prddikatenlogischen Formel und einem
Quantor definiert. Der Quantor gibt dabei an, ob die Formel fiir eine mogliche
Instanz des Objekts oder fiir alle moglichen Instanzen des Objekts erfiillt sein muss,
damit das Objekt als Treffer gewertet wird. Die Anfragen dort sind somit vergleich-
bar mit Anfragen in Existiert-Semantik bzw. in Alle-Semantik. Es werden jedoch
keine fehlenden Informationen im Sinne von NULL Werten betrachtet. Probleme,
die durch die verteilte Speicherung der Daten entstehen, sind ebenfalls nicht
Gegenstand der Betrachtungen dort.

Das Problem der Verarbeitung konjunktiver Anfragen, wenn die Daten eines
Objekts verteilt sind, wurde in dhnlicher Weise im Rahmen des Garlic Projekts
[Fagi96] diskutiert. Dort soll eine foderierte Multimedia-Datenbank erstellt werden,
bei der jedes Attribut eines Objekts in einem speziellen Quellsystem gespeichert
wird. Als Beispiel wird eine CD-Datenbank betrachtet, bei der Informationen wie
Kiinstler oder Albumname in einer klassischen Datenbank verwaltet werden und
ein Bild des Einbands in der speziellen QBIC Datenbank (query by image content)
gespeichert werden, welche insbesondere eine Ahnlichkeitssuche nach Bildinhalten
ermoglicht. Es werden konjunktive Anfragen wie (Kiinstler="Beatles” und Ein-
band="rot”) betrachtet, was insofern dhnlich zum hier betrachteten Problem ist,
dass die Informationen zu den beiden konjunktiv verkniipften Pradikaten auf ver-
schiedenen Systemen lagern. Anders als hier wird dort jedoch davon ausgegangen,
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dass jedes Quellsystem nur einen Teilaspekt jedes Objekts verwaltet aber dafiir
Informationen fiir jedes Objekt bereithdlt. Dem entsprechend verarbeitet jedes
Quellsystem nur ein Prdadikat der Anfrage. Dies ist vergleichbar mit der in Kapitel
4.5.3.3 diskutierten Transformation der Anfragen, bei der die Konjunktion durch
eine Disjunktion ersetzt wird. Hier wird diese Transformation nur durchgefiihrt,
wo sie unvermeidbar ist, da dadurch viele irrtiimliche Treffer verursacht werden,
wohingegen sie bei Garlic stets durchgefiihrt wird. Fehlende Werte eines Objek-
tattributs (NULL Werte) sowie Mehrfachattribute werden bei Garlic nicht disku-
tiert. Der Fokus in [Fagi96] liegt auf der Verarbeitung von Ahnlichkeitsanfragen,
die zu unscharfen (engl. fuzzy) Vergleichsergebnissen fiihren. Die Ergebnisse sollen
sortiert nach ihrer Ahnlichkeit zur Anfrage ausgegeben werden und die Ergebnis-
menge ist typischerweise auf die besten k Ergebnisse begrenzt. Der Garlic-Ansatz
ist also nicht direkt auf das hier diskutierte Problem iibertragbar.

Im Bereich der Datenfusion wurden unter anderem spezielle Join-Operatoren
[YaOz99, GPZ01], spezielle Aggregationsfunktionen [SCS00, WaZa00] oder das
FUSE BY Statement [BINa05] vorgeschlagen. Datenbereinigungssysteme [GFSS00,
RaHe01] eliminieren Duplikate und Konflikte in einem zentralen Datenbestand.
Spezielle Datenfusionssysteme [SAB+95, PAG96, GPQ+97, MoAn04] erlauben es,
die Daten einer festen vorher bekannten Menge von Datenanbietern zusammenzu-
fiihren und unterstiitzen dies durch spezielle Mechanismen wie z. B. Fusionsregeln.
In allen Fillen steht die Bereinigung von Inkonsistenzen in einer vorgegebenen
Tupel- bzw. Objektmenge im Vordergrund. Die Auswahl der zusammenzufiihren-
den Objekte wird, anders als hier, nicht als Problem betrachtet, da die Auswahl ent-
weder iiber andere als die zu verschmelzenden Attribute erfolgt, oder ganze
Datensdtze verschmolzen werden und das Ergebnis materialisiert wird.

Das Aurora Projekt verfolgt einen Mediator-basierten Datenintegrationsansatz, bei
dem die Daten erst zur Laufzeit auf Instanzebene integriert werden und Konflikte
in den Daten explizit in den Anfragen toleriert werden kénnen [YaOz99]. Als
Pradikatevaluierungsstrategien werden ,HighConfidence” und ,PossibleAtAll”
diskutiert, was der Alle- bzw. der Existiert-Semantik hier entspricht. Jedoch diirfen
Datenfragmente (vergleichbar mit Datenanbietern) keine NULL Werte enthalten,
wodurch die Anfrageverarbeitung vereinfacht wird. Die Basisanfrageverarbei-
tungsstrategie dort sieht vor, zunéchst alle Daten von allen Quellfragmenten zu
holen und diese mit einem speziellen Merge-Join zu verschmelzen. Nur in wenigen
speziellen Féllen werden die Selektionspradikate direkt auf den Quellfragmenten
ausgewertet bevor der Merge-Join berechnet wird. Dem gegeniiber wird hier immer
angestrebt, eine moglichst selektive Anfrage an die Datenanbieter zu schicken. Der
interessante Fall, wenn die Datenanbieter jeweils in einem Vergleichsattribut den
gesuchten Wert und in einem anderen Vergleichsattribut einen anderen als den
gesuchten Wert speichern, so dass nur durch die Kombination der Daten verschie-
dener Anbieter ein Objekt als die Anfrage erfiillend eingestuft werden kann, wird
gar nicht angesprochen. Die Zuordnung der Reprédsentationen verschiedener
Anbieter erfolgt {iber eine eindeutige Kennung, dort PID genannt. Dies erfordert
unter Umstdnden, dass die Kennungen aller bisher als Treffer identifizierten
Objekte an alle Datenanbieter geschickt werden miissen, um zusadtzliche zugehdrige
Reprdsentationen zu beschaffen, um damit die Qualifikation eines Objekts abschlie-
end beurteilen zu kénnen. Dem gegeniiber werden zur Zuordnung hier MRep-
Relationenobjekte eingesetzt, welche entweder direkt per Riickwértsverweis oder
indirekt tiber deren Position gefunden werden konnen. Dariiber hinaus wird hier
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die Semantik der an die Datenanbieter geschickten Anfragen angepasst, um das zu
tibertragende Datenvolumen in den folgenden Schritten zu minimieren, und um
eine vollstindige Ergebnismenge zu erhalten, was ohne diese Anpassung nicht
immer gewdhrleistet ist.

4.4.5 Zusammenfassung

In diesem Kapitel wurde untersucht, welcher zusédtzliche Aufwand bei der Verar-
beitung von Anfragen notig ist, damit Mehrfachreprdasentationen korrekt behandelt
werden konnen, insbesondere wenn die fiir die Objektauswahl relevanten Daten
auf mehrere Anbieter verteilt sind. In der Ergebnismenge sollen Mehrfachreprésen-
tationen nur noch als verschmolzene Objekte auftauchen, die alle zugehorigen
Reprdsentationen enthalten. Hierfiir wurde zundchst das Konzept der Mehrfachre-
prasentationen vorgestellt. Anschliefend wurde eine systematische theoretische
Analyse aller moglichen Verteilungen der fiir die Anfrage relevanten Daten auf
mehrere Anbieter durchgefiihrt. Aus dem Ergebnis der Analyse konnte ein prakti-
scher Algorithmus zur Verarbeitung der Anfragen abgeleitet werden. Die Diskus-
sion der verwandten Arbeiten hat gezeigt, dass einige Ansdtze &hnliche
Anfragesemantiken verwenden, jedoch keiner davon die durch die verteilte Spei-
cherung der Mehrfachreprédsentationen hervorgerufenen Probleme beleuchtet.

Die Analysen in diesem Kapitel haben gezeigt, dass die Behandlung von Mehrfach-
reprasentationen einiges an Zusatzaufwand erfordert, vor allem, wenn die Korrekt-
heit und Vollstindigkeit der Ergebnismenge garantiert werden sollen. Der
Zusatzaufwand entsteht erstens durch die Anpassung der Semantik der weiterge-
leiteten Anfragen, wodurch einige Reprasentationen von den Datenanbietern geholt
werden, die in der Foderationskomponente verworfen werden. Zweitens miissen
unter Umstdnden MRep-Relationenobjekte und fehlende Reprasentationen in zwei
weiteren Schritten von den Datenanbietern geholt werden. Schlieflich fiihrt bei der
Existiert-Semantik die Anfragetransformation in disjunktiv verkniipfte Einzelpradi-
kate, welche fiir ein vollstandiges Ergebnis erforderlich ist, zu noch hoéherem
Zusatzaufwand. Dies ist besonders ungiinstig, weil die Existiert-Streng-Semantik
die intuitive Semantik ist, welche auch am hédufigsten genutzt wird. Des Weiteren
kann der Algorithmus nur dann eine vollstdndige und korrekte Ergebnismenge lie-
fern, wenn alle Mehrfachreprédsentationen iiber MRep-Relationenobjekte zugeord-
net werden konnen. Lediglich bei Volltreffern fithren auch andere
Zuordnungsmethoden zum Erfolg. Der vorgestellte Algorithmus fithrt auch bei
normalen Objekten zu Mehraufwand, da vorab nicht ausgeschlossen werden kann,
dass es sich dabei um Mehrfachreprdsentationen handelt.

Wenn die Anforderungen gelockert werden, kann die Verarbeitung erheblich
beschleunigt werden, indem nur noch der erste Schritt des Algorithmus ausgefiihrt
wird. Dann werden nur noch Reprdsentationen verschmolzen, die von den
Datenanbietern auf die weitergeleitete Anfrage hin geliefert werden. MRep-Relatio-
nenobjekte werden dabei nicht ausgewertet. Die Ergebnismenge kann dann unvoll-
standige Objekte, Duplikate und irrtiimliche Treffer enthalten, wobei der
zuriickgelieferte Teil eines irrtiimlichen Treffers immerhin tatsdchlich die Anfrage
erfiillt. Ahnliche Folgen hat das Fehlen von MRep-Relationenobjekten. Auch dann
konnen nicht mehr alle Reprdsentationen zugeordnet werden.
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Zur Beschleunigung der Anfrageverarbeitung sind einige Optimierungen denkbar.
Bei der Existiert-Semantik konnen sichere Trefferobjekte schon friihzeitig an die
Anwendung ausgeliefert werden. Falls weitere zugehorige Reprdasentationen gefun-
den werden miissen die schon gelieferten Objekte nachtréaglich ergdnzt werden. Des
Weiteren kann die von der Anwendung geschickte Anfrage umgeschrieben werden,
so dass gleich alle potentiell bendtigten MRep-Relationenobjekte mitgeliefert wer-
den. Hierbei kann die Position des MRep-Relationenobjekts ausgenutzt werden. Ein
offenes Problem ist dabei, wie erreicht werden kann, dass moglichst nur die MRep-
Relationenobjekte geliefert werden, die zu den restlichen angefragten Objekten
gehoren, und nicht noch viel zu viele unerwiinschte MRep-Relationenobjekte gelie-
fert werden.

Schliefslich kann der Detektionsprozess fiir Mehrfachrepriasentationen automatisiert
werden. Zum einen kann ein nachgeschalteter Prozess die Anfrageergebnisse analy-
sieren nachdem diese an die Anwendung ausgeliefert wurden. Zum anderen kann
ein Hintergrundprozess wie ein Web Crawler die Datenbestidnde der Anbieter nach
Mehrfachreprasentationen systematisch durchforsten. Des Weiteren konnen auch
die Ergebnisse der domédnenspezifischen Zuordnungsverfahren in einer Art Cache
zwischengespeichert werden oder bei einem Datenanbieter materialisiert werden.

4.5 Weitere MaBnahmen

Die in diesem Kapitel beschriebenen weiteren Maffnahmen sind Ideen auf konzepti-
oneller Ebene zur Weiterentwicklung der Foderationskomponente.

Obwohl durch die Simplizitit der Anfragesprache wenig Raum fiir Optimierungen
bleibt, gibt es noch weitere Mafinahmen, welche die Effizienz der Verarbeitung
foderierter Anfragen steigern konnen. Insbesondere soll hier die Arbeitsteilung
zwischen Foderationsknoten angesprochen werden. Sobald eine Foderationskomp-
onente die Ergebnisse bisheriger Anfragen zwischenspeichern kann und zur Beant-
wortung zukiinftiger Anfragen heranziehen kann, wie in Kapitel 5.5 angedeutet
wird, konnen Synergieeffekte erzielt werden, wenn sich mehrere Foderationskomp-
onenten koordinieren. Die Foderationskomponenten konnen Zustdndigkeitsgebiete
absprechen, so dass sie in ihrem Cache einen Grofiteil der Daten ihres Zustindig-
keitsbereichs vorhalten konnen, und damit die Weiterleitung der meisten Anfragen
an die Datenanbieter entfallen kann. Falls eine Anwendung nach Daten fragt, die
nicht in den Zustdndigkeitsbereich fallen, so kann die Féderationskomponente bei
der zustdndigen Nachbarfoderationskomponente die Daten besorgen, anstatt bei
dem Datenanbieter selbst. Dies ist insbesondere dann sinnvoll, wenn die Foderati-
onskomponenten untereinander besser vernetzt sind als mit dem Datenanbieter,
und wenn die Auslastung der Foderationskomponenten diese Zusatzbelastung
erlaubt.

Die Trefferquote im Cache kann weiter erh6ht werden, wenn eine Foderationskom-
ponente fiir alle mobilen Benutzer zustindig ist, die mit einer bestimmten Basista-
tion des Mobilfunknetzes verbunden sind, und der Zustdndigkeitsbereich
entsprechend definiert wird [DSB+04]. Diese Benutzer stellen typischerweise Anfra-
gen nach dhnlichen Daten, die in der Umgebung der Basisstation relevant sind, so
dass die Anfragen einen hohen Uberlappungsgrad aufweisen.
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Schliefilich kann dieser Cache-Ansatz auch auf die Ergebnisse von Ergebnisaufbe-
reitungsoperatoren aus Kapitel 5.4.2 ausgedehnt werden. So kénnte eine Foderati-
onskomponente sich auf das Zwischenspeichern von Ergebnissen des
Generalisierungsoperators spezialisieren und eine andere auf die Ergebnisse des
Straflendatenverschmelzungsoperators. Aufrufe des entsprechenden Operators in
der einen Komponente kénnen dann auf den Cache der anderen Komponente
umgeleitet werden, so dass der Operator nicht erneut ausgefiihrt werden muss. Der
hiermit eingesparte Aufwand sollte den zum Koordinieren der Foderationskompo-
nenten benotigten Aufwand wesentlich iibersteigen, so dass damit die Leistungsfa-
higkeit des Gesamtsystems gesteigert werden kann. Die Zusammenarbeit mehrerer
Foderationskomponenten bietet ein enormes Potential.

Gemeinsam konnen die Foderationskomponenten einen grofieren Ausschnitt des
globalen Umgebungsmodells abdecken und somit sowohl die Datenanbieter entlas-
ten als auch die Anfrageverarbeitung beschleunigen. In gleicher Weise konnen sie
eine grofiere Menge der Ergebnisse von Ergebnisaufbereitungsoperatoren zwi-
schenspeichern, und somit die wiederholte aufwandige Verarbeitung der immer
gleichen Daten reduzieren.

4.6 Bewertung

In diesem Kapitel wurde die foderierte Anfrageverarbeitung hinsichtlich der Inter-
aktionen zwischen den verschiedenen Komponenten des Nexus-Systems erldutert.
Die vorgestellten Verfahren beriicksichtigen die Autonomie der Datenanbieter
indem sie die relevanten Datenanbieter mittels des Verzeichnisdienstes bestimmen.
Sie integrieren die Daten der relevanten Anbieter (Integration) und machen damit
die Verteilung der Daten transparent fiir die Anwendungen (Transparenz). Fiir jeden
der beiden Anfragetypen wurde ein entsprechendes Verarbeitungsverfahren vorge-
stellt, das jeweils das bestmogliche mit den aktuell verfiigbaren Datenanbietern
mogliche Ergebnis produziert (Informationsmaximierung). Bei der Verarbeitung von
foderierten Nachbarschaftsanfragen und durch die Zusammenarbeit mehrerer
Foderationskomponenten wurde die Effizienz der Anfrageverarbeitung optimiert.

Durch die niedrigen Anforderungen der Anwendungen in der Doméne der kontext-
bezogenen Anwendungen an die Machtigkeit der Anfragesprache, mit der Daten
aus dem Umgebungsmodell abgefragt werden sollen, konnte die Verarbeitung von
Gebietsanfragen sehr einfach und hart verdrahtet gestaltet werden. Foderierte
Nachbarschaftsanfragen konnen am effizientesten verarbeitet werden, wenn Statis-
tiken tiber die globale Objektdichte vorliegen, und wenn die Anfragen mit modera-
ter Parallelitit an die Datenanbieter weitergeleitet werden. Selbst wenn die
Datenanbieter nur Gebietsanfragen verarbeiten konnen, konnen damit trotzdem
foderierte Nachbarschaftsanfragen emuliert werden, bei einem geringfiigig hoheren
Aufwand als wenn die Anbieter selbst Nachbarschaftsanfragen verarbeiten konnen.
Die Behandlung von Mehrfachreprasentationen erfordert einigen Zusatzaufwand in
der Anfrageverarbeitung, wenn sichergestellt werden soll, dass alle bekannten
Mehrfachreprédsentationen zusammengefiihrt werden und dass die Ergebnismenge
keine irrtiimlichen Treffer enthidlt. Es wurde analysiert, welche Auswirkungen die
Anderung der Semantik der an die Datenanbieter weitergeleiteten Anfragen auf die
Vollstandigkeit und Korrektheit des Ergebnisses hat. Aus den Ergebnissen wurde
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ein Mehrfachreprdasentationen beriicksichtigender Algorithmus zur Verarbeitung
von Anfragen abgeleitet. Die Kooperation mehrerer Foderationskomponenten, ins-
besondere durch Absprachen beziiglich der Cacheinhalte, stellt eine vielverspre-
chende Mafinahme zur Steigerung der Effizienz der Anfrageverarbeitung dar.

Durch Einbringen von Wissen aus der Anwendungsdomédne und durch Ausnutzen
ihrer Spezifika wie beispielsweise des Orts- bzw. Kontextbezugs der Anfragen
konnten die Verfahren einfacher und effizienter gestaltet werden. Dies spiegelt sich
insbesondere in der Bestimmung der relevanten Datenanbieter mit einem rdumli-
chen Verzeichnisdienst wider. Durch die Charakteristik der Anfragen konnen bei
der Verarbeitung von Gebietsanfragen alle Datenanbieter gleichzeitig befragt wer-
den. Bei der Verarbeitung von foderierten Nachbarschaftsanfragen kann der Orts-
bezug sehr elegant zur Bestimmung des Anfragegebiets ausgenutzt werden. Die
MRep-Relationenobjekte konnen mit der Position der zugehdrigen Objekte verse-
hen werden, und auf diese Weise sehr effizient mit Gebietsanfragen ermittelt wer-
den. Die kooperierenden Foderationskomponenten nutzen den Ortsbezug als
Partitionierungsmoglichkeit fiir die Zustdndigkeitsbereiche. Zusatzlich fiihrt der
dhnliche Standort der mit der gleichen Basisstation verbundenen mobilen Nutzer
zu einer Erhohung der Trefferquote im Cache. Insgesamt wurde die Problemstel-
lung der foderierten Anfrageverarbeitung in einer Integrationsmiddleware fiir orts-
und kontextbezogene Anwendungen umfassend erortert. Effiziente Verfahren, wel-
che die Interaktion der Komponenten des Nexus-Systems beschreiben, wurden vor-
gestellt.



134 Kapitel 4: Konzeption der féderierten Anfrageverarbeitung




Realisierung der Anfrageverarbeitung

Nachdem im vorigen Kapitel die Interaktionen zwischen den einzelnen Komponen-
ten im Nexus-System untersucht wurden, sollen in diesem Kapitel Konzepte und
Verfahren zur Umsetzung der Anfrageverarbeitung innerhalb einer Foderations-
komponente erortert werden. Hierfiir wird zundchst in Kapitel 5.1 eine geeignete
Hauptspeicherreprasentation fiir die zu verarbeitenden Daten vorgestellt. Diese
stellt das Bindeglied zwischen allen weiteren in diesem Kapitel diskutierten Kon-
zepten sowie zur foderierten Anfrageverarbeitung dar. In Kapitel 5.2 wird unter-
sucht, wie die charakteristische Eigenschaft der typischen Anfragen in der
Anwendungsdoméne der ortsbezogenen Anwendungen — die meisten Anfragen
schranken unter anderem Ort und Typ der gesuchte Objekte ein — zur Steigerung
der Effizienz der Anfrageverarbeitung im Hauptspeicher ausgenutzt werden kann.
Die Daten verschiedener Anbieter konnen in verschiedenen Koordinatensystemen
vorliegen. Damit sie im Hinblick auf Interoperabilitit und Foderation trotzdem
gemeinsam verarbeitet werden konnen, wird in Kapitel 5.3 beschrieben, wie eine
automatische Transformation zwischen den verschiedenen Koordinatensystemen
bewerkstelligt werden kann. In Kapitel 5.4 werden verschiedene Konzepte zur Inte-
gration doméanenspezifischer Funktionalitdt in die Anfrageverarbeitung vorgestellt,
sowie die sich bereits im Einsatz befindlichen konkreten Umsetzungen présentiert.
Diese integrieren zum einen die Daten verschiedener Anbieter und bieten zum
anderen verschiedene Moglichkeiten zur Aufbereitung der Daten. Weitere Mafinah-
men zur Steigerung der Effizienz der Anfrageverarbeitung innerhalb einer Fodera-
tionskomponente werden in Kapitel 5.5 diskutiert. Hierbei werden insbesondere
verschiedene Konzepte zum Zwischenspeichern von Ergebnismengen erortert. Eine
Bewertung der vorgestellten Konzepte schliefit dieses Kapitel ab.

5.1 Repréasentation der Objektdaten im Hauptspeicher

Zur Verarbeitung von Anfragen in der Foderationskomponente ist es unerldsslich,
dass Anfragen und Umgebungsmodelldaten, welche die Féderationskomponente in
XML-kodierten Datenaustauschformaten (siehe Kapitel 3.2 und 3.3) erreichen, auch
im Hauptspeicher addquat reprasentiert werden konnen. Alle in der Foderations-
komponente ausgefiihrten Schritte der Anfrageverarbeitung, wie beispielsweise die
Transformation einer Anfrage in die disjunktive Normalform oder die Verschmel-
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zung der Ergebnismengen mehrerer Datenanbieter, arbeiten auf diesen Hauptspei-
cherreprasentationen. Zu diesem Zweck wurden eine Reihe von Java
Klassenbibliotheken erstellt, die im Folgenden vorgestellt werden. Die AWS Klas-
sen reprdsentieren das Schema des Umgebungsmodells, die AWML Klassen repra-
sentieren die Umgebungsmodelldaten und die AWQL Klassen reprdsentieren
Anfragen an das Umgebungsmodell. Die Klassen unterstiitzen dabei auch die in
[HKNSO05] vorgestellte Erweiterung des Datenmodells, siehe Kapitel 2.3.

5.1.1 AWS Klassen

Die AWS Klassen reprasentieren das Schema des Umgebungsmodells im Haupt-
speicher. Dies wird bendtigt, um zu einer gegebenen Anfrage tiberpriifen zu kon-
nen, ob die genannten Attribute und Typen auch giiltig sind, und ob die
Basisdatentypen der Attributteile zum Vergleichsprddikat passen. Des Weiteren
kann damit bei Objekten, die mittels der AWML Klassen reprdsentiert werden,
tberpriift werden, ob alle geforderten Attribute enthalten sind, ob die restlichen
Attribute zum Objekttyp passen, und ob alle Attributteile den richtigen Basisdaten-
typ haben und im giiltigen Wertebereich liegen.

Entsprechend dem in Kapitel 2.3 vorgestellten Datenmodell und insbesondere in
Anlehnung an die in [BDG+04] definierten XML Schemata zur Beschreibung des
Schemas des Umgebungsmodells sind die AWS Klassen wie folgt gegliedert. Die
Klasse BasicDataType ist eine Aufzdhlung der moglichen Basisdatentypen. Die
Klasse AttributePartBasicType kombiniert einen BasicDataType mit einem seman-
tisch aussagekraftigen Namen und optional mit Einschrankungen des Wertebe-
reichs. Die Klasse AttributePartTypeDef ordnet einem Namen fiir einen Attributteil
den zugehorigen AttributePartBasicType zu. Der AttributeBasicType stellt eine
Schablone fiir ein Attribut dar und legt fest, aus welchen Attributteilen das Attribut
besteht, und welche davon optional sind. Die Klasse AttributeTypeDef ordnet
einem Namen fiir ein Attribut die zugehorige Schablone zu. Die Klasse ObjectType-
Def ordnet einem Typnamen eine Menge von verbindlichen und optionalen Attri-
buten zu. Die Klasse AWS speichert fiir jede der zuvor genannten Klassen eine
Liste, die den im Schema verwendeten Namen mit der entsprechenden Instanz der
zugehorigen Klasse verkniipft.

Abbildung 45 zeigt das Klassendiagramm der AWS und AWML Klassen, in dem
auch die Verkniipfungen zwischen diesen beiden Gruppen von Klassen dargestellt
sind.

5.1.2 AWML Klassen

Die AWML Klassen konnen alle Daten des Umgebungsmodells (siehe Kapitel 2.3)
im Hauptspeicher reprdasentieren. Sie sind wie folgt gegliedert. Die Klasse ResultSet
speichert eine Ergebnismenge und kann beliebig viele Objekte des Umgebungsmo-
dells enthalten, die jeweils verschiedene Objekttypen haben diirfen und aus ver-
schiedenen Attributen zusammengesetzt sein diirfen. Auf einer Ergebnismenge
konnen Anfragen verarbeitet werden, um eine Teilmenge daraus zu extrahieren.

Die Klasse GenericObject speichert ein einzelnes Objekt des Umgebungsmodells.
Sie besteht im Wesentlichen aus einer Menge von Attributinstanzen. Dies diirfen
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AWML Klassen AWS Klassen Beispielnamen
ResultSet
* | - objects * | -subTypes
GenericObject —— — — —0— ObjectTypeDef i
- . - superTypes
- typeName: QName - —— — — { nscs:SpatialObjecH
Zugriff Uber
GenericObject.typeslterator()
- mandAttrs
* | - attrs * *| - optAttrs
- attrType
GenericAttributelnstance AttributeTypeDef _
1 —
<> <> - attrName: QName -
1| -basicType nsas:
- - NexusGeometry
AttributeBasicType - Attribute Type
- name: QName -
- mandVglueParts
- opfValueParts |
* | -valueParts * | - metaParts * * * | - optMetaParts (5
- partType - partName
GenericAttributePart AttributePartTypeDef AttributePartName
1 1
- value: Object - name: QName
1| - basicType
AttributePartBasicType
nsat:
- name: QName O — — 1 NexusGeometryTypeT
1 | - basicDataType
«enumeration» o — — | Geometrie:
BasicDataType <element ref="gml:_Geometry">

Abbildung 45: Klassendiagramm der AWML und der AWS Klassen

auch mehrere Instanzen des selben Attributs sein. Der Typ eines Objekts wird wie
ein normales Attribut gespeichert. Der Basisdatentyp des zugehorigen Attributteils
ist die Klasse ObjectTypeDef der AWS Klassen. Es existiert eine spezielle Komfort-
funktion, mit der direkt auf den Typ eines Objekts zugegriffen werden kann. Eine
weitere solche Funktion existiert fiir den Zugriff auf den Identifikator eines Objekts.
Damit miissen nicht zuerst die entsprechenden Attributinstanzen und Attributteile
gesucht werden.

Die Klasse GenericAttributelnstance verwaltet eine Instanz eines Attributs. Diese
besteht aus ein oder mehreren Attributteilen. Der Attributtyp wird durch einen
Verweis auf die AWS Klasse AttributeTypeDef festgelegt.

Die Klasse GenericAttributePart verwaltet einen Attributteil. Dieser besteht aus
einem Verweis auf die AWS Klasse AttributePartTypeDef, wodurch der Name des
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Attributteils und auch dessen Basisdatentyp festgelegt ist, und einem Verweis auf
ein Java Objekt des Basisdatentyps, welches den Wert dieses Attributteils reprdsen-
tiert.

Auf diese Weise konnen Ergebnismengen, die aus Objekten bestehen, welche aus
Attributinstanzen bestehen, welche wiederum aus Attributteilen bestehen (siehe
Kapitel 2.3), im Hauptspeicher reprdsentiert werden.

Interne Struktur

Der Aufbau der Klassen ist an das Java Collections Framework [Sun04] angelehnt.
Die dort spezifizierten Methoden konnen genutzt werden, um die entsprechenden
Java-Objekte hinzuzufiigen und zu entfernen, und um {iber alle enthaltenen Java-
Objekte zu iterieren. So kann bei einem Objekt des Umgebungsmodells iiber alle
seine Attributinstanzen iteriert werden. Mit einer zusétzlichen Methode kann auch
nur iiber die Instanzen eines vorgegebenen Attributs iteriert werden.

Die gleichen Moglichkeiten existieren bei einer Attributinstanz. Es kann entweder
uber alle enthaltenen Attributteile iteriert werden, oder es kann auf einen bestimm-
ten Attributteil direkt zugegriffen werden. Die einzelnen Attributteile enthalten
jeweils nur einen einzelnen Wert und stellen somit keine Java Collection dar.

Eine Ergebnismenge ist eine Sammlung von Objekten. Sie unterstiitzt ebenfalls die
Java Collection Schnittstelle. Es gibt jedoch keine Komfortfunktionen, um gezielt
auf einzelne Objekte zuzugreifen. Stattdessen konnen Anfragen auf der Ergebnis-
menge verarbeitet werden, um eine Teilmenge zu bilden, oder um bestimmte
Objekte auszuwaidhlen. Hierfiir kann der restriction Teil einer AWQL Anfrage an die
entsprechende Methode iibergeben werden, oder es wird speziell fiir die Objektaus-
wahl ein neuer restriction Teil erstellt. Bei der Verarbeitung einer solchen Anfrage
kann die in Kapitel 5.2 vorgestellte orts- und typbezogene Anfrageverarbeitung
genutzt werden. Zusétzlich sollen auch gewdhnliche Indexe auf anderen Attributen
bzw. Attributteilen definiert werden konnen.

Intern werden Objekte in einer ArrayList verwaltet, um moglichst wenig Speicher
zu belegen und um trotzdem den Komfort einer vollwertigen Liste nutzen zu kon-
nen. Attributinstanzen und Attributteile werden in HashMaps verwaltet, um diese
effizient mit deren Namen direkt ansprechen zu kénnen.

Die Verbindung zur serialisierten XML Représentation (siehe Kapitel 3.2 und 3.3)
schaffen, wie auch bei den anderen in diesem Teilkapitel vorgestellten Datenstruk-
turen, spezielle Parser- und Serialisiererklassen, welche dafiir die StAX Technologie
[Bea03] einsetzen.

Tatsachlich sind die AWML Klassen keine Klassen, sondern Schnittstellen. Die ent-
sprechenden Klassen werden iiber das Factory Entwurfsmuster instanziiert, so dass
die Implementierung transparent fiir den aufrufenden Programmteil ausgetauscht
werden kann. Auf diese Weise konnen verschiedene interne Datenstrukturen und
Verarbeitungsalgorithmen je nach Randbedingungen ausgewahlt werden, ohne das
nutzende Programm dndern zu miissen.
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5.1.3 AWQL Klassen

Die AWQL Klassen konnen alle Teile einer AWQL-Anfrage im Hauptspeicher
reprdasentieren. Sie werden von der Foderation eingesetzt, um die Anfragen der
Anwendungen intern zu reprdsentieren und um sie umzuformen, beispielsweise in
die disjunktive Normalform. Des Weiteren dienen sie als Eingabe fiir die Verarbei-
tung von Anfragen auf einer Ergebnismenge der AWML Klassen.

Den Kern der Klassen bildet eine Menge von Klassen, die alle von der Klasse Rest-
rictionOperator abgeleitet sind. Diese reprdsentieren einerseits die fiir die einzelnen
Basisdatentypen wie Zeichenkette, Zahl, Geometrie oder Zeitpunkt vorgesehenen
Vergleichsprdadikate. Andererseits implementieren diese Klassen auch die Ver-
gleichsverfahren und kénnen {iiberpriifen, ob der Wert in einem gegebenen Attri-
butteil den Vergleich erfiillt.

Ein RestrictionOperator setzt sich aus einer Kennung der Vergleichsart, einem Pfad
zum zu vergleichenden Wert sowie aus dem Vergleichswert selbst zusammen. Der
Pfad besteht aus dem Attributhamen und dem Namen des Attributteils innerhalb
dieses Attributs. Der Vergleichswert wird in einer Instanz der Klasse GenericAttri-
butePart gekapselt.

5.1.4 Zusammenfassung

Die hier vorgestellten Klassen werden eingesetzt, um die Daten beliebiger Ergebnis-
mengen zu speichern. In der Foderationskomponente sind dies die von den
Datenanbietern gelieferten Ergebnismengen und die an die Anwendung geschickte
Gesamtergebnismenge. Des Weiteren werden diese Klassen in der Schnittstelle der
Ergebnisaufbereitungsoperatoren benutzt, um die zu verarbeitenden Objekte zu
transportieren. Schliefilich konnen auch die im Cache zwischengespeicherten
Objekte hiermit reprdsentiert werden. Aufierhalb der Foderation konnen die Klas-
sen von Mehrwertdiensten und Anwendungen zur Verarbeitung der Umgebungs-
modelldaten genutzt werden. Ein hauptspeicherbasierter Datenanbieter auf Basis
dieser Klassen existiert ebenfalls schon, und leistet gute Dienste beim Testen ver-
schiedener Funktionalitdten innerhalb und aufierhalb der Nexus-Plattform. Durch
die enge Kopplung der AWML, AWQL und AWS Klassen fdllt die Implementierung
eines solchen Datenanbieters besonders leicht.

5.2 Orts- und typbezogene Anfrageverarbeitung

In den aufstrebenden Anwendungsgebieten der ortsbezogenen Anwendungen und
des Ubiquitous Computing entstehen neue datenintensive Anwendungen, die den
Benutzer gezielt durch die Bereitstellung der richtigen Informationen am richtigen
Ort unterstiitzen. Sie liefern auf Abruf diejenigen Informationen, die gerade am bes-
ten auf die aktuelle Situation des Benutzers passen. Die Position des Benutzers und
die Anwendung, die er gerade benutzt, bestimmen dabei, welche Informationen
gerade relevant sind. Deshalb enthalten auch die meisten Informationsanfragen der
Anwendungen rdumliche Pradikate sowie Prddikate, die den Typ der gewiinschten
Daten festlegen. In diesem Kapitel wird deshalb eine spezielle orts- und typbezo-
gene Anfrageverarbeitungskomponente eingefiihrt, die auf diese Randbedingungen
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besonders zugeschnitten ist. Es wird ein Hauptspeicheransatz angestrebt, damit
diese Komponente moglichst leicht installierbar ist und gegebenenfalls auch auto-
matisch auf andere Knoten verlagert werden kann. Die folgenden Untersuchungen
haben das Ziel, die fiir die interne Reprédsentation der Daten in der Anfrageverar-
beitungskomponente am besten geeignete Indexstruktur zu bestimmen [SGNMO06].

Die hier untersuchte spezielle Anfrageverarbeitungskomponente kann auch in
anderen bekannten Systemen eingesetzt werden. Implementierungen des OGC
Catalogue Services Standards [OGCO05a] oder eines FGDC clearinghouse [Nebe96],
welche beide einen Verzeichnisdienst fiir digitale Geodaten bieten, konnen intern
direkt die hier vorgestellte Anfrageverarbeitungskomponente einsetzen. Gleicher-
maflen konnen geographische Informationssysteme von so einer Komponente profi-
tieren. Des Weiteren konnen die hier vorgestellten Ansdtze auch auf die
Anfrageverarbeitungskomponenten von Grid Metadata Catalog Services [Sing03]
oder Verzeichnisdiensten in serviceorientierten Architekturen [Barr03] iibertragen
werden, welche jeweils Ressourcen oder Dienste nach gegebenen Bedingungen aus-
wahlen.

Um die Anfrageleistung von solchen verteilten Systemen zu erhdhen, ist es von
Vorteil, wenn jede Daten verarbeitende Komponente, insbesondere auch die Daten-
quellen, selbst Anfragen verarbeiten kann, insbesondere Selektionsanfragen. Dies
unterstreicht die Notwendigkeit, dass die Anfrageverarbeitung leicht installierbar
sein muss. Weitere Vorteile bringt der Wechsel von einer generischen, fiir alle Even-
tualitaten vorbereiteten Anfrageverarbeitung, wie sie in typischen Datenbanksyste-
men zu finden ist, hin zu einer funktions- und anwendungsspezifischen
Anfrageverarbeitung, wie sie hier vorgestellt wird. Die kann speziell auf die Eigen-
schaften typischer Anfragen zugeschnitten sein, und dabei ausnutzen, dass Selekti-
onsanfragen fiir kontextbezogene Anwendungen ausreichend sind, siehe
Kapitel 3.3.

5.2.1 Beitrag

In diesem Kapitel wird der Entwurf und die Implementierung einer hauptspeicher-
basierten Anfrageverarbeitungskomponente beschrieben, welche intern eine Index-
struktur einsetzt, die sowohl die raumliche als auch die Typdimension nutzt, so
dass orts- und typbezogene Anfragen bestmdoglich unterstiitzt werden. Das Haupt-
augenmerk liegt hierbei nicht auf der Entwicklung neuer Indexverfahren, sondern
auf der Konfiguration bekannter Indexverfahren als interne Datenstrukturen, um
die bestmogliche Indexorganisation zu erreichen. Deshalb werden vier verschie-
dene Ansétze, die interne Indexstruktur zu organisieren, untersucht, welche jeweils
auf unterschiedliche Weise die raumliche Dimension und die Typdimension verbin-
den.

Viele Komponenten im Nexus-System konnen von der hier diskutierten Anfrageve-
rarbeitungskomponente profitieren, vor allem auch wegen ihrer leichten Installier-
barkeit. Fiir vier verschiedene Komponenten werden Einsatzszenarien mit
unterschiedlichen Charakteristika entwickelt, und es wird jeweils der Gewinn
durch die zugeschnittene Anfrageverarbeitung ermittelt. Damit eine Anwendung
noch interaktiv benutzt werden kann, muss das Gesamtsystem Anfragen in weniger
als einer Sekunde beantworten. Da darin auch Netzwerklatenzen, Serialisierung
und Deserialisierung sowie weitere Verarbeitungsschritte enthalten sind hat eine
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einzelne Anfrageverarbeitungskomponente nur etwa 10 Millisekunden Zeit, um
eine Anfrage zu beantworten, die eine Ergebnismenge in der Grofienordnung von
1000 Objekten zuriickliefert. Dies alles spricht fiir eine Hauptspeicherlésung, um
kurze Antwortzeiten und eine leichte Installierbarkeit zu erzielen.

Fiir jedes Einsatzszenario wurde eine erhebliche Menge an Messungen durchge-
fiihrt, um die jeweilige Eignung der verschiedenen Indexstrukturen zu ermitteln.
Uberraschenderweise hat sich dabei herausgestellt, dass die mehrdimensionale
Indexstruktur, welche als am geeignetsten eingeschétzt wurde, tatsachlich um 10
bis 20 Prozent schlechter ist als ein anderer Ansatz, der in cleverer Weise konventi-
onelle Indextechnologie einsetzt. Im Vergleich zu getrennten Indexen in der Typ-
und Raumdimension kann die Leistung in bestimmten Fdllen um bis zu eine Gro-
lenordnung gesteigert werden.

Im weiteren Verlauf des Kapitels werden zunéchst in Kapitel 5.2.2 die zu verarbei-
tenden Daten und typische Anfragen eingefiihrt. Anschliefend werden die Einsatz-
szenarien in Kapitel 5.2.3 charakterisiert. Die verschiedenen Ansitze zur
Organisation der Indexstruktur werden in Kapitel 5.2.4 beschrieben. Die Messun-
gen sowie deren Ergebnisse werden in Kapitel 5.2.5 diskutiert. In Kapitel 5.2.6 wer-
den verwandte Arbeiten besprochen. Die Zusammenfassung in Kapitel 5.2.7
schliefst dieses Themengebiet ab.

5.2.2 Daten und Anfragen

Typischerweise sind die Daten in den Anwendungsdoménen der orts- bzw. kon-
textbezogenen Anwendungen in Objekte strukturiert, sieche Abbildung 47. Bei geo-
graphischen Informationssystemen werden solche Objekte auch ,features” genannt.
Das Schema der Daten besteht aus einer Menge von Typen. Ein Objekt ist mindes-
tens einem Typ zugeordnet. In bestimmten Féllen, z. B. als Folge der Datenintegra-
tion, kann ein Objekt auch mehrere Typen haben. Ein Typ bestimmt die Namen und
Datentypen der Attribute, in denen ein Objekt dieses Typs seine Daten speichert.
Typen sind in einer Vererbungshierarchie angeordnet, wie beispielhaft in
Abbildung 46 dargestellt. Wenn Typ B ein Subtyp von Typ A ist, dann erbt Typ B
alle Attribute, die bei Typ A definiert sind. Zusédtzlich kann Typ B noch weitere
Attribute definieren. Typen diirfen auch von mehreren anderen Typen erben
solange dadurch keine zyklische Vererbungsbeziehung entsteht. Weitere Details
zum Datenmodell wurden in Kapitel 2.3 beschrieben.

Typ

ID|Name|

|2|Hote|| |3|Museum| |4|Restaurant| |5|Nebenstra8e| |6|Hauptstraf3e|

Abbildung 46: Vereinfachter Auszug aus einer typischen Typhierarchie

Jedem Typ wird eine eindeutige Identifikationsnummer zugeordnet, genannt Typ
ID oder kurz ID. Durch eine optimale Zuordnung, welche in [MuPo097] Linearisie-
rung genannt wird, kann fiir jeden Typ ein Intervall gefunden werden, das die ID
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des Typen sowie die IDs aller seiner Subtypen enthilt. Dies gelingt immer, solange
in der Typhierarchie nur einfache Vererbungsbeziehungen existieren. In bestimm-
ten Féllen kann auch bei Mehrfachvererbung eine Linearisierung gefunden werden
[MuPo097]. Wenn die Typhierarchie zu komplex ist, so dass ein Typ nicht auf ein
zusammenhidngendes Intervall abgebildet werden kann, dann muss dieser Typ auf
mehrere Intervalle abgebildet werden. Letztendlich ist dies vergleichbar mit einem
Objekt, dem mehrere Typen zugeordnet sind.

Ohne Beschriankung der Allgemeinheit wird im Folgenden abstrahiert von Objek-
ten, denen mehrere Typen zugeordnet sind, und von Anfragen, die mehrere Typen
gleichzeitig anfordern. Spezielle Optimierungen hierfiir werden nicht betrachtet.
Ein Objekt mit mehreren Typen kann wie mehrere Objekte mit je einem Typ behan-
delt werden, indem es fiir jeden Typ separat in den Index aufgenommen wird. Die
Anfrageverarbeitung muss dann um einen zusitzlichen Schritt ergdanzt werden,
welcher Duplikate in der Ergebnismenge eliminiert. Gleichermafien konnen Anfra-
gen nach mehreren Typen wie mehrere Anfragen nach je einem Typ behandelt wer-
den. Die Implementierung kann solche Anfragen in einem einzigen Durchlauf
bearbeiten. Zusédtzlich kann in manchen Féllen auch der Duplikateliminierungs-
schritt entfallen, z. B. wenn der gesamte Datensatz sequentiell durchsucht wird.

Es wird davon ausgegangen, dass jedes Objekt eine Position oder eine Flache hat, so
dass bereits der Wurzeltyp der Typhierarchie ein entsprechendes geometrisches
Attribut definiert, das zur Erstellung eines Indexes genutzt werden kann. Zahlrei-
che Beispiele untermauern diese Annahme wie das Datenmodell des TIGER/Line
Datensatzes [UCBO03], der kommende Standard fiir Stadtmodelle, CityGML
[KGPO5], oder das in Nexus verwendete Umgebungsmodell [NiMi04], siehe
Kapitel 2.3. Die Geometrien der Objekte bestehen im Wesentlichen aus Linienziigen
und Polygonen, welche fiir Indexierungszwecke alle durch minimale umschlie-
lende Rechtecke (engl. bounding boxes) angendhert werden konnen. Ein Datensatz
kann z. B. verschiedene Arten von Straflen (Nebenstrafie, Hauptstrafie, Autobahn,
...), Gebdude, Sehenswiirdigkeiten (Museum, Kirche, Aussichtspunkt, ...) usw. ent-
halten. Abbildung 47 zeigt einen Ausschnitt aus einem typischen Datensatz.

Gebéaude Hotel
Museum Restaurant
Nebenstralie HauptstralRe

N

Abbildung 47: Ausschnitt aus einem typischen Datensatz

Typische Anfragen sind, ausgedriickt in natiirlicher Sprache, , Liefere alle StrafSen-
objekte (egal welcher Art) in einem gegebenen Rechteck”, ,Liefere alle Hauptstra-
fsen in einem Streifen zwischen meiner aktuellen Position und meinem Ziel” oder
,Zeige alle Restaurants einer bestimmten Art im Umkreis von einem Kilometer”.
Allen diesen Anfragen ist gemeinsam, dass sie ein rdaumliches Prdadikat enthalten,
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welches die Position der Ergebnisobjekte einschrankt, und dass sie ein Typpradikat
enthalten, welches den Typ der Ergebnisobjekte festlegt. Die hier vorgeschlagenen
Indexstrukturen sollen diese Gemeinsamkeiten der Anfragen ausnutzen. Typischer-
weise enthalten die Anfragen weitere Pradikate auf anderen Attributen. Hier ist
jedoch mit wesentlich geringeren Uberlappungen zwischen verschiedenen Anfra-
gen zu rechnen, so dass es sich nicht lohnt, diese Attribute ebenfalls in eine kombi-
nierte Indexstruktur aufzunehmen.

5.2.3 Einsatzszenarien

Im Nexus-System als Beispiel fiir ein grofies kontextbezogenes Informationssystem
kann die hier diskutierte Anfrageverarbeitungskomponente an vielen verschiede-
nen Stellen eingesetzt werden, siehe Abbildung 48.
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Abbildung 48: Einsatzorte der orts- und typbezogenen Anfrageverarbeitung im Nexus-System

Die einzelnen Einsatzorte werden im Folgenden entlang des Verarbeitungspfads
einer typischen Anfrage vorgestellt. Eine Anwendung auf einem mobilen Endgeriit
stellt eine Anfrage nach Daten, die sich auf die ndhere Umgebung des Benutzers
beziehen. Diese Anfrage wird zuerst von der Anfrageverarbeitungskomponente des
lokalen Caches bearbeitet. Eine Restanfrage nach den dann noch fehlenden Daten
wird an die Integrationsmiddleware gestellt. Diese besitzt auch einen Cache, dessen
Anfrageverarbeitung nun die Anfrage verarbeitet. Anschlieffend befragt die Inte-
grationsmiddleware den Verzeichnisdienst, welcher selbst eine Anfrageverarbei-
tungskomponente  betreibt, nach den relevanten Datenanbietern. Die
Integrationsmiddleware leitet dann die an sie gestellte Anfrage an diese Datenanbie-
ter weiter, welche die Anfrage auch mit einer orts- und typbezogenen Anfrageverar-
beitungskomponente auswerten. Bei der Vereinigung der Ergebnismengen der
verschiedenen Datenanbieter wird die Integrationsmiddleware wiederum von einer
Anfrageverarbeitungskomponente unterstiitzt. Hierbei werden hauptsdchlich
Ergebnismengenaufbereitungsoperatoren und ortsbezogene Verschmelzungsalgo-
rithmen unterstiitzt, siehe Kapitel 5.4.2 und Kapitel 4.4.1.2. Schliefilich wird das
integrierte Ergebnis an die Anwendung geschickt.
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Wie schon zuvor erwdhnt bestehen diese Anfrageverarbeitungskomponenten
hauptsdchlich aus einer geeigneten Indexstruktur, die prddikatbasierte Anfragen
unterstiitzt, welche vor allem aus Orts- und Typpréadikaten bestehen. Deshalb hingt
die Leistung der Anfrageverarbeitungskomponente in erster Linie von der Leistung
der intern eingesetzten Indexstruktur ab. Es ist leicht nachzuvollziehen, dass alle
vier oben beschriebenen Komponenten (Mobiles Endgerét, Integrationsmiddleware,
Verzeichnisdienst und Datenanbieter), welche jeweils eine Anfrageverarbeitungs-
komponente betreiben, von den hier untersuchten Indexstrukturen profitieren.

Jedoch verwaltet jede Komponente einen anderen Ausschnitt aus dem Gesamtda-
tenbestand. Auch unterscheiden sich die typischerweise gestellten Anfragen und
die Haufigkeit der Anderungen im lokalen Datenbestand. Deshalb werden die Mes-
sungen in Kapitel 5.2.5 getrennt fiir jedes Einsatzszenario durchgefiihrt und jeweils
individuell analysiert. Im Folgenden werden die Charakteristika der Einsatzszena-
rien beschrieben. Die Tabelle in Abbildung 49 quantifiziert diese Charakteristika,
welche auf den Erfahrungen mit dem Nexus-System beruhen.

Selektivitatsfaktor des |Selektivitatsfaktor |Aktualisierungs-

rdumlichen Pradikats |des Typpradikats |rate
Datenanbieter 1% - 20% 20% - 100% 0,01
Verzeichnisdienst 1% - 5% 1% - 20% 0,1
Integrationsmiddleware 10% - 50% 1% - 20% 10
Mobiles Endgeréat 10% - 50% 10% - 100% 100

Abbildung 49: Minimale und maximale Selektivitatsfaktoren sowie Aktualisierungsraten der Ein-
satzszenarien

Der Begriff Selektivitdtsfaktor (SF) bezieht sich auf das Verhiltnis der Anzahl der
Objekte in der Ergebnismenge zur Anzahl der Objekte im Datensatz (der Datensatz-
grofie). Wenn ein Pradikat einen niedrigen SF hat, dann erfiillen nur wenige Objekte
die Anfrage. Ein hoher SF korrespondiert mit vielen qualifizierenden Objekten. Der
Selektivitdtsfaktor des raumlichen Pradikats bezieht sich auf das Verhdltnis der
Grofie des Anfragegebiets zur Grofle des Gesamtgebiets des Datenbestands, wel-
ches durch die konvexe Hiille um alle Geometrien der Objekte gegeben ist. Die
Aktualisierungsrate beschreibt die Anzahl der Objekte, die im Mittel zwischen zwei
aufeinanderfolgenden Anfragen aktualisiert werden. Beispielsweise bedeutet eine
Aktualisierungsrate von 0,1, dass in einem Zeitraum, in dem zehn Anfragen verar-
beitet werden, nur ein Objekt aktualisiert wird.

5.2.3.1 Datenanbieter

Es wird angenommen, dass ein Datenanbieter viele gleichartige Daten verwaltet,
wie z. B. alle Straflen einer Stadt oder alle Filialen einer Restaurantkette in einem
Land. Deshalb haben rdumliche Pradikate in einer Anfrage typischerweise einen
niedrigen SF und Typpradikate haben einen hohen SF. Es wird weiterhin angenom-
men, dass die Daten weitgehend statisch sind, dass sie sich also nur sehr selten
dndern. Insbesondere dndern sich der Typ und die Position eines Objekts so gut wie
gar nicht. Es wird deshalb angenommen, dass es nur eine Aktualisierung pro ein-
hundert Anfragen gibt, was so gut wie vernachlassigbar ist.
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5.2.3.2 Verzeichnisdienst

Der Verzeichnisdienst speichert Metadaten iiber alle angemeldeten Datenanbieter.
Diese Metadaten bestehen aus einer Liste aller Typen der von einem Datenanbieter
gespeicherten Objekte und einem Polygon, das die Geometrien aller dieser Objekte
einschliefst. Dieses Polygon wird auch Dienstgebiet genannt. Es wird angenommen,
dass es viele Datenanbieter gibt, deren Dienstgebiete iiber das ganze Land verteilt
sind, so dass die Selektivitatsfaktoren sowohl der raumlichen Pradikate als auch der
Typpréadikate typischerweise beide niedrig sind. Aktualisierungen treten hin und
wieder auf, ungefdhr einmal alle zehn Anfragen. Sie treten immer dann auf, wenn
ein Datenanbieter seinen Dienst einstellt oder wenn sich ein neuer Datenanbieter
beim System anmeldet.

5.2.3.3 Integrationsmiddleware

Die Integrationsmiddleware speichert selbst keine Daten. Sie unterhalt jedoch einen
Cache, in dem die Ergebnisse der verarbeiteten Anfragen zwischengespeichert wer-
den. Es wird angenommen, dass die Integrationsmiddleware auf vielen Knoten des
Gesamtsystems lduft, um eine grofie Anzahl an mobilen Endgerdten bedienen zu
konnen. Es wird weiterhin angenommen, dass sich die Knoten, die die Integrations-
middleware ausfiithren, die Arbeit in intelligenter Weise teilen. Beispielsweise
konnte jeder Knoten einer Mobilfunkbasisstation zugeordnet sein, und nur diejeni-
gen mobilen Endgerédte bedienen, die gerade mit dieser Basisstation verbunden
sind. Da dadurch nur rdumlich benachbarte Endgerite bedient werden, wird ange-
nommen, dass sich auch die angeforderten Daten zu einem grofien Teil {iberlappen
und somit eine hohe Trefferquote im Cache erreicht werden kann. Die Objekte im
Cache haben deshalb viele verschiedene Typen, da auch viele verschiedene Anwen-
dungen auf den Endgerdten laufen. Die Positionen der Objekte sind dagegen sehr
dicht beieinander. Dementsprechend haben raumliche Pradikate einen hohen Selek-
tivitatsfaktor, und Typprddikate einen niedrigen. Durch die rdumliche Néhe der
Objekte werden schitzungsweise im Mittel nur zehn Objekte pro Anfrage im Cache
ausgetauscht.

5.2.3.4 Mobiles Endgeriit

Trotz der begrenzten Ressourcen, die auf einem mobilen Endgerat verfiigbar sind,
betreibt es einen lokalen Cache, um mit weniger Mobilkommunikation auskommen
zu konnen. Es wird angenommen, dass die im Cache gespeicherten Objekte alle
dhnliche Typen haben, da typischerweise nur eine Anwendung pro Endgerat
gleichzeitig lauft, die Anfragen nach immer den gleichen Objekttypen stellt. Dem-
entsprechend sind die Selektivitdtsfaktoren der rdumlichen Pradikate und der
Typpradikate beide hoch. Die Aktualisierungsrate ist hoher als bei den Caches in
der Integrationsmiddleware, da der Benutzer, der das mobile Endgerdt mit sich
fuhrt, herumlauft und sich damit auch das Gebiet der aktuell relevanten Informati-
onen dndert. Es werden schiatzungsweise pro Anfrage einhundert Objekte im Cache
ausgetauscht.



146 Kapitel 5: Realisierung der Anfrageverarbeitung

5.2.3.5 Zusammenfassung der Anforderungen

Aus der bisherigen Diskussion konnen die folgenden Anforderungen an die orts-
und typbezogene Anfrageverarbeitung abgeleitet werden:

* FEinfache Anfrageverarbeitungsfahigkeiten geniigen. Anwendungen konnen
leicht mit pradikatbasierten Selektionsanfragen auskommen.

¢ Typ und Geometrie kombinieren. Typische Anfragen enthalten rdaumliche
Pradikate und Typpréadikate.

* Verschiedene Arbeitslasten bewéltigen. Die Selektivitdtsfaktoren der Pradikate

in typischen Anfragen und die Aktualisierungsrate hdangen vom Einsatzszenario
ab.

¢ Einfache Installierbarkeit. = Viele = Komponenten in einem  grofsen
Informationssystem konnen von der hier vorgestellten
Anfrageverarbeitungskomponente profitieren.

e Kurze Antwortzeiten. Damit die Anwendungen trotz der komplexen
Anfrageverarbeitung im Gesamtsystem noch interaktiv benutzt werden koénnen,
muss jede einzelne Anfrageverarbeitungskomponente Anfragen in der
Grofienordnung von zehn Millisekunden beantworten.

Die folgende Analogie verdeutlicht die Anfrageverarbeitungsfahigkeiten der orts-
und typbezogenen Anfrageverarbeitungskomponente. Diese verhilt sich im Ver-
gleich zu einem kompletten Datenbanksystem wie eine XPath Verarbeitungskomp-
onente zu einer XQuery Verarbeitungskomponente. Entsprechend wird die
Leistung der Verarbeitungskomponente durch die Leistung ihrer internen Daten-
strukturen bestimmt. Es wird ein Hauptspeicheransatz verfolgt, um kurze Antwort-
zeiten sowie eine leichte Installierbarkeit zu erzielen. Deshalb wird im Folgenden
untersucht, wie die Hauptspeicherdatenstrukturen organisiert sein miissen, um die
beste Leistung zu erreichen.

5.2.4 Indexstrukturen

In diesem Kapitel werden die verschiedenen Ansdtze vorgestellt, die untersucht
wurden, um eine Indexstruktur aufzubauen, welche die raumliche Dimension und
die Typdimension kombiniert. Diese Kombination resultiert aus der Beobachtung in
Kapitel 5.2.2, dass die Mehrheit der Anfragen Selektionsprddikate auf mindestens
diese beiden Dimensionen enthélt. Bei jedem Ansatz wird Schritt fiir Schritt erlau-
tert, wie die Verarbeitung einer Anfrage ablauft.

In den folgenden Erlduterungen wird die rdumliche Dimension als eine einzige
Dimension betrachtet, obwohl sie tatsichlich aus zweidimensionalen Koordinaten
besteht. Es wird auch von den Details einer bestimmten rdumlichen Indexstruktur
abstrahiert (wie z. B. R*-Baum, Grid-File oder MX-CIF Quadtree, siehe [GaG1i98] fiir
einen Uberblick), da die eingesetzte rdumliche Indexstruktur leicht gegen eine
andere ausgetauscht werden kann, ohne die Leistung der Ansdtze im Verhéltnis
zueinander nennenswert zu beeinflussen. Das Hauptaugenmerk liegt auf der neuar-
tigen Kombination bekannter Indexstrukturen, um die vorliegende Aufgabe am
besten zu bewiltigen.



5.2 Orts- und typbezogene Anfrageverarbeitung 147

Die im Folgenden beschriebenen Ansitze sind alle hauptspeicherbasiert wegen der
Anforderung nach sehr kurzen Antwortzeiten. Durch Partitionieren des Gesamtda-
tenbestands kann dieser so aufgeteilt werden, dass jede Komponente ihre Daten im
Hauptspeicher verwalten kann. Des Weiteren erlaubt dieser hauptspeicherbasierte
Ansatz die flexible Installation der Anfrageverarbeitungskomponente in jede Kom-
ponente des Gesamtsystems mit wesentlich geringerem Verwaltungsaufwand als
bei der Installation eines kompletten Datenbanksystems notwendig wire. Neben
der Anfrageverarbeitungskomponente miissen keine weiteren Komponenten wie
beispielsweise ein Datenbanksystem installiert und konfiguriert werden.

Alle Ansdtze verwenden Hilfsdatenstrukturen, welche den Namen eines Typs auf
dessen Identifikationsnummer (ID) abbilden, sowie eine ID auf je eine Liste aller
zugehorigen Sub- bzw. Supertypen abbilden. Durch den Einsatz von Hash-Daten-
strukturen erfolgen diese Abbildungen jeweils in konstanter Zeit (O(1)). Die Grofie
und der Inhalt dieser Hilfsdatenstrukturen hdangt nur von der Typhierarchie ab, so
dass diese Datenstrukturen sehr klein sind im Vergleich zu den zu verwaltenden
Daten. Aktualisierungen des Datenbestands haben ebenfalls keine Auswirkungen
auf diese Datenstrukturen.

5.2.4.1 Getrennte Indexe (GI)

Der ,Getrennte Indexe” Ansatz unterhidlt zwei getrennte Datenstrukturen, wie in
Abbildung 50 dargestellt. Die erste Datenstruktur ordnet mittels eines rdumlichen
Indexes die Objekte lediglich nach ihrer Geometrie. Die zweite Datenstruktur
besteht aus einem Array, welches fiir jeden Typ die zugehorigen Objekte in einer
Liste speichert. Neue Objekte miissen immer gleichzeitig in beide Datenstrukturen
eingefiigt werden, damit diese konsistent bleiben. Wenn ein Objekt mehrere Typen
besitzt, dann wird das Objekt in jede der den Typen entsprechenden Listen in der
zweiten Datenstruktur eingetragen. In den rdumlichen Index wird das Objekt trotz-
dem nur einmal eingetragen.
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Abbildung 50: Datenstruktur des ,,Getrennte Indexe“ Ansatzes

Bei der Verarbeitung einer Anfrage bewertet ein kostenbasierter Optimierer (siehe
u.a. [HaRa01]) die Selektivitat des raumlichen Pradikats und des Typpradikats. Das
selektivere Pradikat (das mit dem niedrigeren Selektivitdtsfaktor) wird ausgewdhlt,
und mit Hilfe der zugehorigen Datenstruktur wird eine Liste von Kandidaten
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erstellt. Anschlieffend werden diese Kandidaten einer nach dem anderen mit dem
verbleibenden Pradikat gefiltert. Ubrig bleibt die endgiiltige Ergebnismenge. Alter-
nativ kann der kostenbasierte Optimierer beschliefien, keinen der Indexe zu ver-
wenden sondern sequentiell jedes Objekt einzeln zu betrachten und jeweils mit
beiden Pradikaten zu filtern. Dies ist sinnvoll, wenn beide Pradikate einen hohen
Selektivitatsfaktor aufweisen und die Ergebnismenge anndhernd den gesamten
Datenbestand enthalt.

Dieser Ansatz setzt nur gewohnliche Datenbanktechnologie ein ohne irgendwelche
problemspezifischen Verbesserungen. Dies ist damit der Referenzansatz, dessen
Leistung alle anderen Ansédtze mindestens erreichen sollten. Meist ist dieser Ansatz
recht langsam, da er nur fiir eine Dimension eine Indexstruktur ausnutzt und alle
Kandidaten entlang der anderen Dimension einzeln filtert.

In den Messungen wurde ein idealer Optimierer implementiert, indem fiir jede
Messung alle drei Entscheidungsmdglichkeiten des Optimierers ausgefiihrt wurden
und jeweils die kiirzeste Zeit als Messwert weiterverwendet wurde. So konnen
Fehlprognosen des Optimierers ausgeschlossen werden, und es flieffit immer die
bestmogliche Zeit in den Vergleich mit den anderen Ansétzen ein.

5.2.4.2 Riumlicher Index pro Typ (RIpT)

Der ,Raumlicher Index pro Typ” Ansatz niitzt aus, dass die Typen der Objekte
(bzw. deren Identifikationsnummern) diskret sind und keine Werte in einem konti-
nuierlichen Spektrum. Des Weiteren ist typischerweise die Anzahl an Typen {iiber-
schaubar und bewegt sich in einer Grofsenordnung von unter 1000. Deshalb
unterhdlt dieser Ansatz einen eigenen rdumlichen Index fiir jeden Typ in der
Typhierarchie, siehe Abbildung 51. Jedes Objekt wird in den rdumlichen Index ein-
gefligt, der mit seinem Typ assoziiert ist. Hat ein Objekt mehrere Typen, so wird es
in jeden der zugehdrigen raumlichen Indexe eingefiigt. Auf diese Weise entsteht ein
Wald von rdumlichen Indexen, in dem jeder einzelne Index verhéltnisméafiig klein
ist (je nach Verteilung der Objekte auf die Typen).
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Abbildung 51: Datenstruktur des ,Raumlicher Index pro Typ*“ Ansatzes

Bei der Beantwortung einer Anfrage wird zundchst der angeforderte Typ in eine
Liste umgewandelt, welche die Identifikationsnummern dieses Typs und aller sei-
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ner (auch transitiven) Subtypen enthdlt. Danach wird auf jeden der zugehdorigen
rdumlichen Indexe zugegriffen und jeweils eine Liste mit Kandidaten erstellt, die
das rdumliche Pradikat der Anfrage erfiillen. Schliefllich werden alle Kandidaten in
eine einzige Ergebnismenge zusammengefiihrt und doppelte Kandidaten elimi-
niert. Duplikate konnen jedoch nur auftreten, wenn Objekte mehrere Typen haben
oder wenn Mehrfachvererbung in der Typhierarchie vorhanden ist.

Verglichen mit den ,Getrennte Indexe” Ansatz ist der Aufwand zur Verwaltung
vieler kleiner rdumlicher Indexe relativ klein. Zuséatzlich erlaubt diese Organisation
eine viel prazisere indexgestiitzte Auswahl der relevanten Objekte. Einige objektre-
lationale Datenbanksysteme wie z. B. PostgreSQL organisieren Indexe auf Hierar-
chien von typisierten Tabellen tatsdchlich in dieser Weise. Die Leistung dieses
Ansatzes wird schwicher, wenn die Typhierarchie umfangreich und tief ist, und
wenn Anfragen iiberwiegend die , oberen” Typen in der Hierarchie auswihlen, so
dass jeweils sehr viele rdumliche Indexe traversiert werden miissen.

5.2.4.3 Aggregierter riumlicher Index pro Typ (ArIpT)

Der ,,Aggregierter Riumlicher Index pro Typ” Ansatz zielt darauf ab, den Nachteil
des vorigen Ansatzes auszumerzen, welcher auf viele einzelne rdumliche Indexe
zugreifen muss. Hierzu wird fiir jeden Typ der Typhierarchie ein eigener raumli-
cher Index angelegt, welcher jeweils alle Objekte enthilt, die diesen Typ oder einen
seiner Subtypen haben, siehe Abbildung 52. Jedes Objekt wird also in mehrere
raumliche Indexe eingefiigt: in den zum Typ des Objekts zugehdrigen Index und in
alle Indexe, die zu Supertypen dieses Typs gehoren. Dies impliziert, dass im Index,
der zum Wurzeltyp der Typhierarchie gehort, alle Objekte des Datenbestands ent-
halten sind.
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Abbildung 52: Datenstruktur des ,Aggregierter Rdumlicher Index pro Typ“ Ansatzes

Diese umfassende Redundanz macht sich bezahlt bei der Verarbeitung von Anfra-
gen. Bei Anfragen nach einem einzelnen Typen kann die Anfrageverarbeitungs-
komponente immer einen rdaumlichen Index finden, der genau die passenden
Objekte enthilt: Objekte, die den geforderten Typ oder einen Subtyp davon aufwei-
sen. Wenn in der Anfrage mehrere verschiedene Typen angefordert werden, dann
muss fiir jeden Typ der entsprechende Index besucht werden.
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Die Vorteile bei der Anfrageverarbeitung miissen durch Nachteile hinsichtlich des
Speicherverbrauchs und des Verwaltungsaufwands erkauft werden. Die Hohe der
Typhierarchie bestimmt den Grad der Redundanz, und damit den Aufwand, der fiir
das Einfiigen oder Loschen eines Objekts anféllt. In den Messungen zeigt sich, dass
die Kosten fiir die Verwaltung von Aktualisierungen schon bei relativ kleinen Aktu-
alisierungsraten die Leistungsgewinne bei Anfragen iibersteigen.

Des Weiteren konnen Anfragen nach exakt dem geforderten Typ (ohne dessen Sub-
typen) nur in sehr ineffizienter Weise verarbeitet werden. Die Objekte, die nur
einen Subtyp des geforderten Typen haben, miissen mithsam in einem zusétzlichen
Filterschritt wieder von der initialen Ergebnismenge entfernt werden.

5.2.4.4 Dreidimensionaler Index (3DI)

Der ,Dreidimensionaler Index” Ansatz hat das Ziel, die Vorteile der beiden zuvor
diskutierten Ansdtze zu kombinieren, ohne deren Nachteile zu erben. Wie in
Abbildung 53 gezeigt wird, verwendet dieser Ansatz eine einzige raumliche Index-
struktur mit drei Dimensionen. Die ersten beiden Dimensionen reprédsentieren die
rdumlichen Dimensionen der Geometrien der Objekte in gleicher Weise wie die
rdumlichen Indexe der anderen Ansédtze. Die dritte Dimension reprédsentiert die
Identifikationsnummern der Typen, bzw. deren Abbildung in den Wertebereich der
Typdimension. Ein Objekt wird in diesen Index als flache Scheibe eingefiigt, wobei
die Ausdehnung der Scheibe der Geometrie des Objekts entspricht, und die Position
der Scheibe in der dritten Dimension durch die Abbildung der Identifikationsnum-
mer des Objekttyps in den Wertebereich der Typdimension festgelegt wird. Besitzt
ein Objekt mehrere Typen so werden entsprechend viele Scheiben eingefiigt.
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Abbildung 53: Datenstruktur des ,Dreidimensionaler Index“ Ansatzes
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In diesem Ansatz kann eine Anfrage, die aus einem rdumlichen Pradikat und einem
Typpradikat besteht als Quader im dreidimensionalen Raum dargestellt werden.
Die Grundflache des Quaders entspricht dem minimalen umschliefsenden Rechteck
(engl. bounding box) der Anfragegeometrie. In der dritten Dimension nimmt der
Quader einen Bereich ein, welcher den abgebildeten Werten des gesuchten Typs
und dessen Subtypen entspricht. Wenn die Typhierarchie einfach genug ist (verglei-
che Kapitel 5.2.2) kann sie optimal linearisiert werden, so dass jede Anfrage als ein
einziger Quader reprédsentiert werden kann, und die Anfrage mit einer einzigen
Traversierung des dreidimensionalen Indexes beantwortet werden kann. Bei einer
komplexeren Typhierarchie miissen mehrere Anfragequader erstellt werden und
die Indexstruktur muss entsprechend oft traversiert werden. Als Optimierung kann
der Anfragequader auch mehrere Intervalle in der Typdimension zulassen, so dass
wiederum eine einzige Traversierung der Indexstruktur geniigt, um eine Anfrage
zu beantworten.
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Abbildung 54: Auswirkungen verschieden gro3er Abstadnde zwischen den abgebildeten Werten
in der Typdimension auf die Gruppierung der Objekte in den inneren Indexknoten

Die Abbildung der Typen bzw. deren Identifikationsnummern in den Wertebereich
der Typdimension ist der springende Punkt bei diesem Ansatz. Abbildung 54 ver-
anschaulicht dies. Der Abstand zwischen den abgebildeten Werten zweier Typen
beeinflusst die Gruppierung von Objekten und untergeordneten Knoten in den
inneren Knoten der Indexstruktur. Wenn der Abstand zwischen den abgebildeten
Werten zweier Typen grofd ist (linke Seite von Abbildung 54), dann werden die
Objekte primar nach ihrem Typ gruppiert und nur nachrangig nach ihrer Position.
Im Beispiel landen Objekte mit drei verschiedenen Positionen und mit nur zwei ver-
schiedenen Typen im selben inneren Indexknoten. Bei der Verarbeitung von Anfra-
gen konnen so innere Indexknoten, die den falschen Bereich in der Typdimension
abdecken, schnell iibersprungen werden. Wenn die abgebildeten Werte zweier
Typen nahe beieinander liegen (kleine Abstdnde, rechte Seite von Abbildung 54),
dann verhidlt es sich umgekehrt. Im Beispiel enthélt jetzt ein innerer Indexknoten
Objekte mit nur zwei verschiedenen Positionen aber drei verschiedenen Typen. Die-
ses Verhalten liegt darin begriindet, dass die meisten Indexverfahren versuchen, die
minimalen umgebenden Rechtecke der inneren Indexknoten so quadratisch wie
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moglich zu halten. Wie die Experimente in Kapitel 5.2.5.2 zeigen werden, haben die
Abstdnde zwischen den abgebildeten Werten der Typen einen grofien Einfluss auf
die Leistung der Indexstruktur. Bei grofien Abstdnden konnen Teilbdume, welche
die falschen Typen abdecken, friih iibersprungen werden. Bei kleinen Abstinden
gilt das Gleiche fiir Teilbdume, die ein zu weit entferntes Gebiet abdecken.

Identifikationsnummer
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Anzahl der Objektinstanzen
dieses Typs

Typabbildungsvarianten
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Abbildung 55: Berechnung der abgebildeten Werte in der Typdimension fur die verschiedenen
Typabbildungsvarianten

9 Identifikationsnummern

Es wurden drei verschiedene Abbildungsvarianten untersucht, welche die
Abstdnde zwischen den abgebildeten Werten der Typen auf unterschiedliche Weise
berechnen, siehe Abbildung 55. In allen drei Varianten werden die abgebildeten
Werte so skaliert, dass sie den vorgegebenen Wertebereich der Typabbildung ganz
ausfiillen. Dieser Wertebereich wird in Kapitel 5.2.5.2 ndher erldutert. Die gestri-
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chelten Kiasten in Abbildung 55 deuten fiir jeden Typ den Bereich an, in dem die
abgebildeten Werte seiner Subtypen liegen.

Die Varianten unterscheiden sich wie folgt:

* Gleicher Abstand fiir jeden Typ (GA): Der abgebildete Wert eines Typs
entspricht seiner Identifikationsnummer, die um einen konstanten Faktor
skaliert wurde. Dies ist die einfachste Variante, welche die Hierarchie der
Objekttypen weitgehend unberiicksichtigt ldsst. Diese Variante ist sehr dhnlich
zu dem Ansatz aus [MuPo97], bei dem jedoch die abgebildeten Werte nicht
skaliert werden. Im Beispiel in Abbildung 55 gibt es zehn Typen und der
Wertebereich der Typabbildung ist 1000 Einheiten grof3, so dass der Abstand
zwischen zwei abgebildeten Werten 100 Einheiten betrédgt.

* Gleiche Gewichtung auf jeder Ebene der Typhierarchie (GG): Bei jedem Typ der
Typhierarchie wird das diesem Typ von dessen Supertyp zugeordnete Intervall
gleichmidflig auf diesen Typ und dessen direkte Subtypen aufgeteilt. In
Abbildung 55 hat der Typ 0 drei direkte Subtypen (1, 5 und 8), so dass der zur
Verfiigung stehende Wertebereich der Typabbildung von 1000 Einheiten in vier
gleich grofie Abschnitte aufgeteilt wird. Bei Typ 5 wiederum wird der zur
Verfiigung stehende Wertebereich (500 bis 749) in drei Abschnitte aufgeteilt,
weil dieser Typ zwei Subtypen besitzt. Damit soll erreicht werden, dass
bevorzugt Objekte mit dem gleichen Supertyp gruppiert werden.

* Gewichtung entsprechend der Objektverteilung (OV): Bei jedem Typ der
Typhierarchie wird das diesem Typ von dessen Supertyp zugeordnete Intervall
entsprechend der Anteile der tatsdchlich jeweils vorhandenen Objektinstanzen
auf diesen Typ und dessen direkte Subtypen aufgeteilt. In Abbildung 55 gibt es
insgesamt 56 Objektinstanzen. Zwei Objektinstanzen haben Typ 0, so dass

dessen Abstand zu Typ 1 gerundet E% -1000 = 36 Einheiten betrdgt. Damit diese

Variante funktioniert, miissen entweder die Objekte gezdhlt werden oder
entsprechende Statistiken erhoben werden. Damit kann die Gruppierung der
Objekte in inneren Knoten entsprechend der tatsdchlichen Objektverteilung
beeinflusst werden. Haufige Typen bekommen schon sehr weit oben im
Indexbaum einen eigenen Zweig wihrend seltene Typen lange nur nach der
Geometrie gruppiert werden und die Aufspaltung nach Typen erst sehr weit
unten im Baum stattfindet, siehe hierzu auch Abbildung 54.

5.2.5 Messungen

Um die Leistung der verschiedenen Indexstrukturen bewerten zu konnen, wurden
alle in Java implementiert. Als rdumliche Indexstruktur wurde zunidchst die R*-
Baum-Implementierung der XXL Bibliothek [VBD+01] eingesetzt. Diese Implemen-
tierung verarbeitet Anfragen sehr schnell, benétigt aber fiir das Einfiigen oder
Aktualisieren von Objekten viel Zeit, da jeweils der Baum neu balanciert wird.
Selbst wenn der gesamte Datenbestand vorsortiert wird und dann am Stiick der
Index aufgebaut wird (engl. sort-based bulk loading) ist der Aufwand noch erheb-
lich. Deshalb wurde der R*-Baum gegen einen MX-CIF Quadtree [Same90] ersetzt,
welcher mit sehr geringem Aufwand neue Objekte einfiigen kann. Die Nachteile des
Quadtrees liegen bei der Verwaltung von extrem ungleichméfligen und entarteten
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Datensédtzen. Bei den hier untersuchten realen Datensdtzen kamen sie nicht zum
Tragen. Es wurde die Quadtree-Implementierung der JTS Topology Suite [ViSo04]
adaptiert, so dass sie mehr als zwei Dimensionen unterstiitzt. Des Weiteren wurden
einige Optimierungen vorgenommen, welche die Anfrageleistung auf das drei bis
fiinf-fache steigern konnten, so dass schliefilich die Quadtree Implementierung
sowohl beim Einfiigen als auch beim Abfragen von Objekten schneller war als die
R*-Baum-Implementierung. Da die tatsdchlich eingesetzte raumliche Indexstruktur
nur einen geringen Einfluss auf die relativen Leistungen der untersuchten Ansédtze
hat, werden im Folgenden nur die Ergebnisse der Messungen mit dem MX-CIF
Quadtree diskutiert. Zusétzlich ist diese Implementierung auch wesentlich schnel-
ler als die R*-Baum-Implementierung.

Die Messungen wurden auf einem Doppelprozessor-Server von Dell durchgefiihrt,
welcher zwei Intel Xeon Prozessoren mit 2GHz und 2GB Speicher enthélt. Die
Halfte des Speichers wurde der Java Laufzeitumgebung zur Verfiigung gestellt.
Alle Messungen haben nur einen der beiden Prozessoren genutzt, so dass der
andere Prozessor fiir die restlichen parallel laufenden Programme und das Betriebs-
system zur Verfiigung stand, wodurch die Messungenauigkeiten auf ein Minimum
reduziert werden konnten. Um die benétigte Prdzision zur Messung von Antwort-
zeiten im Bereich von unter einer Millisekunde zu erreichen, wurde das High Reso-
lution Timer Paket [Roub03] eingesetzt.

Die Messungen wurden auf den TIGER/Line Datensdtzen der amerikanischen
Behorde fiir Bevolkerungsstatistik (US Census Bureau, [UCB03]) durchgefiihrt. Es
wurden die Datensédtze von neun verschiedenen Regierungsbezirken in Kalifornien
ausgewdhlt. Abbildung 56 zeigt deren Charakteristika. Aus diesen Datensdtzen
wurden alle Objekte extrahiert, die einen Linienzug oder ein Polygon als Geometrie
aufwiesen, so dass die untersuchten Datensdtze zwischen 12000 und 200000 Objekte
enthalten.

Universum: Ausdehnung

des Datensatzes (in km) |Anzahl der
Abkiirzung |Regierungsbezirk [GroBe |Breite Lange Objekte
#1 Yuba 33,2 27,6 11923
#2 Glenn 42,6 70,8 16839
#3 San Francisco klein 15 78,4 22666
#4 Alameda 37,6 49,7 46285
#5 Santa Clara 421 42,8 53727
#6 Sacramento mittel 49,2 45,5 71743
#7 Riverside 59 26,5 151489
#8 Kern 98,6 17 175082
#9 San Diego grof3 90,6 114,8 203122

Abbildung 56: In den Messungen verwendete Datensatze aus dem Bestand der TIGER/Line
Datenséatze

Die Datensdtze enthalten unter anderem Daten uiber Strafien, Schienenstrecken,
andere Beforderungsmittel am Boden, Landmarken, das Gewéssernetz und Grund-
stiicksgrenzen. Jedes Objekt besitzt einen Typ, welcher dort Census Class Feature
Code (CFCC, [UCB02]) genannt wird. Diese Typen untergliedern sich in Haupt-
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gruppen und Untergruppen. Diese Gruppierung wurde als eine Typhierarchie
interpretiert, welche vier Ebenen hoch ist. Abbildung 57 zeigt einen Ausschnitt aus
dieser Typhierarchie. Die Feature Codes, die nur aus einem Buchstaben bestehen,
werden als direkte Kinder des Wurzeltyps in die Hierarchie eingefiigt. Die Codes,
die aus zwei Zeichen aufgebaut sind, stellen deren Kinder dar, und so weiter. Insge-
samt enthdlt die aus den Census Class Feature Codes abgeleitete Typhierarchie 258
Typen.

Identifikations-
nummer (ID)

Beschreibung

Wurzeltyp
(hat keinen expliziten Namen)

Landmark

Hydrography

Educational
or religious
Institution

Railroad
Main Line

Local,
Neighborhood,
and Rural Road

Primary Highway
With Limited
Access

Transpor-
tation
Terminal

132

Primary road with
limited access or

interstate highway,
unseparated

Primary road with
limited access or

interstate highway,
separated

Primary road with
limited access or

interstate highway,
bridge

Railroad
main track,
in tunnel

Airport
or airfield

Train
station

Bus
terminal

Abbildung 57: Ausschnitt aus der Typhierarchie, die von den Census Feature Class Codes
(CFCC) abgeleitet wurde, welche in den TIGER/Line Datensatzen verwendet werden

5.2.5.1 Erwartungswert der Gesamtantwortzeit (EWGAZ)

Die in den Messungen eingesetzten Anfragen bestehen aus je einem Typpradikat
und einem rdumlichen Prddikat, die beide konjunktiv miteinander verkniipft sind.
Aus allen Typen der Typhierarchie wurde eine reprasentative Untermenge ausge-
wahlt, welche die 37 hdufigsten Typen enthilt. Jeweils einer dieser Typen wird im
Typpradikat als der gewiinschte Objekttyp eingesetzt. Der Selektivitatsfaktor des
Typpréadikats bewegt sich damit im Bereich von 0,1% bis 100%. Er bezieht sich auf
das Verhéltnis der Anzahl der Objekte, die den geforderten Typ oder einen seiner
Subtypen aufweisen, zur Anzahl der Objekte im gesamten Datensatz. Fiir das rdum-
liche Pradikat werden Anfragegebiete mit zehn verschiedenen Selektivitdtsfaktoren
im Bereich von 0,5% bis 95% generiert. Der Selektivitdtsfaktor ist hier definiert als
das Verhiltnis der Grofie des Anfragegebiets zur Grofie des Universums des Daten-
satzes. Jede Kombination von Typ (und damit des Selektivitatsfaktors des Typpra-
dikats) und Selektivitdtsfaktor des raumlichen Préadikats fithrt zu einem Messpunkt
in der dreidimensionalen Darstellung in Abbildung 58, wobei die Hohe des Mess-
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punkts aus der gemittelten gemessenen Antwortzeit folgt, welche folgendermafien
ermittelt wird.

Fiir jeden Messpunkt werden 50 verschiedene Anfragegebiete generiert, die alle die
gleiche Grofie bzw. Flache haben aber verschiedene Seitenverhéltnisse und Positio-
nen. Die Positionen der Anfragegebiete sind gleichverteilt iiber dem Universum des
Datensatzes. Damit werden Verzerrungen durch lokale Streuungen in der Objekt-
verteilung verringert. Fiir jedes Anfragegebiet werden fiinf Messungen vorgenom-
men und der Mittelwert aus den mittleren drei Antwortzeiten gebildet, um die
Verfédlschungen durch den Java Garbage Collector zu minimieren. Schliefilich wird
der Mittelwert aus allen 50 Antwortzeiten berechnet. Dies ergibt einen Messpunkt,
der in Abbildung 58 durch einen kleinen Kreis dargestellt ist.
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Abbildung 58: Visualisierung der gemessenen Antwortzeiten als Ebene im Raum in Abhangig-
keit von der Typselektivitdt und der rAumlichen Selektivitat

Da der Austausch einer Indexstruktur gegen eine andere sehr aufwéndig ist, da bei-
spielsweise der Index neu aufgebaut werden muss, werden im Folgenden keine ein-
zelnen Messpunkte betrachtet, sondern die Messpunkte werden zu einem
Erwartungswert der Anfrageantwortzeit (EWAAZ) zusammengefasst. Fiir jede
Kombination aus Indexstruktur, Einsatzszenario und Datensatz wird ein eigener
EWAAZ berechnet. Hierzu werden die einzelnen Messpunkte als Stiitzpunkte einer
stiickweise linearen Oberfldchenfunktion interpretiert, wobei die Selektivitdtsfakto-
ren des raumlichen Pradikats und des Typpréadikats die beiden unabhédngigen Vari-
ablen darstellen, siehe Abbildung 58. Der EWAAZ wird fiir jede Kombination aus
Indexstruktur, Einsatzszenario und Datensatz berechnet als das gewichtete Integral
der Oberflachenfunktion entlang der Achsen der beiden unabhdngigen Variablen.
Die Integrationsgrenzen ergeben sich aus den minimalen und maximalen Selektivi-
tatsfaktoren, die fiir jedes Einsatzszenario festgelegt worden sind, siehe
Abbildung 49. Die Oberflachenfunktion wird beim Integrieren gewichtet mit dem
Kehrwert des Produkts der beiden Selektivitdtsfaktoren. Dies wird in Abbildung 59
veranschaulicht. Diese Gewichtung trdgt der Beobachtung Rechnung, dass Anfra-
gen, die nur wenige Objekte zuriickliefern, wesentlich hdufiger gestellt werden als
Anfragen, die einen Grofiteil der Objektmenge auf einmal zuriickliefern. Hierdurch
soll ein Mittelwert berechnet werden, der das gesamte Selektivititsspektrum gleich-
mafiig berticksichtigt.
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Abbildung 59: Gegenuberstellung von Antwortzeit und deren Gewicht je nach Selektivitat

Das Einsatzszenario beeinflusst auch die Haufigkeit mit der Aktualisierungen auf-
treten. Die jedem Einsatzszenario zugeordnete Aktualisierungsrate kann in
Abbildung 49 abgelesen werden. Der Erwartungswert der Gesamtantwortzeit
(EWGAZ) setzt sich nun aus der mittleren Zeit, die fiir das Einfligen eines Objekts
bendtigt wird und welche mit der Aktualisierungsrate gewichtet wird, und dem
Erwartungswert der Anfrageantwortzeit zusammen. Der EWGAZ wird auf diese
Weise fiir jede Kombination von Indexstruktur, Einsatzszenario und Datensatz
berechnet. Durch die Aggregation der Anfrage- und der Aktualisierungsleistung in
eine einzige Kennzahl konnen die Gesamtkosten, die beim Einsatz einer bestimmten
Indexstruktur entstehen, miteinander verglichen werden.

5.2.5.2 Vergleich der Typabbildungsvarianten des dreidimensionalen Indexes

In diesem Kapitel werden die drei in Kapitel 5.2.4.4 fiir den ,Dreidimensionaler
Index” Ansatz vorgestellten Abbildungsvarianten Gleicher Abstand (GA), Gleiches
Gewicht (GG) und Objektverteilung (OV) miteinander verglichen, um die beste
Variante fiir den Vergleich mit den anderen Ansédtzen auszuwédhlen. Die Varianten
unterscheiden sich in den Abstidnden der in den Wertebereich der Typdimension
abgebildeten Werte benachbarter Typen. Zusitzlich wird eine vierte Variante unter-
sucht, bei der die Identifikationsnummern der Typen eins zu eins als abgebildeter
Wert iibernommen werden (1:1), ohne dass die abgebildeten Werte anschliefSsend
skaliert werden. Wie man in Abbildung 62 leicht sehen kann ist diese Abbildungs-
variante mit Abstand die schlechteste, welche mindestens 37% und bis zu 418%
langsamer ist als die schnellste Variante, je nach Einsatzszenario.

Abklrzung A B C D E
Wertebereich der

Typabbildung (in km) 6,5 165] 1.545| 14.047| 58.831
Vielfaches des vermutet

optimalen Wertebereichs 0,006 0,15 1,4 13 54

Abbildung 60: Wertebereiche der Typabbildung

Der Wertebereich der Typabbildung wird in fiinf Stufen variiert, welche abkiirzend
A, B, C, D und E genannt werden. Die jeweilige Grofie des Wertebereichs und das
Verhiltnis zur vermuteten optimalen Grofle sind in Abbildung 60 dargestellt. Die
vermutete optimale Grofse des Wertebereichs wird berechnet als das Produkt aus
dem mittleren Abstand der Objekte entlang einer Achse (welcher bei den verwende-
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Abbildung 61: Relativer Erwartungswert der Gesamtantwortzeit (EWGAZ) der verschiedenen
Typabbildungsvarianten je nach Einsatzszenario und verwendetem Wertebereich der Typabbil-
dung

ten Datensdtzen 4200 Meter betrdgt) und der Anzahl der Typen in der Hierarchie
(258). Damit soll eine gleichméfsige Gruppierung der Objekte in den inneren Knoten
des dreidimensionalen Indexes entlang der raumlichen Dimensionen und der Typ-
dimension erreicht werden. Die hier verwendeten Wertebereiche sind aus einem
iterativen automatischen Optimierungsprozess hervorgegangen, und reprdsentie-
ren jeweils das Optimum einer Iteration, wobei in jeder Iteration der Variations-
spielraum begrenzt war. Wie die Ergebnisse in Abbildung 61 zeigen, wurde eine
reprasentative Auswahl an Wertebereichen vorgenommen, da {iberwiegend einer
der mittleren Wertebereiche die besten Ergebnisse liefert.

In Abbildung 61 wird der relative Erwartungswert der Gesamtantwortzeit (relati-
ver EWGAZ) dargestellt, welcher wie folgt berechnet wird. Die Messungen werden
nach Einsatzszenario und Datensatz gruppiert. In jeder Gruppe wird fiir jede Kom-
bination aus Typabbildungsvariante und Wertebereich der Typabbildung deren
relativer EWGAZ als das Verhiltnis des entsprechenden EWGAZ zum minimalen
EWGAZ der Gruppe berechnet. Die Sdulen in Abbildung 61 stellen jeweils den Mit-
telwert iiber alle neun Datensdtze dar. Die Berechnung des relativen EWGAZ
ermOglicht den Vergleich der Ergebnisse verschieden grofier Datensdtze sowie die
Bildung eines aussagekriftigen Mittelwerts dariiber.

Als erstes féllt auf, dass in den Einsatzszenarien Datenanbieter und Mobiles Endge-
riat der Wertebereich der Typabbildung weit weniger Einfluss auf die Leistung der
Anfrageverarbeitungskomponente hat als in den anderen beiden Einsatzszenarien.
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Insgesamt ist die wesentliche Erkenntnis aus diesem Vergleich, dass es ausreicht,
den Wertebereich der Typabbildung in der Ndhe des optimalen Wertebereichs fest-
zulegen. Selbst wenn der Unterschied eine ganze Groflenordnung betrdgt ver-
schlechtert sich die Leistung dadurch nur um circa 5%. Wenn der Wertebereich
jedoch weiter abweicht, dann fiihrt dies zu deutlichen Leistungseinbufien. Leider
gibt es keinen eindeutig besten Wertebereich sondern dieser hangt vom Einsatzsze-
nario und der Typabbildungsvariante ab. Gemittelt {iber alle Szenarien erzielt die
Typabbildungsvariante GA die beste Leistung mit dem Wertebereich C, und die
Varianten GG und OV arbeiten am effizientesten mit dem Wertebereich D.

c 140% S S Abbildungs-
L= — — © )
% Q I ® Sa variante
g g g 130% = 0 1:1
£E3 I GA
L % 2 B GG
593
8T 110% | m ov
T ==
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Daten- Verzeichnis- Integrations- Mobiles Einsatz-
anbieter dienst middleware Endgeréat szenario

Abbildung 62: Vergleich des relativen EWGAZ flr den jeweils besten Wertebereich pro Abbil-
dungsvariante und Einsatzszenario

In Abbildung 62 wird eine Teilmenge der Ergebnisse aus Abbildung 61 dargestellt.
Fiir jede Typabbildungsvariante wird in jedem Einsatzszenario nur jeweils derje-
nige Wertebereich der Typabbildung gezeigt, der den schnellsten relativen EWGAZ
ergibt. In der Abbildung wird der jeweils dargestellte Wertebereich durch dessen
Abkiirzung am oberen Ende der Sdule angezeigt. Zusatzlich wird den drei Typab-
bildungsvarianten noch die Variante 1:1 gegeniibergestellt. Es ist deutlich zu sehen,
dass die Variante OV die beste Leistung erbringt. In den Einsatzszenarien Datenan-
bieter und Mobiles Endgerit ist sie um ungefahr 7% schneller, in den anderen bei-
den Szenarien sind es mindestens 20%. Man muss jedoch bedenken, dass die
Variante OV im Voraus schon zusétzliches statistisches Wissen iiber die Verteilung
der Objekte auf die Typen der Typhierarchie benétigt, um diese Leistung erbringen
zu kénnen.

Die beste Alternative, die ohne zusatzliches Wissen auskommt, ist die Variante GG,
welche immer zwischen 1% und 8% schneller ist als die Variante GA. Die Variante
1:1 ist immer weit abgeschlagen.

In der weiteren Diskussion wird nur noch die Variante OV beriicksichtigt, da diese
die beste Leistung erzielt. In jedem FEinsatzszenario wird ebenfalls nur derjenige
Wertebereich der Typabbildung beriicksichtigt, der die beste Leistung erzielt.
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5.2.5.3 Indexaufbau

In diesem Kapitel wird der Verwaltungsaufwand der einzelnen Indexstrukturen
analysiert. Der Aufwand setzt sich zusammen aus der mittleren Zeit, die fiir das
Einfiigen eines Objekts in die Indexstruktur benétigt wird (siehe Abbildung 63) und
dem mittleren Speicherverbrauch jedes Objekts (siehe Abbildung 64). In beiden
Abbildungen kénnen die insgesamt fiir jeden Datensatz bendtigte Zeit bzw. Spei-
chermenge errechnet werden, indem die dargestellten Werte mit der Anzahl der
Objekte im jeweiligen Datensatz multipliziert werden. In den weiteren Betrachtun-
gen wird der Aufwand zum Aktualisieren eines Objekts angendhert durch den Auf-
wand fiir das Einfligen eines neuen Objekts.
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Abbildung 63: Mittlere Dauer des Einfiigens eines Objekts in die Indexstruktur

In Abbildung 63 ist zu sehen, dass die Indexstrukturen in den Ansétzen ,Getrennte
Indexe” (GI) und ,Rdumlicher Index pro Typ” (RIpT) dhnlich schnell aufgebaut
werden. Die fiir jedes Objekt benétigte Zeit wachst nur leicht mit zunehmender
Datensatzgrofie, so dass beide Ansdtze gut skalieren. Der Ansatz ,Aggregierter
Raumlicher Index pro Typ” (ArlpT) ist deutlich langsamer als die vorigen beiden
Ansitze, und der Abstand wird sogar noch grofier bei grofieren Datensdtzen. Beim
kleinsten Datensatz ist der ArlpT Ansatz 2,8 mal langsamer als der GI Ansatz und
beim grofiten Datensatz ist er sogar 3,1 mal langsamer.

Der Ansatz ,Dreidimensionaler Index” (3DI) bewiltigt bei kleinen Datensédtzen den
Indexaufbau dhnlich schnell wie der ArlpT Ansatz. Je nach Wertebereich der
Typabbildung ist er zwischen 2,4 und 3,2 mal langsamer als der GI Ansatz. Bei gro-
en Datensdtzen ist der 3DI Ansatz klar besser als der ArlpT Ansatz. Hier ist er nur
zwischen 2,2 und 2,6 mal langsamer als der GI Ansatz. In Abbildung 63 wird eben-
falls deutlich, dass der Wertebereich der Typabbildung (hier B, C, D oder E) einen
erheblichen Einfluss auf die fiir den Indexaufbau benétigte Zeit hat. Je grofier der
Wertebereich ist, desto langsamer ist der Indexaufbau. Dies ist darauf zurtickzufiih-
ren, dass der verwendete MX-CIF Quadtree mehr innere Knoten anlegen muss, um
den grofieren Wertebereich abzudecken. Die anderen hier nicht dargestellten
Typabbildungsvarianten (GA und GG) zeigen ein dhnliches Verhalten.
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Abbildung 64: Mittlerer Speicherverbrauch pro Objekt

Aus Abbildung 64 kann abgelesen werden, dass die mittlere Grofle des Speicherbe-
reichs, der von einem Objekt belegt wird, weitgehend unabhidngig von der Grofie
des Datensatzes ist. Der Speicherbereich umfasst die Geometrie des Objekts, deren
kleinstes umschliefendes Rechteck, die Identifikationsnummer des Typs des
Objekts sowie weitere fiir die Indexorganisation benotigte Datenstrukturen. Gro-
Bere Datensédtze fithren nicht zu einer schlechteren Speicherausnutzung.

Am wenigsten Speicher benétigt der GI Ansatz. Der RIpT Ansatz belegt ungefdhr
25% mehr Speicher. Alle Varianten des 3DI Ansatzes bendtigen dhnlich viel Spei-
cher. Sie bendtigen ungefdhr die Hélfte mehr als der GI Ansatz. Weit abgeschlagen
ist der ArlpT Ansatz, welcher drei mal so viel Speicher belegt wie der GI Ansatz.
Dies entspricht ungefdhr dem Grad der Redundanz, den dieser Ansatz herbeifiihrt.
Die hier verwendete Typhierarchie hat vier Ebenen, pro Ebene wird einmal der
komplette Datensatz abgelegt. Lokale Unregelmiafiigkeiten in der Objektverteilung
fithren dazu, dass kleinere Indexe vor allem in den unteren Ebenen der Typhierar-
chie einige innere Knoten einsparen kénnen, so dass insgesamt nur der dreifache
Speicherverbrauch verzeichnet wird und nicht der vierfache.

5.2.5.4 Einsatzszenarienspezifische Analyse

In diesem Kapitel wird spezifisch fiir jedes Einsatzszenario (siehe Kapitel 5.2.3) die-
jenige Hauptspeicherindexstruktur (siehe Kapitel 5.2.4) ermittelt, mit der die Anfra-
geverarbeitungskomponente dort die beste Leistung erzielt. Beim Ansatz
,Dreidimensionaler Index” (3DI) wird nur die Typabbildungsvariante berticksich-
tigt, welche die Gewichtung entsprechend der Objektverteilung (OV) vornimmt.
Als Wertebereich der Typabbildung wird jeweils derjenige gewdhlt, der die beste
Leistung erzielt, siehe Abbildung 62.

In Abbildung 65 ist die relative Leistung der vier Ansitze fiir jeden untersuchten
Datensatz getrennt nach den Einsatzszenarien dargestellt. Gleichermafien wie in
Kapitel 5.2.5.2 berechnet sich der relative Erwartungswert der Gesamtantwortzeit



162 Kapitel 5: Realisierung der Anfrageverarbeitung

Datenanbieter __ Verzeichnisdienst
180% — 1000%
—~ 170% =+ A . 700%
& EANEA\ & H
5 160% = \ / \ = 160% =
S 150% & \/ S 150% 14
Z 140% \ T 140% -
O 130% T O 130% -
£ T \ AL = T A .
< 120% =+ N = 120% + i A
n'd T T
110% = — © 110% I YRS
100% :‘m 100% —Hw-w-h-w-h-/fbrﬁ
AN MO T IO O N~ 0 O I N M < D O N~ 00O
Datensatz |3 ¥ # % # # # # # Datensatz |3 # # % ¥ # 3# # ¥
Integrationsmiddleware Mobiles Endgeréat
o __V\—‘/‘\ 180% T
= ~ 170% +
S 400% | S OOEE\
3 160% + o 160% + \
S 150% | § 150% = )‘\
5 140% i 140% —4\ AN
R N £ o RN
S 120% -\—-\ i\’ S 120% | :
4 + o T |-
110% = 110% —+ et
0 o 7X
100% —+ S 100% iio—,—o—,—o—,—o—,—o—m
Datensatzﬂ?tggﬁﬁ?to@?t Datensatzggggﬁg?to@%

—e— Getrennte Indexe

—o— Raumlicher Index pro Typ
Indexstruktur . .
—a— Aggregierter raumlicher Index pro Typ

#— Dreidimensionaler Index

Abbildung 65: Relativer Erwartungswert der Gesamtantwortzeit (Relativer EWGAZ) der ver-
schiedenen Indexstrukturen je nach Einsatzszenario

(relativer EWGAZ) als das Verhiltnis des EWGAZ zum minimalen EWGAZ pro
Datensatz und Einsatzszenario.

Im Szenario Datenanbieter ist der Ansatz , Aggregierter Raumlicher Index pro
Typ” (ArlpT) klar der beste Ansatz. Der Ansatz ,Rdumlicher Index pro Typ* (RIpT)
ist im Mittel um 6% langsamer. Der Ansatz , Dreidimensionaler Index” (3DI) belegt
den dritten Platz mit einem mittleren Abstand von 17%. Mit zunehmender Daten-
satzgrofie wird der Abstand jedoch geringer. Der Ansatz ,Getrennte Indexe” (GI)
zeigt die schlechteste Leistung und liegt mindestens 18% und im Mittel sogar 43%
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hinter dem besten Ansatz. Auch hier ist der Abstand geringer bei grofieren Daten-
satzen.

Im Szenario Verzeichnisdienst zeigt wiederum der ArlpT Ansatz die beste Leis-
tung. Der RIpT Ansatz ist im Mittel 11% langsamer. Bei kleinen und mittelgrofien
Datensdtzen ist der 3DI Ansatz wesentlich langsamer (im Mittel um 31%) als der
ArlpT Ansatz. Bei grofien Datensdtzen zeigt der 3DI Ansatz jedoch eine exzellente
Leistung, die gleichauf ist mit der des ArlpT Ansatzes. Im Mittel {iber alle Daten-
sdtze reicht es trotzdem nur fiir den dritten Platz. Der GI Ansatz ist weit abgeschla-
gen und bendtigt im Mittel die achtfache Zeit im Vergleich zum besten Ansatz.

Im Szenario Integrationsmiddleware hingt der beste Ansatz von der Grofle des
Datensatzes ab. Bei kleineren und mittelgrofSen Datensédtzen ist der RIpT Ansatz am
besten und der 3DI Ansatz ist im Mittel 15% schlechter. Bei grofsen Datensitzen ist
es genau anders herum. Eine hohere Aktualisierungsrate wiirde diesen Wende-
punkt zu Gunsten des RIpT Ansatzes verschieben wihrend eine niedrigere Aktuali-
sierungsrate vorteilhaft fiir den 3DI Ansatz wére. Der ArlpT Ansatz zeigt bei allen
Datensdtzen eine Leistung, die vergleichbar mit der des jeweils schlechteren der
beiden vorigen Ansidtze ist. Der ArlpT Ansatz liegt hier also nur an dritter Stelle.
Der GI Ansatz ist wiederum weit abgeschlagen und ist im Mittel 400% langsamer.

Im Szenario Mobiles Endgerit schliefslich ist der RIpT Ansatz der beste bei allen
Datensédtzen. Die ArlpT und 3DI Ansdtze zeigen eine vergleichbare Leistung bei
grofien Datensdtzen aber sie fallen deutlich zuriick bei kleinen und mittelgrofsen
Datensdtzen. Insgesamt ist der ArlpT Ansatz leicht besser als der 3DI Ansatz, er ist
im Mittel nur 15% langsamer wahrend der 3DI Ansatz im Mittel 21% langsamer ist
als der RIpT Ansatz. In diesem Szenario erreicht der GI Ansatz die Gréfienordnung
der anderen Ansitze, er ist im Mittel nur 39% hinter dem besten Ansatz. Trotzdem
ist er bei allen Datensétzen der langsamste Ansatz. Ahnlich wie bei den beiden vori-
gen Ansidtzen ist auch beim GI Ansatz der Abstand zum besten Ansatz bei grofien
Datensdtzen wesentlich kleiner als bei kleinen oder mittelgrofsen Datensétzen.

5.2.5.5 Zusammenfassung der Messungen

Uberraschenderweise ist der Ansatz ,Dreidimensionaler Index” nur in wenigen Fal-
len die beste Wahl. Stattdessen liefert dieser Analyse der Ansatz ,,Rdumlicher Index
pro Typ” die besten Ergebnisse. In den Szenarien mit einer hohen Aktualisierungs-
raten ist er am schnellsten von allen Ansidtzen, und in den Szenarien mit einer nied-
rigen Aktualisierungsrate ist er nur wenig langsamer als der schnellste Ansatz. In
letzteren Szenarien zeigt der Ansatz , Aggregierter Riumlicher Index pro Typ” die
beste Leistung, da dort dessen hohe Aktualisierungskosten nur eine untergeordnete
Rolle spielen. Dieser Ansatz hat jedoch immer noch den Nachteil eines sehr hohen
Speicherverbrauchs. Falls so wenig Speicher wie moglich belegt werden soll, dann
ist der Ansatz ,,Raumlicher Index pro Typ” zu bevorzugen.

Der Ansatz ,Dreidimensionaler Index” liegt in den meisten féllen nur auf dem drit-
ten Platz. Erst bei grofien Datensédtzen wird dessen Leistung konkurrenzfihig. Im
Szenario Integrationsmiddleware schafft es dieser Ansatz sogar, bei grofien Daten-
sdtzen schneller als alle anderen Ansédtze zu sein. Jedoch wird immer noch ein
Administrator benotigt, der einen sinnvollen Wert fiir den Wertebereich der Typab-
bildung festlegt, da sonst die Leistung betrdchtlich nachldsst. Des Weiteren benotigt
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die beste Typabbildungsvariante (Gewichtung nach der Objektverteilung) zusatzli-
ches statistisches Wissen iiber die Verteilung der Objekte auf die Typen der Typhie-
rarchie.

Bei diesem tiiberraschenden Ergebnis wirken verschiedene Aspekte zusammen. Der
dreidimensionale Index enthdlt immer alle Objekte des Datensatzes, wohingegen in
einem typspezifischen Index weniger Objekte enthalten sind, so dass ein solcher
Index auch weniger innere Knoten enthalt, die traversiert werden miissen. Zusitz-
lich miissen in einem typspezifischen Index bei der Traversierung nur zweidimensi-
onale Rechtecke verglichen werden, was schneller geht als dreidimensionale
Quader zu vergleichen. Die Uberschaubarkeit der Typhierarchie fiihrt dazu, dass
der Nachteil des Ansatzes ,Rdumlicher Index pro Typ”, bei dem moglicherweise
viele einzelne Indexe durchsucht werden miissen, nicht zum Tragen kommt.

Der Ansatz ,,Getrennte Indexe” ist bei Szenarien mit einem niedrigen Selektivitdts-
faktor des Typpréddikats weit abgeschlagen hinter den anderen Ansdtzen. In den
anderen Szenarien erreicht er eine Leistung, die in der Gréffenordnung derjenigen
der anderen Ansétze liegt, bleibt jedoch auch hier immer am langsamsten.

Bei grofien Datensédtzen sind die Leistungsunterschiede weniger stark ausgepragt
als bei kleinen und mittelgroffen Datensédtzen. Die Anfrageverarbeitungskompo-
nente kann auf dem Server, auf dem die Messungen durchgefiihrt wurden, im Mit-
tel zwischen 3500 und 8500 Objekte in 10 Millisekunden verarbeiten, je nach
Einsatzszenario und Datensatz. Sie {iibertrifft damit sogar das in Kapitel 5.2.1
gesteckte Ziel und ist somit darauf vorbereitet, auch zukiinftige anspruchsvollere
Aufgaben zu bewiltigen.

5.2.6 Abgrenzung

Wie schon anfangs angedeutet, konnen auch andere Informationssysteme wie z. B.
OGC Catalogue Services [OGC05a] (OGC CS) oder Grid Metadata Catalog Services
[Sing03] (MCS) von der hier diskutierten Anfrageverarbeitungskomponente profi-
tieren. Derzeit bieten Hersteller wie ESRI, Galdos oder Ionic Verzeichnisdienste fiir
Geodaten an, welche die OGC CS Implementation Specification [OGC05a] umset-
zen, sowie Server fiir Geodaten die der Web Feature Service Implementation Speci-
fication der OGC [OGCO05b] entsprechen. Jedoch konzentrieren sich diese Hersteller
darauf, ihre Systeme als Aufsatz auf gidngige objektrelationale Datenbanksysteme
zu implementieren und somit deren Anfrageverarbeitungskomponente zu verwen-
den. Deshalb haben die Hersteller wenig Einfluss auf die Arbeitsweise der Anfrage-
verarbeitung. Insbesondere konnen sie keine Anfrageverarbeitungskomponente
anbieten, die speziell auf die in Kapitel 5.2.2 vorgestellten typischen Anfragen
zugeschnitten ist. Forschungsprojekte wie z. B. das GDI NRW Testbed [Bern02]
kiimmern sich um den Entwurf der {ibergeordneten Gesamtarchitektur und um den
Entwurf der Interaktionsmuster zwischen den einzelnen Komponenten. Die Opti-
mierung der zu Grunde liegenden Datenstrukturen liegt nicht in deren Fokus.

Zhao et al. untersuchen in [Zhao04], wie man am besten einen OGC CS mit Hilfe
eines Grid MCS implementiert. Wahrend die Autoren nicht auf die interne Imple-
mentierung des Services eingehen, so unterstreicht es doch die Relevanz der hier
vorgestellten Anfrageverarbeitungskomponente. Aktuelle Arbeiten im Bereich der
Grid MCS befassen sich mit der Verwaltung von erweiterbaren Attributmengen
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[Deel04], jedoch nicht mit Indexstrukturen oder mit der Ausnutzung von Klassen-
hierarchien. Dogac et al. beschreiben in [DKLO05], wie Klassenhierarchien in ebXML
Verzeichnissen ausgenutzt werden konnen, ohne dabei jedoch ndher auf eine effizi-
ente Implementierung oder eine Unterstiitzung durch Indexe einzugehen.

Die Hauptspeicherdatenbanksysteme Cloudscape von IBM und TimesTen von Ora-
cle sind rein relationale Systeme und bieten keinerlei Unterstiitzung fiir Typhierar-
chien oder rdaumliche Indexe. MonetDB bietet geographische Erweiterungen
[BQK96], unterstiitzt jedoch auch keine hierarchischen Beziehungen. Aktuelle
Arbeiten in diesem Bereich zielen auf die Minimierung von falschen Sprungvorher-
sagen des Prozessors [Ross04] und auf die Entwicklung von Datenstrukturen, wel-
che den Aufbau des prozessorinternen Cachespeichers beriicksichtigen [MBKO00],
um den Flaschenhals zum Hauptspeicher zu entschédrfen. Diese Arbeiten sind kom-
plementar zu den hier durchgefiihrten Untersuchungen.

5.2.6.1 Raumliche Indexstrukturen

Ein detaillierter Uberblick iiber die wichtigsten rdumlichen Indexstrukturen kann in
[GaGii98] gefunden werden. Da der Fokus hier auf der Erstellung einer Anfragever-
arbeitungskomponente und nicht auf dem Entwurf einer neuen Indexstruktur liegt,
wurde eine wohlbekannte und géngige raumliche Indexstruktur ausgewahlt, die
mutmafllich am besten mit der Verarbeitung von realen Datensdtzen und hohen
Aktualisierungsraten zurecht kommt. Es wurde der MX-CIF Quadtree ausgewéhlt,
da er diese Anforderungen voll erfiillt und leicht zu implementieren ist. Das Ziel ist
hier nicht, die beste rdumliche Indexstruktur fiir die vorliegende Problemstellung
herauszufinden. Stattdessen wird analysiert in welcher Weise bekannte Indexstruk-
turen eingesetzt werden konnen, und wie dabei die rdumlichen Dimensionen und
die Typdimension kombiniert werden kénnen.

Vaid et al. beschreiben in [V]]S05] mehrere Ansitze, die raumliche Indexe und Text-
indexe kombinieren, um eine geographische Suchmaschine fiir das Web zu erstel-
len. Deren Ziel ist die Erhéhung der Prdazision und der Ausbeute bei der Suche. Im
Unterschied zur Problemstellung hier enthélt der Text einer Webseite wesentlich
mehr verschiedene Worte als es Typen in einer Typhierarchie gibt. Des Weiteren
sind keine hierarchischen Beziehungen zwischen Worten definiert oder werden in
irgendeiner Weise ausgewertet. Schliefilich werden dort die Daten in Dateien auf
der Festplatte gespeichert. Die dortigen Ergebnisse konnen also nicht direkt auf das
Problem hier iibertragen werden. Sie unterstreichen jedoch die Vorteile, die sich aus
einer funktions- und anwendungsspezifischen Anfrageverarbeitung ergeben kon-
nen.

5.2.6.2 Objektorientierte Datenbanken

Im Bereich der Objektorientierten Datenbanken wurden schon einige verwandte
Indexierungsprobleme diskutiert [KKD89, LOL92, MuP097, RaKa95]. Diese Indexe
kombinieren den Typ eines Objekts mit einem oder mehreren seiner Attribute.
Attribute diirfen jedoch nur einen Wert haben. Im Gegensatz dazu miissen Daten in
einer raumlichen Dimension mindestens durch ein Intervall reprdsentiert werden
konnen. Aus diesem Grund werden bei objektorientierten Datenbanken nur Index-
strukturen diskutiert, die einzelne Punkte in einem mehrdimensionalen Raum ver-



166 Kapitel 5: Realisierung der Anfrageverarbeitung

walten konnen (engl. point access methods). Demgegeniiber weisen die Geometrien
der hier verwalteten Objekte eine rdumliche Ausdehnung auf, so dass entspre-
chende rdumliche Zugriffsmethoden (engl. spatial access methods) benétigt wer-
den. Zur Bestimmung der geeignetsten Indexstruktur wurden hier umfangreiche
Messungen mit realen (rdumlichen) Datensdtzen durchgefiihrt. Hierbei wurde auch
der Aufwand zur Nachfiihrung von Aktualisierungen mit einbezogen, um dabei die
Gesamtkosten, die beim Einsatz verschiedener Indexstrukturen in einem realen Ein-
satzszenario entstehen, miteinander vergleichen zu konnen. Des Weiteren konnen
die folgenden nennenswerten Unterschiede identifiziert werden.

Die am meisten verwendete Indexstruktur ist der Class Hierarchy (CH) Index
[KKD89], welcher die Objekte primédr nach dem indexierten Attribut anordnet und
sekundar nach deren Typ. Dieser Index wurde fiir Szenarien entwickelt, in denen
viele Objekte den gleichen Wert im indexierten Attribut haben, was jedoch in einer
rdumlichen Dimension duflerst selten vorkommt. Konzeptionell ist dieser Index
vergleichbar mit dem rdumlichen Index des in Kapitel 5.2.4.1 vorgestellten
,Getrennte Indexe” Ansatzes. In [KKD89] werden auch ein Single Class (SC) Index
und ein Full Single Class (FSC) Index vorgestellt. Ersterer ist vergleichbar mit dem
in Kapitel 5.2.4.2 vorgestellten Ansatz ,Rdaumlicher Index pro Typ”, und letzterer
ist vergleichbar mit dem in Kapitel 5.2.4.3 vorgestellten Ansatz ,Aggregierter
Raumlicher Index pro Typ”. Wahrend in [KKD89] die SC und FSC Indexe als dem
CH Index unterlegen eingestuft werden, zeigen die hier durchgefiihrten Messun-
gen, dass in der hier untersuchten Anwendungsdomane das Gegenteil der Fall ist.

Der H-Baum [LOL92] fiigt Verbindungen zwischen einzelnen SC Indexen ein
gemafd der Vererbungsrelation der zugehorigen Typen. Hierdurch entsteht eine ein-
zige relativ komplex zusammenhédngende Indexstruktur. Eine theoretische Analyse
ergibt jedoch, dass der H-Baum bei der Verarbeitung von Aktualisierungen immer
langsamer ist als der Ansatz ,Rdumlicher Index pro Typ”. Bei der Verarbeitung von
Anfragen ist er immer langsamer als der Ansatz , Aggregierter Rdumlicher Index
pro Typ”. Schliellich ist die Indexstruktur wesentlich komplexer als der in
Kapitel 5.2.4.4 vorgestellte Ansatz ,Dreidimensionaler Index”. Insgesamt stellt der
H-Baum keine nennenswerte Konkurrenz dar und wird deshalb nicht weiter
betrachtet.

Der Multikey Type (MT) Index [MuPo97] arbeitet nach einem dhnlichen Prinzip wie
der hier vorgestellte Ansatz , Dreidimensionaler Index” zusammen mit der Typab-
bildungsvariante Gleiches Gewicht. Jedoch liegt das Hauptaugenmerk in [MuPo097]
auf der Berechnung einer optimalen Linearisierung von Typhierarchien, die Mehr-
fachvererbung enthalten. Die Skalierung der abgebildeten Werte in der Typdimen-
sion wird gar nicht angesprochen. Der Vergleich mit der 1:1 Typabbildungsvariante
in Kapitel 5.2.5.2 zeigt jedoch, dass dies einen betrdchtlichen Einfluss auf Leistung
des Indexes hat.

Der Class Division (CD) Ansatz aus [RaKa95] stellt einen Mittelweg zwischen den
SC und FSC Indexen dar. Hier ldsst sich der Grad der in der Indexstruktur vorhan-
denen Redundanz kontrollieren. Dadurch ldsst sich Anfrageleistung (viel Redun-
danz) gegen Aktualisierungsleistung (wenig Redundanz) eintauschen und
insbesondere auch ein Optimum zwischen beiden Extremen einstellen. Dieser
Ansatz kann prinzipiell auch auf die hier vorliegende Problemstellung iibertragen
werden, jedoch ist der Nutzen des kontrollierten Mittelwegs fraglich. In den Szena-
rien, in denen die Gesamtleistung von der Leistung bei der Verarbeitung von Aktu-
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alisierungen dominiert wird, arbeitet der CD Ansatz langsamer als der dort zum
Sieger gekiirte Ansatz ,Rdumlicher Index pro Typ”. In den Szenarien, in denen die
Gesamtleistung von der Anfrageleistung dominiert wird, arbeitet der CD Ansatz
langsamer als der dort zum Sieger gekiirte Ansatz , Aggregierter Rdumlicher Index

pro Typ”.

5.2.6.3 Objektrelationale Datenbanken

Konzeptionell wird in einem objektrelationalen Datenbanksystem ein Typ als eine
Tabelle und ein Attribut als eine Spalte dieser Tabelle abgebildet. In manchen Syste-
men, wie z. B. PostgreSQL, sind die Daten auch physisch auf diese Weise struktu-
riert. Ein Objekt wird als ein Tupel in der Tabelle des zugehorigen Typs
gespeichert. Anfragen nach Objekten eines bestimmten Typs werden intern auf die
Tabellen, die zu Subtypen des geforderten Typs gehoren, ausgedehnt. Indexe kon-
nen auch auf rdumlichen Attributen angelegt werden, jedoch nicht auf dem
Typattribut, da der Typ eines Objekts nicht explizit gespeichert wird. Auf diese
Weise kann in jeder Tabelle ein eigener raumlicher Index angelegt werden, was dem
Ansatz ,Rdumlicher Index pro Typ” aus Kapitel 5.2.4.2 entspricht.

Das DB2 Datenbanksystem von IBM verfolgt eine andere Strategie. Dort wird eine
sogenannte Hierarchietabelle angelegt, die alle Objekte des Datensatzes enthalt
[Care99]. Diese Tabelle enthilt je eine Spalte fiir jedes Attribut, das irgendwo in der
Typhierarchie definiert wird. Eine weitere Spalte speichert explizit den Typ des
Objekts. Wenn der Benutzer einen Index auf einer Spalte anlegt, dann wandelt DB2
diesen Index intern in einen zweidimensionalen Index um, der sich aus der angege-
benen Spalte und der Typspalte zusammensetzt. Riumliche Daten werden in DB2
mit Hilfe eines Grid Indexes verwaltet. Der kombinierte Indexeintrag setzt sich nun
aus der Nummer der Grid Zelle und der Typnummer zusammen, so dass letztend-
lich dieser Ansatz mit einem CH Index bei objektorientierten Datenbanken ver-
gleichbar ist, siehe Kapitel 5.2.6.2.

Wenn der Typ eines Objekts explizit in einer eigenen Spalte gespeichert wird und
wenn eigene Indexe auf diese Spalte und auf die Spalte, welche die rdumlichen
Daten enthilt, angelegt werden, dann konnen die folgenden Strategien zur Beant-
wortung von Anfragen zum Einsatz kommen. Der Anfrageprozessor kann beide
Indexe nutzen, indem er aus jedem Index diejenigen Tupelidentifikatoren holt,
deren Tupel das zugehorige Pradikat erfiillen. Anschlieffend werden diese beiden
Mengen geschnitten, bevor die restlichen Daten der tibrig gebliebenen Tupel von
der Tabelle eingelesen werden [AsCh75]. Alternativ kann der Anfrageprozessor den
selektiveren Index auswédhlen und damit eine Kandidatenliste erstellen, welche
anschliefsend sequentiell gefiltert wird [SAC+79]. Die hier durchgefiihrten Messun-
gen haben gezeigt, dass letztere Vorgehensweise, welche auch im Ansatz
,Getrennte Indexe” (siehe Kapitel 5.2.4.1) eingesetzt wird, im Hauptspeicher immer
die effizientere ist.

5.2.7 Zusammenfassung
In diesem Kapitel wurde eine hauptspeicherbasierte Anfrageverarbeitungskompo-

nente vorgestellt, welche die Charakteristika typischer Anfragen ausnutzt, die
raumliche Prdadikate enthalten sowie Prddikate, die den Typ der gesuchten Objekte
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festlegen [SGNMO6]. Die Anfrageverarbeitungskomponente kann in vielen einzel-
nen Komponenten eines grofien Informationssystems eingesetzt werden. Jede ein-
zelne Anfrageverarbeitungskomponente muss dabei Antwortzeiten in der
Grofienordnung von zehn Millisekunden erreichen, damit das Gesamtsystem inter-
aktiv genutzt werden kann. Beide Aspekte sprechen fiir einen Hauptspeicheransatz.

Es wurden vier verschiedene Ansédtze untersucht, die von getrennten Indexen auf
Typ und Geometrie iiber verschiedene Kombinationen geometrischer Indexe bis hin
zu einer mehrdimensionalen Indexstruktur reichen. Bei der mehrdimensionalen
Indexstruktur wurde zudem untersucht, wie die Objekttypen am besten auf Werte
in der Typdimension abgebildet werden konnen. Wie die Experimente gezeigt
haben, hdngt die beste interne Datenstruktur fiir die Anfrageverarbeitungskompo-
nente vom Einsatzszenario ab. Deshalb muss die Anfrageverarbeitungskomponente
tflexibel gestaltet werden, so dass die interne Datenstruktur bei der Installation
angepasst werden kann. Dies wird durch den Hauptspeicheransatz erreicht. Gemit-
telt iiber alle Einsatzszenarien bietet der Ansatz ,Rdumlicher Index pro Typ” die
beste Leistung. Ohne eine geeignete Parametrisierung ist der zundchst favorisierte
Ansatz , Dreidimensionaler Index” weit abgeschlagen. Dies ist auch der Ansatz, der
bisher in verwandten Arbeiten verfolgt wurde. Durch die hier vorgestellten Typab-
bildungsvarianten und die Festlegung eines geeigneten Wertebereichs der Typab-
bildung kann die Leistung erheblich gesteigert werden. Der Wertebereich muss
jedoch schon im Voraus festgelegt werden. Die Typabbildungsvariante, welche die
Gewichtung der abgebildeten Werte entsprechend der Objektverteilung vornimmt,
hat sich als diejenige mit der besten Leistung herausgestellt. Diese benotigt jedoch
zusétzliche Statistiken {iber die Verteilung der Objekte auf die Typen der Typhier-
archie. Selbst mit dieser Feinabstimmung ist der Ansatz ,Dreidimensionaler Index”
in den meisten Fallen um 10 bis 20 Prozent schlechter als der beste Ansatz, welcher
normale Geoindexe in cleverer Weise kombiniert. Hier zeigt sich, dass der simplere
Ansatz dem komplexen tiberlegen ist.

5.3 Automatische Koordinatentransformation

Insbesondere der Ort oder die Grundfldche eines Objekts bilden einen wesentlichen
Bestandteil des Umgebungsmodells. Anwendungen miissen die Position von oder
die rdumlichen Beziehungen zwischen Benutzern, Gerdten, Sensoren und Aktoren
kennen [DeAb99, Weis91]. Die Ortsinformationen stammen von verschiedenen Sen-
soren oder externen Informationsquellen und sollen zusammen im lokalen Umge-
bungsmodell der Anwendung verarbeitet werden. Hierbei ist eine geometrische
Reprdsentation der Ortsdaten am flexibelsten. Es konnen rdumliche Pradikate wie
Enthaltensein oder Uberlappung gepriift werden, Vereinigungen oder Schnitte
gebildet werden und Distanzen ausgerechnet werden. Aus diesem Grund miissen
sowohl die Anwendungen als auch die Integrationsmiddleware in der Anwen-
dungsdomaédne der kontextbezogenen Anwendungen mit raumlichen Daten umge-
hen kénnen.

Den Koordinaten der Geometrien ist immer ein Koordinatensystem zugeordnet,
siehe auch Abbildung 66. Es gibt unzdhlige Koordinatensysteme, und viele davon
sind weit verbreitet, wie beispielsweise WGS84 oder NAD83. Anwendungen in
Gebduden nutzen oft ein lokales Koordinatensystem, dessen Ursprung innerhalb
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Abbildung 66: Verschiedene Datenséatze nutzen unterschiedliche Koordinatensysteme. Diese
bilden die Knoten im Transformationsgraph, die Transformationsregeln (z. B. Projektion) bilden
die Kanten

des Gebdudes oder eines Raums liegt. Im Freien wird die Position typischerweise
mittels GPS (Global Positioning System) bestimmt, welches das WGS84 Koordina-
tensystem nutzt. Degegen liegen Kartendaten typischerweise in einem projizierten
Koordinatensystem vor wie Gauss-Kriiger Zone 3. Die EPSG Datenbank [EPSG04]
enthédlt knapp 3000 verschiedene Koordinatensysteme, die weltweit eingesetzt wer-
den. Diese Heterogenitdt der Koordinatensysteme wird in folgenden Fillen zum
Problem:

¢ Wenn mehrere Anwendungen zusammenarbeiten sollen.

¢ Wenn verschiedene Positionssensoren wie Infrarotbaken oder GPS integriert
werden sollen.

e Wenn Daten aus verschiedenen Quellen, die von verschiedenen Personen oder
Organisationen erhoben wurden, zusammen verarbeitet werden sollen.

* Wenn eine Integrationsmiddleware fiir kontextbezogene Anwendungen erstellt
werden soll (dann kommen die drei obigen Punkte zusammen).

Obwohl das Open GIS Consortium mit der Simple Features Specification (SFS) for
Corba [OGC99] eine Schnittstelle spezifiziert hat, die grundlegende Operationen
auf einfachen Geometrien ermoglicht, die in verschiedenen Koordinatensystemen
vorliegen diirfen, gab es zum Zeitpunkt der Entwicklung der Integrationsmiddle-
ware des Nexus-Systems keine addquate Implementierung davon. Die Java Topo-
logy Suite [ViS004] implementiert die dhnliche SFS for SQL [OGC99a], fordert
jedoch, dass alle zu verarbeitenden Geometrien im selben Koordinatensystem vor-
liegen, welches zudem ein kartesisches sein muss. Im deegree Projekt [deeg04] ent-
stehen einige Referenzimplementierungen aktueller Standards des Open GIS
Consortiums, unter anderem der Web Map Service Implementation Specification
und der Web Feature Service Implementation Specification. Der freigegebene Quell-
text enthdlt Pakete zur Verarbeitung von Geometrien und zur Koordinatentransfor-
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mation. Die einzige implementierte Vergleichsfunktion fiir Geometrien ist jedoch
die Schnittberechnung. Im Spatial Part des SQL99 Standards [ISO99] ist die Funk-
tion ST_Transform definiert, welche Umrechnungen zwischen beliebigen Koordina-
tensystemen erlauben soll. In der Implementierung durch IBMs Spatial Extender
[Davi98] sind jedoch nur Projektionen und keine Geoid-Uberginge moglich. Bei der
Verarbeitung wird stets die zweite Geometrie in das Koordinatensystem der ersten
Geometrie transformiert, was nicht immer optimal ist.

GeoKlassen

Aus diesem Grund wurden die GeoKlassen entwickelt, welche einen Wrapper um
die Java Topologie Suite darstellen, der automatisch die zu verarbeitenden Geomet-
rien in das geeignetste Koordinatensystem transformiert [SHGNO04]. Damit konnen
auf einfache und transparente Weise Geometrien in unterschiedlichen Koordinaten-
systemen verarbeitet werden. Die Umrechnung der Koordinatensysteme erfolgt so
selten wie moglich, und die Originalkoordinaten werden so lang wie moglich
bewahrt. Die Anwendung bemerkt dabei nichts von den internen Umrechnungsvor-
gangen.

5.3.1 Geometrietypen und Verarbeitungsfunktionen

Die GeoKlassen implementieren die SFS for Corba [OGC99]. Als Geometrietypen
stehen Punkte, Linienziige und Polygone sowie Gruppen dieser Basistypen zur Ver-
fligung. Punkte kénnen Objekte darstellen, die keine nennenswerte Ausdehnung
haben, beispielsweise Benutzer oder kleine Gegenstidnde wie Sensoren oder Schal-
ter. Linienziige konnen Straflen oder berechnete Wegstrecken reprasentieren. Poly-
gone eignen sich fiir Gebiete wie Gebdudegrundrisse, Rdume oder das
Empfangsgebiet einer Infrarotbake.

Geometrien konnen mittels verschiedener Funktionen, die auf Egenhofers Nine
Intersection Model [EgHe91] basieren, miteinander verglichen werden auf Gleich-
heit, Uberlappung, Enthaltensein, und so weiter. Neue Geometrien kdnnen mit
Funktionen wie Vereinigung, Schnittmenge oder Differenz aus vorhandenen Geo-
metrien abgeleitet werden. In den GeoKlassen werden alle Verarbeitungsfunktio-
nen an die entsprechende Implementierung in der Java Topology Suite [ViSo04]
weitergeleitet. Zuvor wird, falls notwendig, eine Transformation des Koordinaten-
systems durchgefiihrt. Die Java Topology Suite setzt Koordinaten in einem kartesi-
schen Koordinatensystem voraus. Fiir zukiinftige Operationen werden die
Originalkoordinaten weiterhin im Geometrieobjekt gespeichert. Die Koordinaten
konnen in drei Dimensionen vorliegen, fiir die Berechnungen werden jedoch nur
die zwei Koordinaten der Ebene berticksichtigt.

Es stehen zwei verschiedene Typen von Koordinatensystemen zur Verfiigung. Geo-
graphische Koordinatensysteme nahern die Form der Erde durch ein Ellipsoid an.
Die Koordinaten geben den Lingengrad und den Breitengrad an. Ein projiziertes
Koordinatensystem definiert ein ebenes kartesisches Koordinatensystem. Hierfiir
werden Punkte auf der Oberflache der Erde durch eine Projektionsvorschrift in die
Ebene abgebildet. Beispielsweise benutzt das Gauss-Kriiger Zone 3 Koordinatensys-
tem eine transverse Mercator Projektion ausgehend vom geographischen Koordina-
tensystem DHDN (Deutsches Hauptdreiecksnetz). In Innenrdumen wird héaufig ein
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lokales Koordinatensystem verwendet, welches als Spezialfall eines projizierten
Koordinatensystems angesehen werden kann.

5.3.2 Koordinatensystemtransformationen

Im Nexus-System werden derzeit iiberwiegend das geographische Koordinatensys-
tem WGS84 und das projizierte Koordinatensystem DHDN/Gauss-Kriiger Zone 3
benutzt. Die Transformation zwischen beiden Koordinatensystemen lduft in zwei
Schritten ab. In beide Transformationsrichtungen muss zundchst in das geographi-
sche Koordinatensystem DHDN transformiert werden.

Transformationen wie Projektionen und Geoid-Ubergénge kénnen vorwirts und
rickwarts durchgefiihrt werden, dies geschieht jedoch nicht verlustfrei.
Abbildung 67 zeigt die Abweichungen der Koordinaten nach einer Vorwérts- und
Riickwarts-Transformation vom WGS84 ins DHDN /Gauss-Kriiger Zone 3 Koordi-
natensystem und zuriick. Die Kurve zeigt den Abstand zwischen der Aus-
gangskoordinate und dem Ergebnis nach einer Vorwirts- und Riickwarts-
Transformation in Abhédngigkeit des Langengrads der Koordinate. Die zweite
Kurve zeigt die Ergebnisse wenn als projiziertes Koordinatensystem das
DHDN/Gauss-Kriiger Zone 4 Koordinatensystem verwendet wird, welches gegen-
tiber dem DHDN/Gauss-Kriiger Zone 3 Koordinatensystem einen nach Osten ver-
schobenen Nutzungsbereich aufweist. Abbildung 67 kann wie folgt interpretiert
werden. Jeder Transformationsschritt fiihrt unausweichlich zu Ungenauigkeiten,
wobei die Abweichungen im besten Fall in der Gréfienordnung von einem Millime-
ter liegen. Jedes projizierte Koordinatensystem hat nur einen eingeschranken Nut-
zungsbereich. Fiir das DHDN/Gauss-Kriiger Zone 3 Koordinatensystem liegt der
Nutzungsbereich zwischen 7° 30" Ost und 10° 30" Ost. Aufierhalb davon nehmen
die Abweichungen exponentiell zu. Im Randbereich bewegen sich die Abweichun-
gen noch im Zentimeterbereich und sind damit noch tolerabel. Fiir das
DHDN/Gauss-Kriiger Zone 3 Koordinatensystem liegt der Randbereich zwischen
5° 0" Ost und 7° 30" Ost sowie zwischen 10° 30" Ost und 13° 0" Ost.

Abweichung der transformierten Koordinate
von der Ausgangskoordinate
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Abbildung 67: Abweichungen der Koordinaten nach einer hin und zurtiick Umwandlung von
WGS84 nach DHDN/Gauss-Kriger Zone 3/4 und zuriick nach WGS84 in Abhéngigkeit vom L&an-
gengrad

Dies zeigt, dass Koordinaten so selten wie moglich transformiert werden sollten,
und dass das Zielkoordinatensystem der Transformation sorgfaltig ausgewdahlt
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werden sollte. In den GeoKlassen werden Koordinaten erst transformiert, wenn
dies unausweichlich ist, z. B. wenn zwei Geometrien verglichen werden sollen.
Gleichzeitig werden die Originalkoordinaten weiterhin gespeichert, um bei einer
folgenden Transformation von diesen ausgehen zu kénnen.

5.3.3 Bestimmung des gemeinsamen Koordinatensystems

Damit die Java Topology Suite Geometrien verarbeiten oder vergleichen kann, miis-
sen beide im selben kartesischen Koordinatensystem vorliegen. Dies erfordert
einerseits die Bestimmung des gemeinsamen Koordinatensystems und andererseits
die Transformation der Koordinaten einer oder beider Geometrien in dieses Koordi-
natensystem.

In der EPSG Datenbank [EPSG04] werden sowohl Koordinatensysteme als auch
Transformationsregeln zwischen ausgewéhlten Paaren von Koordinatensystemen
verwaltet. Falls es keine direkte Transformationsregel zwischen zwei Koordinaten-
systemen gibt, dann konnen die Koordinatensysteme als Knoten in einem Graph
und die existierenden Transformationsregeln als Kanten zwischen diesen Knoten
interpretiert werden, siehe Abbildung 66. Die Transformation zwischen den beiden
gegebenen Koordinatensystemen setzt sich dann aus der Konkatenation der Trans-
formationen auf dem kiirzesten Weg in diesem Graph zwischen den beiden entspre-
chenden Knoten zusammen.

Lokale Koordinatensysteme kénnen in diesen Graph integriert werden, indem sie in
Bezug zu einem bekannten projizierten Koordinatensystem gesetzt werden. Die
zugehorige Transformationsregel kann aus einer Rotation, Translation und Skalie-
rung zusammengesetzt sein. Jetzt konnen Geometrien im lokalen Koordinatensys-
tem des Smart Rooms mit Geometrien im lokalen Koordinatensystem des zweiten
Stocks oder mit beliebigen anderen Geometrien, deren Koordinatensystem auf
einem Pfad im Graph erreichbar ist, verglichen werden.

Jedem Koordinatensystem wird ein Nutzungsbereich und ein Randbereich zuge-
ordnet, welches jeweils ein Rechteck im globalen WGS84 Koordinatensystem ist.
Nach Abbildung 67 liegt der Nutzungsbereich des DHDN/Gauss-Kriiger Zone 3
Koordinatensystems zwischen 7°30” Ost und 10°30” Ost (und zwischen 47° und 56°
Nord wegen der Verschiebung des DHDN Ellipsoids gegeniiber dem WGS84 Ellip-
soid). Der Randbereich ist um 3°30” in jeder Richtung grofier als der Nutzungsbe-
reich. Im Nutzungsbereich sind die Transformationsfehler minimal, im
Randbereich noch tolerabel und auflerhalb davon zu grof.

Das gemeinsame Koordinatensystem zweier Geometrien wird wie folgt ermittelt.
Wenn beide Geometrien schon im gleichen kartesischen Koordinatensystem vorlie-
gen, dann wird dieses genommen. Andernfalls wird gepriift, ob das Koordinaten-
system einer der beiden Geometrien ein kartesisches ist, und ob die andere
Geometrie im Randbereich dieses Koordinatensystems liegt. In diesem Fall wird die
andere Geometrie in dieses kartesische Koordinatensystem transformiert. Ansons-
ten miissen fiir beide Geometrien alle passenden Koordinatensysteme aufgezahlt
werden solange bis beide Aufzdhlungen ein gemeinsames Koordinatensystem ent-
halten. Die Aufzdhlung erfolgt in den folgenden vier Stufen:
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1. Koordinatensysteme, in deren Nutzungsbereich die Geometrie enthalten
ist.

2. Koordinatensysteme, deren Nutzungsbereich die Geometrie schneidet.
3. Koordinatensysteme, in deren Randbereich die Geometrie enthalten ist.

4. Koordinatensysteme, deren Randbereich die Geometrie schneidet.

Nach jeder Stufe wird gepriift, ob ein gemeinsames Koordinatensystem entdeckt
wurde. Falls mehrere passende Koordinatensysteme gefunden werden, wird dasje-
nige ausgewadhlt, das die wenigsten Transformationsschritte erfordert. Falls nach
diesen vier Stufen immer noch kein passendes Koordinatensystem gefunden wer-
den konnte, so kdnnen die Geometrien nicht zusammen verarbeitet werden. Es wird
ein Fehler gemeldet.

5.3.4 Zusammenfassung

Die Moglichkeit, Geometrien in verschiedenen Koordinatensystemen gemeinsam
verarbeiten zu konnen, stellt einen wichtigen Baustein fiir kontextbezogene Anwen-
dungen dar. Die automatische Transformation der Koordinaten zwischen verschie-
denen Koordinatensystemen [SHGNO04] vereinfacht sowohl das Nutzen
existierender Daten, weil diese nicht vorab in ein passendes Koordinatensystem
umgewandelt werden miissen, als auch die Erhebung neuer Daten, beispielsweise
durch die Definition eines lokalen Koordinatensystems, das speziell auf das
Gebdude zugeschnitten ist, dessen Rdume ins Umgebungsmodell integriert werden
sollen. Die Geometrien beliebiger Objekte des Umgebungsmodells konnen nun
gemeinsam verarbeitet werden. Dies ist ein wesentlicher Grundpfeiler der Interope-
rabilitdt der Umgebungsmodelldaten und der Flexibilitdt der Integrationsmiddle-
ware.

Fir die Darstellung von Rdumen in Gebduden wéren unter Umstidnden auch topo-
logische oder symbolische Lokationsmodelle angebracht, insbesondere weil sie die
Erfassung der Daten erheblich vereinfachen wiirden. Eine entsprechende Erweite-
rung der GeoKlassen ist in jedem Fall erstrebenswert, bedeutet aber auch, dass die
GeoKlassen nicht mehr als reines Geometriepaket betrachtet werden koénnen, son-
dern dann umfassende Kontextinformationen aus dem Umgebungsmodell fiir die
Verarbeitung topologischer oder symbolischer Geometrien bendtigen.

Die Simple Features Specification erlaubt bewusst keine Kreise als Geometrietyp,
obwohl diese einige Vorteile bieten: Beispielsweise lassen sich damit elegant Mes-
sungenauigkeiten oder Ausbreitungsgebiete reprdasentieren. Auch die Enthalten-
seintiberpriifung kann sehr effizient berechnet werden. Jedoch wird es sehr
kompliziert, wenn aus einem Polygon und einem Kreis eine neue Geometrie berech-
net werden soll. Als Losung konnte ein dhnlicher Ansatz wie bei der Koordinaten-
transformation verfolgt werden. Der Kreis wird so spdt wie moglich in ein
regelméfiiges n-Eck, also in ein normales Polygon, umgewandelt.



174 Kapitel 5: Realisierung der Anfrageverarbeitung

5.4 Integration domanenspezifischer Funktionalitaten

Eine wesentliche Anforderung an die Integrationsmiddleware der Nexus-Plattform
stellt die Integration doménenspezifischer Funktionalitdten in die Anfrageverarbei-
tung dar. Auf diese Weise sollen oft bendtigte Funktionalititen zur Verfiigung
gestellt werden, so dass Anwendungen diese nutzen kdnnen und nicht selbst imple-
mentieren miissen. Auch sollen auf diese Weise ressourcenhungrige Funktionalita-
ten, die auf einem mobilen Endgerdt nicht verarbeitet werden koénnen, nutzbar
gemacht werden. Durch die Verarbeitung der doméanenspezifischen Funktionalita-
ten in der Integrationsmiddleware wird auch ein Potential zur Ausnutzung von
Synergieeffekten geschaffen. Die Funktionalititen konnen zum einen sehr effizient
auf die Daten des Umgebungsmodells zugreifen und durch kiirzere Antwortzeiten
schneller und gezielter auf den Kontext des Benutzers eingehen. Zum anderen kon-
nen die Ergebnisse der Funktionalititen zwischengespeichert werden und somit
von anderen Benutzern oder anderen Anwendungen genutzt werden ohne neu
berechnet werden zu miissen. Domédnenspezifische Funktionalititen gehen weit
tiber die generischen Verarbeitungsmoglichkeiten in traditionellen Datenbanksyste-
men hinaus. Im weiteren Verlauf dieses Teilkapitels werden einige solcher Funktio-
nalitdten vorgestellt, welche alle schon im Nexus-System genutzt werden konnen.
Die Funktionalititen sind in die Kategorien Mehrwertdienste (siehe Kapitel 5.4.1)
und Ergebnisaufbereitungsoperatoren (siehe Kapitel 5.4.2) aufgeteilt.

5.4.1 Mehrwertdienste

Mehrwertdienste laufen typischerweise in einer Foderationskomponente [NGS+01].
Sie sind jedoch nicht in die Anfrageverarbeitung integriert, sondern sind dieser vor-
gelagert. Sie bieten Anwendungen eine eigene Schnittstelle, die speziell auf die
Funktionalitdt des Mehrwertdienstes zugeschnitten ist. Mehrwertdienste beziehen
die fiir die Erbringung ihres Dienstes bendtigten Daten iiber die Anfrageverarbei-
tung der Foderationskomponente. Wenn der Mehrwertdienst und die Anfragever-
arbeitung in der selben virtuellen Java Maschine laufen, dann kénnen die Daten
direkt in der Hauptspeicherreprasentation (siehe Kapitel 5.1) iibergeben werden
und deren Serialisierung kann umgangen werden. Technisch wird hierbei der Serv-
let Context der Servlet API zur Kopplung von Mehrwertdienst und Anfrageverar-
beitung genutzt, da diese jeweils in selbstandige Servlets gekapselt sind. Zusatzlich
konnen Mehrwertdienste auch Daten aus anderen Quellen in ihre Verarbeitung
integrieren. Im Rahmen des Nexus-Projekts wurden schon einige Mehrwertdienste
implementiert, die im Folgenden vorgestellt werden.

Der Kartendienst zeichnet eine Karte und liefert diese als Pixelbild oder als Vektor-
grafik zurtick. Als Eingabe erwartet er eine AWQL-Anfrage, mit welcher die zu
zeichnenden Objekte aus dem Umgebungsmodell beschafft werden sollen, und die
Spezifikation der Ausgabe: Grafikformat, Grofle des Bildes und die Koordinaten der
Eckpunkte.

Der Navigationsdienst berechnet einen Weg. Er benotigt als Eingabe den Start- und
den Zielpunkt. Zusatzlich konnen Zwischenziele angegeben werden. Die Spezifika-
tion sieht ebenfalls vor, dass die zu nutzenden Beforderungsmittel und Navigati-
onspraferenzen vorgegeben werden kénnen, die Implementierung setzt dies jedoch
noch nicht um. Als Ausgabe liefert der Navigationsdienst eine Liste von einzelnen
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Abbildung 68: Das intelligente Stadtinformationssystem nutzt sowohl den Kartendienst als auch
den Navigationsdienst.

Punkten, welche die Zwischenpunkte des zuriickzulegenden Weges darstellen. Die
Schnittstellen des Kartendienstes und des Navigationsdienstes werden in [BDG+04]
genauer beschrieben. Die Ergebnisse beider Dienste sind in Abbildung 68 zu sehen.

Der 3D-Selektionsdienst [Deng06] ermoglicht die Verarbeitung dreidimensionaler
Geometrien. Somit konnen beispielsweise die Riume eines bestimmten Stockwerks
in einem mehrstockigen Gebdude ausgewdhlt werden. Der Dienst erwartet eine 3D-
Anfrage als Eingabe, welche intern zu einer normalen AWQL-Anfrage mit zweidi-
mensionalen rdumlichen Vergleichspradikaten umgewandelt wird. Die von der
Foderationskomponente gelieferte Ergebnismenge wird vom Dienst mit den Pradi-
katen der 3D-Anfrage nochmals gefiltert, um das endgiiltige Ergebnis zu erzeugen.

Der Fehlersuchedienst ermoglicht einem Entwickler, die Kommunikation zwischen
einer Anwendung und der Féderationskomponente zu untersuchen. Hierzu werden
Anfragen und Ergebnismengen abgefangen und mit dem in einer weiteren Diplom-
arbeit entstandenen Nexus Editor [NeumO6] grafisch dargestellt. Der Entwickler
kann Anfragen abandern, bevor diese von der Foderationskomponente verarbeitet
werden, und er kann die zuriickgelieferten Ergebnismengen abdndern, bevor diese
an die Anwendung zuriickgeschickt werden. Dies erleichtert die Fehlersuche in der
Kommunikation einer Anwendung erheblich. Abbildung 69 zeigt den Fehlersuche-
dienst in Aktion.

5.4.2 Ergebnisaufbereitungsoperatoren

Ergebnisaufbereitungsoperatoren werden von der Foderationskomponente als Teil
der Anfrageverarbeitung ausgefiihrt [NGS+01]. Die Operatoren kénnen die von den
Datenanbietern gelieferten Daten aufbereiten, bevor diese an die Anwendung
zurtickgeschickt werden. Die Ergebnisaufbereitungsoperatoren erhalten ihre Daten
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Abbildung 69: Der Fehlersuchedienst fangt Anfragen und Ergebnismengen ab und stellt diese
mit dem Nexus Editor grafisch dar.

mittels der in Kapitel 5.1 vorgestellten Hauptspeicherreprdasentation der Umge-
bungsmodelldaten von der Anfrageverarbeitung. Es ist konzeptionell nicht vorge-
sehen, dass solche Operatoren auf externe Datenquellen zugreifen. In der
Implementierung wird dies jedoch nicht unterbunden.

5.4.2.1 Konzept der Ergebnisaufbereitungsoperatoren

Es gibt zwei Typen von Ergebnisaufbereitungsoperatoren: die verschmelzenden
Operatoren und die verarbeitenden Operatoren. Die Schnittstelle beider Typen von
Operatoren besteht jeweils aus einer Methode, der Verarbeitungsmethode. Bei ver-
schmelzenden Operatoren hat diese Methode eine Menge von Ergebnismengen als
Eingabe und eine einzelne Ergebnismenge als Ausgabe. Jede Eingabemenge repra-
sentiert die Antwort eines Datenanbieters, so dass die Objekte getrennt nach
Datenanbieter verarbeitet werden konnen. Die Verarbeitungsmethode muss explizit
eine neue Ergebnismenge anlegen, und alle Objekte aus den Eingabemengen expli-
zit in die Ausgabemenge iibernehmen, wenn diese dort enthalten sein sollen. Ver-
schmelzende Operatoren fassen typischerweise Daten aus mehreren Objekten der
Eingabemengen zu einem neuen Objekt zusammen. Durch die explizite Ausgabe-
menge miissen die Quellobjekte nicht aus den Eingabemengen entfernt werden. Die
Eingabemengen sind unverdnderlich, so dass hier beispielsweise direkt die in
einem Cache gespeicherten Objekte genutzt werden konnen ohne vorher dupliziert
werden zu miissen.

Die Verarbeitungsmethode verarbeitender Operatoren hat ebenfalls eine Menge
von Ergebnismengen als Eingabe, jedoch keine Ausgabe. Die Objekte sollen hier an
Ort und Stelle verdndert werden. Die Eingabemengen sind also gleichzeitig auch
die Ausgabemengen. Verarbeitende Operatoren dndern typischerweise nur
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bestimmte Aspekte eines Objekts wie dessen Geometrie, so dass das kopieren der
Objekte einen unnotigen Aufwand darstellt. Falls Objekte wegfallen oder neue hin-
zukommen sollen, so miissen die Eingabemengen entsprechend gedndert werden.
Dies fiihrt dazu, dass Objekte, die aus dem Cache stammen, dupliziert werden mdis-
sen, bevor sie an einen verarbeitenden Operator weitergeleitet werden.

An die Verarbeitungsmethoden beider Typen von Operatoren kann zusatzlich ein
Parametersatz tibergeben werden, mit dem die Verarbeitung konfiguriert werden
kann. Die Anwendung kann entweder die Parameter explizit in der Anfrage setzen
oder sie kann einen vordefinierten Parametersatz auswahlen. Auf diese Weise kon-
nen zum Beispiel Schwellwerte oder Qualitdtseinstellungen angepasst werden.

Die Operatoren werden durch eine Konfigurationsdatei (einem sogenannten deplo-
yment descriptor) in die Anfrageverarbeitung integriert. In dieser Datei steht der
Name des Operators, dessen Typ und die den Operator implementierende Klasse.
Des Weiteren wird dort das Schema des Parametersatzes beschrieben sowie die vor-
definierten Parametersdtze aufgefiihrt.

Diese minimale Schnittstellenspezifikation reicht bereits aus, um die in
Kapitel 5.4.2.2 vorgestellten Operatoren umsetzen zu koénnen. Das Konzept der
Ergebnisaufbereitungsoperatoren kann in folgender Weise erweitert werden.

Die Operatoren sollen die an die Datenanbieter weitergeleiteten Anfragen beein-
flussen konnen. Damit konnen die Operatoren sicherstellen, dass alle bendtigten
Attribute angefordert werden, und sie konnen zusétzliche Kontextdaten aus dem
Umgebungsmodell beschaffen. Ein einfacher Ansatz sieht vor, dass alle Typpradi-
kate im restriction Teil der Anfrage disjunktiv um eine in der Konfigurationsdatei
vorgegebene Liste weiterer Typpradikate ergdnzt werden. Somit konnen zusatzli-
che Objekte angefordert werden, die denselben Einschrankungen entsprechen wie
die urspriinglich von der Anwendung angeforderten Objekte. Zusédtzlich kann der
filter Teil der Anfrage um eine ebenfalls in der Konfigurationsdatei vorgegebene
Liste von Attributen ergdnzt werden. Falls dieser einfache Ansatz nicht ausreichend
ist, so kann ein komplexerer Ansatz verfolgt werden. Dort wird die Schnittstelle der
Operatoren um eine Methode ergdnzt, die von der Anfrageverarbeitung zwischen
Schritt 3 und 4 aufgerufen wird, siehe Kapitel 4.2. Die Methode hat eine Anfrage als
Eingabe und eine Anfrage als Ausgabe. Der Operator kann somit die Anfrage der
Anwendung komplett umstellen.

Eine andere Erweiterung des Konzepts stellt die Vorgabe von Anforderungen an
die Eingabemengen dar. So kann ein Operator fordern, dass eine Eingabemenge in
einer bestimmten Sortierung vorliegt, oder dass es einen Index auf einem bestimm-
ten Attributteil gibt. Die Anfrageverarbeitung kann dann entweder die geforderten
Eigenschaften selbst herbeifithren, oder sie kann diese Anforderungen an die
Datenanbieter weiterleiten. Es ist auch denkbar, dass es mehrere Implementierun-
gen eines Operators gibt, die unterschiedliche Anforderungen an die Eingabemen-
gen haben. Die Anfrageverarbeitung kann dann diejenige Implementierung
auswdhlen, deren Anforderungen sie am leichtesten erfiillen kann, beispielsweise
indem der Index des Caches genutzt werden kann oder indem die Sortierung der
Objekte schon vom Datenanbieter erledigt wird.
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5.4.2.2 Beispiele fiir Ergebnisaufbereitungsoperatoren

Von den Partnern im Nexus-Projekt wurden schon einige Ergebnisaufbereitungso-
peratoren implementiert, welche hier vorgestellt werden sollen. Es gibt einen ver-
schmelzenden Operator, der sich iiberlappende Straflendatensédtze verschmelzen
kann [Volz06b]. Dieser wertet hierfiir vorab berechnete MRep-Relationenobjekte
aus, welche zusammengehorige Strafienobjekte identifizieren, siehe Kapitel 4.4.1.1.
Abbildung 70 veranschaulicht das Ergebnis dieses Operators.

Uberlappende StraRendatensatze Verschmolzener Datensatz

\

GK_STUTTSART | 5408320°41'25,84" N ¢ | Pan finished, [ GK_STUTTGART | 5408320°41'25,84" N ¢ | Pan finished.

Ok | Cancel J Load Map | K | Cancel I Load Map |

Abbildung 70: Ausgangsdaten und Ergebnis des Ergebnisaufbereitungsoperators, der Uberlap-
pende StraBendatensatze mit Hilfe von MRep-Relationenobjekten verschmilzt

Bisher gibt es zwei verarbeitende Operatoren, die beide Gebdudegrundrisse verein-
fachen. Der Generalisierungsoperator [KaFe06] versucht dabei, den Gesamtein-
druck des Grundrisses moglichst zu erhalten. Der Simplifizierungsoperator
versucht Ahnliches durch weglassen von Zwischenpunkten zu erreichen, ohne die
verbleibenden Punkte neu zu berechnen. Die Ergebnisse beider Operatoren sind in
Abbildung 71 gegeniibergestellt.

5.5 Weitere MaBnahmen

Die in diesem Kapitel beschriebenen weiteren Mafinahmen sind Ideen auf konzepti-
oneller Ebene zur Weiterentwicklung der Foderationskomponente.

Die Effizienz der Anfrageverarbeitung innerhalb einer Foderationskomponente
kann noch weiter gesteigert werden. Insbesondere ist dies der Fall, wenn Ergebnis-
mengen erst gar nicht von entfernten Datenanbietern geholt werden miissen, oder
wenn Ergebnisaufbereitungsoperatoren gar nicht ausgefiihrt werden miissen, weil
die jeweiligen Ergebnisse schon vorliegen. Hierfiir muss die Foderationskompo-
nente um einen sogenannten Cache erweitert werden. Es eignet sich jedoch kein
gewoOhnlicher Cache, wie er beispielsweise zum Zwischenspeichern von Webseiten
zum Einsatz kommt, da dieser nur Anfragen der Form ,Befindet sich Objekt X im
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Abbildung 71: Vergleich des Generalisierungsoperators und des Simplifizierungsoperators

Cache?” beantworten kann. Solche konkreten Anfragen werden nur hochst selten
von kontextbezogenen Anwendungen gestellt. Viel hdufiger beschreiben die Anfra-
gen deklarativ, an was die Anwendung interessiert ist: ,Finde alle Hotels, deren
Position im Kartenausschnitt liegt.”. Der Cache muss jetzt Anfragen der Form , Ent-
hélt der Cache alle Hotels, deren Position im Kartenausschnitt liegt?” beantworten.
Ein solcher Cache wird deklarativer Cache oder auch semantischer Cache genannt.
Zusatzlich soll der Cache auch Anfragen teilweise beantworten kéonnen und den
dann noch fehlenden Teil identifizieren kénnen. Abbildung 72 verdeutlicht dies an
einem Beispiel.

Bisher im
Cache

Gebaude

Cache-Anfrage = Datenanbieteranfrage

Restaurants

Abbildung 72: Aufteilung einer Anfrage in eine Cache-Anfrage und eine Datenanbieteranfrage

Der Cache enthilt die Ergebnisse zweier Anfragen nach Gebduden und nach Res-
taurants, die sich teilweise in ihrem Anfragegebiet {iberlappen. Restaurant sei ein
Subtyp von Gebdude, so dass die Restaurants im iiberlappenden Teil des Anfrage-
gebiets in beiden Ergebnismengen enthalten sind. Eine neue Anfrage fordert alle
Gebdude an, die in einem Anfragebiet liegen, das sich mit den Anfragegebieten der
beiden vorausgegangenen Anfragen iiberlappt. Viele gingige Verfahren (siehe
Kapitel 5.5.3) versagen hier schon ihren Dienst, da sie nur Anfragen aus dem Cache
beantworten konnen, wenn das Ergebnis der Anfrage vollstindig im Cache enthal-
ten ist. Der Cache soll feststellen, dass er die Gebdude im rechten Teil des Anfrage-
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gebiets und die Restaurants im unteren Teil des Anfragegebiets bereitstellen kann.
Bei den Datenanbietern muss also nur noch nach Gebduden im oberen linken Teil
des Anfragegebiets und nach Gebduden aufier Restaurants im unteren linken Teil
des Anfragegebiets gesucht werden. Die Anfrage der Anwendung kann also in eine
Cache-Anfrage und in eine Datenanbieteranfrage aufgeteilt werden. Je nach der
Lage der Dienstgebiete der Datenanbieter konnen so ganze Anfragen eingespart
werden oder zumindest die Ergebnismengen in ihrem Umfang verringert werden.

Zur Losung dieser Aufgabe sind verschiedene Ansitze denkbar, welche hier kurz
skizziert werden sollen. Hierbei kann wie auch schon in Kapitel 5.2 ausgenutzt wer-
den, dass typische Anfragen rdaumliche Pradikate und Typpradikate enthalten. Das
Hauptproblem stellt die Beschreibung des Cache-Inhalts dar. Im Inhaltsverzeichnis
miissen alle Anfragen vermerkt werden, deren Ergebnismengen im Cache zwi-
schengespeichert wurden. Besonders wichtig sind dabei die Pradikate des restriction
Teils der Anfragen, da sie den Inhalt der Ergebnismenge deklarativ beschreiben.
Das Inhaltsverzeichnis muss zudem so organisiert sein, dass effizient bestimmt
werden kann, ob eine gegebene Anfrage vollstandig oder teilweise aus dem Cache
beantwortet werden kann, und welche Datenanbieteranfrage danach noch tibrig
bleibt. Im Folgenden werden die Ansdtze komplexe Geometrien, Hyperquader und
Gitterzellen gegeniibergestellt (Kapitel 5.5.1). AnschlieSend werden weitere zu kla-
rende Fragen aufgezeigt (Kapitel 5.5.2). Zum Schluss wird die Eignung der bisheri-
gen Ansidtze aus der Literatur erortert (Kapitel 5.5.3).

5.5.1 Caching-Ansétze

Der Cache wird durch die Anfragen der Anwendungen mit Daten gefiillt. Da die
Anwendungen typischerweise auf den mobilen Endgeraten sich bewegender Benut-
zer ablaufen, sei das folgende Szenario angenommen, welches in Abbildung 73 dar-
gestellt ist. Ein Benutzer lduft durch die Innenstadt und stellt von Zeit zu Zeit
Kartenanfragen. Die einzelnen Kartenausschnitte iiberlappen sich teilweise. Alle
Kartenausschnitte sollen im Cache gespeichert werden.

Zur Vereinfachung der Darstellung werden Objekttypen hier ausgeblendet, alle
Anfragen zielen auf denselben Typ. Ahnlich wie in Kapitel 5.2 kann ein Typpradi-
kat als ein Bereich in der Typdimension reprdasentiert werden. Ebenfalls ausgeblen-
det werden Projektionen. Es wird angenommen, dass immer vollstindige Objekte
angefordert werden. Projektionen konnen ebenfalls in einer eigenen Dimension
reprasentiert werden, wobei jedem Attribut ein Bereich in dieser Dimension zuge-
ordnet wird. Je nach der Auswahl der Attribute kann es sein, dass eine Projektion
durch mehrere nicht zusammenhdngende Bereiche reprasentiert werden muss.

Komplexe Geometrie

Bei diesem Ansatz wird der Inhalt des Caches durch eine komplexe Geometrie
beschrieben. Wenn das Ergebnis einer neuen Anfrage dem Cache hinzugefiigt wird,
so wird als neue beschreibende Cache-Geometrie die Vereinigung aus der bisheri-
gen Cache-Geometrie und der Geometrie des Anfragegebiets berechnet. In [Enge04]
wurde gezeigt, dass dieser Ansatz prinzipiell funktioniert. Die Datenanbieteran-
frage kann durch eine Subtraktion der Cache-Geometrie vom Anfragegebiet rein
geometrisch berechnet werden. Es hat sich aber ebenfalls herausgestellt, dass die
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Abbildung 73: Beispielszenario und Aufbau des Inhaltsverzeichnisses der drei Caching-Ansatze

beschreibende Cache-Geometrie schon nach kurzer Zeit aus sehr vielen Eckpunkten
besteht, so dass sdmtliche Berechnungen und Vergleiche sehr aufwandig werden.
Dieser Ansatz scheidet damit aus.

Hyperquader

Der Hyperquaderansatz beschreibt den Inhalt des Caches durch eine Menge an
Hyperquadern. Im Beispiel in Abbildung 73 wird dies durch Rechtecke dargestellt.
Jedes Attribut, das in einem Prddikat einer Anfrage auftaucht wird durch eine
eigene Dimension im Hyperquader reprasentiert. Wenn in einer Anfrage ein Hyper-
quaderattribut nicht auftaucht, so fiillt der Hyperquader in dieser Dimension den
kompletten Bereich aus. Ein Hyperquader entspricht genau einem Term einer in die
disjunktive Normalform transformierten Anfrage. Wenn das Ergebnis einer neuen
Anfrage dem Cache hinzugefiigt wird, dann wird die Anfrage aufgeteilt in den Teil,
der schon im Cache vorhanden ist, und den Teil, der dort noch fehlt. Der fehlende
Teil wird dem Cache-Inhaltsverzeichnis hinzugefiigt, nachdem der fehlende Teil in
Hyperquader aufgeteilt wurde. Im Beispiel in Abbildung 73 wird der fehlende Teil
einer neuen Anfrage in zwei Rechtecke aufgeteilt. Allgemein kénnen auch mehr
Rechtecke entstehen, beispielsweise wenn der Benutzer seine Bewegungsrichtung
andert und nach links oben lduft. Im allgemeinen Fall mit beliebig vielen Dimensio-
nen wird die Aufteilung in Hyperquader entsprechend komplexer. Es ist noch kein
effizienter Algorithmus bekannt, mit dem zu einer gegebenen Anfrage bestimmt
werden kann, ob diese ganz oder teilweise vom Cache beantwortet werden kann.
Die Ermittlung der Datenanbieteranfrage ist dhnlich schwierig. Immerhin kénnen
schnell die zu betrachtenden Hyperquader gefunden werden, wenn diese in einem
rdumlichen Index organisiert sind. Damit die Anzahl der Hyperquader im Cache-
Inhaltsverzeichnis iiberschaubar bleibt, konnen benachbarte Hyperquader zusam-
mengefasst werden. Ein entsprechender Algorithmus muss jedoch auch erst noch
entwickelt werden.
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Gitterzellen

Der Gitterzellenansatz umgeht die Komplexitit des Hyperquaderansatzes, indem
der Datenraum in viele disjunkte Zellen aufgeteilt wird, welche in einem Gitter
angeordnet sind. Das Gitter hat genauso viele Dimensionen wie die Hyperquader
im vorigen Ansatz. Die Gitterzellen konnen entweder ganz leer oder ganz gefiillt
sein. Wenn eine Gitterzelle ganz gefiillt ist, bedeutet das, dass alle Objekte, die zu
diesem Bereich des Umgebungsmodells gehdren, im Cache gespeichert sind. Die
Aufteilung einer Anfrage ist sehr einfach. Es werden alle Gitterzellen aufgezahlt,
deren Bereich den durch die Prddikate der Anfrage definierten Bereich scheidet.
Wenn eine Gitterzelle gefiillt ist, wird ihr Bereich zur Cache-Anfrage hinzugefiigt.
Wenn sie leer ist, kommt er zur Datenanbieteranfrage. Bei leeren Zellen kann
zusdtzlich noch entschieden werden, ob diese Zelle komplett gefiillt wird, so dass
die Objekte bei zukiinftigen Anfragen verwendet werden kénnen, oder ob nur der
Teil der Zelle von den Datenanbietern angefordert wird, der tatsdchlich fiir die
aktuelle Anfrage bendtigt wird. Im letzteren Fall kann dieser Teil des Ergebnisses
nicht in den Cache aufgenommen werden. Als eine vielversprechende Strategie
erscheint, Zellen ganz zu fiillen, deren Bereich mehr als die Hélfte mit der Anfrage
tiberlappt. Der Nachteil dieses Ansatzes besteht darin, dass moglicherweise sehr
viele einzelne Zellen betrachtet werden miissen. Dadurch, dass die meisten Anfra-
gen nicht exakt auf die Gitterstruktur passen entsteht entweder zunachst unnétiger
Zusatzaufwand, wenn halb getroffene Gitterzellen ganz von den Datenanbietern
angefordert werden, oder es konnen die von einem Datenanbieter gelieferten
Objekte nicht weiterverwendet werden, da der Ansatz mit halb gefiillten Gitterzel-
len nichts anfangen kann. Fiir die Bestimmung der Zellengrofle und die Aufteilung
des Gitters liegen noch keine Erfahrungswerte vor. Durch die Ausdehnung der
Objekte kann es vorkommen, dass ein Objekt mehr als einer Gitterzelle zugeordnet
wird. In gleicher Weise kann dies bei Hyperquadern auch eintreten.

5.5.2 Offene Fragestellungen

Bis die oben beschriebenen Ansitze tatsdchlich in der Foderationskomponente ein-
gesetzt werden konnen, miissen noch die folgenden Fragen gekldrt werden. Die
Fragen sind gleichermafien fiir alle Ansétze relevant.

e Welche Cache-Inhalte sollen aus dem Cache entfernt werden, wenn Platz bendo-
tigt wird? Beim komplexe Geometrie Ansatz miisste die Geometrie beschnitten
werden. Bei den anderen Ansdtzen konnen die Objekte einzelner Hyperquader
oder Gitterzellen aus dem Cache entfernt werden.

¢ Sollen die Originaldaten der Anbieter oder die an die Anwendung ausgelieferte
integrierte Ergebnismenge gespeichert werden? Das Speichern der Originalda-
ten hat den Vorteil, dass diese als Eingabe fiir verschmelzende Ergebnisaufberei-
tungsoperatoren verwendet werden konnen. Nachteilig dabei ist ein hoherer
Verwaltungsaufwand. Das Speichern der integrierten Ergebnismenge hat den
Vorteil, dass die Daten im Cache direkt an Anwendungen ausgeliefert werden
konnen. Unklar ist dabei, wie neue oder nicht mehr verfiigbare Datenanbieter
gehandhabt werden konnen, und wie Anderungen in den Originaldaten eines
Anbieters im Cache nachvollzogen werden koénnen.
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¢ Wie konnen die im Cache gespeicherten Daten aktuell gehalten werden? Wie
bemerkt eine Foderationskomponente, dass sich die Originaldaten gedndert
haben? Wie kann ein Datenanbieter potentiell viele Foderationskomponenten
effizient tber Anderungen auf dem Laufenden halten? In [Vrho04] werden ver-
schiedene pessimistische und optimistische Verfahren vorgestellt und ihre Eig-
nung fiir die Konsistenzhaltung eines Foderationscaches diskutiert.

* Wie werden die gespeicherten Objekte verwaltet? Die Objekte konnen entweder
direkt bei der jeweiligen Inhaltsbeschreibung gespeichert werden, oder sie kon-
nen separat verwaltet werden. Der erste Ansatz hat den Vorteil, dass ausgehend
von den Datenstrukturen, die zur Aufteilung der Anfrage in eine Cache-Anfrage
und eine Datenanbieteranfrage verwendet werden, direkt auf die zugehorigen
Objekte zugegriffen werden kann, ohne nach ihnen suchen zu miissen. Proble-
matisch sind hierbei Objekte, die wegen ihrer Ausdehnung mehreren Gitterzel-
len oder Hyperquadern angehoren. Beim zweiten Ansatz gibt es kein
Duplikatproblem, dafiir muss fiir die Objekte eine separate Zugriffsstruktur
angelegt und traversiert werden.

Das grundlegende Cache-Konzept ldsst sich auch fiir andere Aufgabenstellungen
einsetzen, wobei weitere Fragen geldst werden miissen.

e Wie ldsst sich das Cache-Konzept auf das Zwischenspeichern der Ergebnisse
beliebiger Operatoren, also auch der Ergebnisaufbereitungsoperatoren, erwei-
tern? Wie lassen sich dort Anderungen der Ausgangsdaten bemerken und in den
zwischengespeicherten Daten nachfithren?

* Wie lasst sich das Cache-Konzept auf mobilen Endgerédten einsetzen? Wie kon-
nen dabei Rundsendeverfahren eingesetzt werden, um effizient die Caches vie-
ler mobiler Endgerdte bei moglichst geringem Bandbreitenverbrauch konsistent
zu halten?

¢ Wie konnen mehrere Foderationskomponenten mit benachbarten Zustindig-
keitsgebieten, die beispielsweise mit den Basisstationen benachbarter Mobil-
funkzellen verbunden sind, kooperieren? Wie konnen diese sich iiber die
gespeicherten Cache-Inhalte absprechen, so dass sie gemeinsam einen grofieren
Ausschnitt aus dem Umgebungsmodell abdecken kénnen.

e Lasst sich das Cache-Konzept auch auf den Verzeichnisdienst iibertragen? Kon-
nen dabei Anfragen in dhnlicher Weise den Datenbestand eines Datenanbieters
beschreiben? Kann dadurch die Effizienz des Verzeichnisdienstes oder der fode-
rierten Anfrageverarbeitung gesteigert werden?

5.5.3 Abgrenzung

In der Literatur existieren schon eine ganze Reihe von Ansdtzen fiir semantische
oder deklarative Caches. Pradikatbasierte Verfahren [DFJ+96, KeBa96] beschreiben
den Cache-Inhalt mittels den Pradikaten der Anfragen mit denen der Cache befiillt
wurde. Die Nutzbarkeit fiir neue Anfragen wird mittels Subsumptionstests
[GSW96, LaYa85, RoHu80] gepriift. Es werden jedoch keine Verfahren vorgestellt,
um diese typischerweise mit exponentiellem Aufwand verbundene Berechnung zu
beschleunigen. Ahnlichkeiten bestehen auch mit dem Problemfeld des Beantwor-
tens von Anfragen mittels materialisierter Sichten [GoLa01, Hale01]. Die Problem-
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stellung dort ist jedoch viel allgemeiner und komplexer, so dass die bisherigen
Losungen viel generischer sind und aufwéandige Berechnungen durchfiihren.

Anfrageschablonenbasierte Verfahren [APTP03] ermdoglichen einen effizienten Ver-
gleich einer gegebenen Anfrage mit den im Cache gespeicherten Anfragen. Bislang
miissen dabei jedoch die gespeicherten und die zu iiberpriifenden Anfragen die
gleiche Struktur aufweisen. Eine teilweise Nutzung vorhandener Cacheinhalte ist
nicht vorgesehen. Der oben vorgestellte Hyperquaderansatz soll die Effizienz der
Anfrageschablonen mit der Flexibilitdt der pradikatbasierten Verfahren kombinie-
ren und zusitzlich die teilweise Beantwortung von Anfragen aus dem Cache erlau-
ben.

In [DRS+98] wird ein komplett gegensédtzlicher Ansatz verfolgt indem eine mehrdi-
mensionale Domiéne in einzelne Zellen aufgegliedert wird, die jeweils komplett
oder gar nicht im Cache vorgehalten werden. Die Arbeit fokussiert jedoch insbeson-
dere auf die Verarbeitung von OLAP Aggregaten entlang mehrerer Dimensionen.
Der dortige Ansatz ist sehr dhnlich zum hiesigen Gitterzellenansatz, jedoch besitzen
hier die Objekte eine Ausdehnung und konnen nicht durch Punkte im Raum repra-
sentiert werden.

Aktuell werden Datenbank-Caching Verfahren entwickelt, die insbesondere auf die
Unterstiitzung von Verbundanfragen ausgerichtet sind. In [ABK+03, HaBii04a,
H&Bii04b] wird die Nutzbarkeit des Caches fiir eine gegebene Anfrage mittels einer
Priifanfrage ermittelt. Das Verfahren ist speziell auf Gleichheitsverbunde ausge-
richtet. Eine offensichtliche Ubertragbarkeit auf Bereichsanfragen ist derzeit nicht
ersichtlich. In [HSS04] wird ein Trie als Datenstruktur zur Verwaltung der auf
einem mobilen Endgerdt zwischengespeicherten Anfrageergebnisse eingesetzt. Das
Verfahren ist jedoch speziell auf Verbundanfragen ausgerichtet und behandelt den
effizienten Zugriff auf Bereichsprdadikate nachrangig.

Im Bereich mobiler Anwendungen wurden einige Ansdtze vorgestellt, welche die
pradikatbasierten Verfahren um die Betrachtung von Projektionen und um spezielle
auf mobile Nutzer zugeschnittene Ersetzungsstrategien erweitern [LLS99, ReDu00,
RDKO3]. Der Vergleich einer gegebenen Anfrage mit den gespeicherten Anfragen
wird mengentheoretisch durchgefiihrt, ohne hierfiir spezielle effiziente Datenstruk-
turen zu beschreiben. In [LLS02] wird ein zellenbasiertes Rundsendeverfahren zur
Verbreitung von Informationen an mobile Endgerédte vorgestellt. Moglicherweise
kann die dortige Methode zur Bestimmung der optimalen Zellengréfie auf den Git-
terzellenansatz tiibertragen werden. Proaktives Caching [HXW+05] transportiert
einzelne Indexknoten auf das mobile Endgerdt und soll damit sowohl Gebiets- als
auch Nachbarschaftsanfragen verarbeiten konnen. Die Niitzlichkeit im Zusammen-
hang mit Aktualisierungen bleibt offen, ebenso die Einsetzbarkeit in foderativen
Umgebungen, wenn ein globaler Index auf Grund der zu groflen Datenmenge nicht
mit vertretbarem Aufwand erstellt werden kann.

Bislang wurde kein semantischer Cachingansatz vorgestellt, der sowohl eine hohe
Trefferquote und Nutzungsrate erreicht als auch in effizienter Weise viele gespei-
cherte Anfragen verwalten kann, wie dies in der Foderationskomponente benétigt
wird. Gerade in der Anwendungsdoméne der kontextbezogenen Anwendungen
konnen die Charakteristika der typischen Anfragen ausgenutzt werden, und raum-
liche Indexe oder sogar kombinierte rdumliche und Typindexe, wie in Kapitel 5.2
beschrieben, zur Organisation der Cache-Inhalte und zur Suche nach den fiir eine
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gegebene Anfrage passenden Cache-Fragmenten genutzt werden. Hierdurch kon-
nen die Leistungsprobleme der mengentheoretisch oder pradikatenlogisch arbeiten-
den Verfahren umgangen werden.

5.6 Bewertung

In diesem Kapitel wurde die Anfrageverarbeitung innerhalb der Féderationskomp-
onente erdrtert und verschiedene Konzepte zur Erfiillung der an die Féderations-
komponente gestellten Anforderungen (siehe Kapitel2.2) vorgestellt. Die
automatische Koordinatentransformation und die verschmelzenden Ergebnisaufbe-
reitungsoperatoren ermoglichen die Integration der Daten mehrerer Anbieter. Die
einheitliche Datenstruktur der Hauptspeicherreprasentation sorgt fiir Heterogeni-
tatstransparenz und die verschmelzenden Ergebnisaufbereitungsoperatoren sorgen
durch das Zusammenfassen der iiber viele Anbieter verstreuten Daten zu einem
Objekt fiir Verteilungstransparenz. Die Ergebnisaufbereitungsoperatoren allgemein
sowie die Mehrwertdienste bieten die Moglichkeit zur Datenaufbereitung. Die Mehr-
wertdienste erfiillen zudem die Anforderung nach Mehrwertdiensten in der Integra-
tionsmiddleware. Die Effizienz der Anfrageverarbeitung kann durch spezielle auf
die orts- und typbezogene Anfrageverarbeitung zugeschnittene Datenstrukturen
sowie durch Caching gesteigert werden.

Die Hauptspeicherreprédsentation ist auf die effiziente Speicherung der Daten und
den effizienten Zugriff darauf ausgelegt. Die Klassen dienen als Schnittstelle fiir
Ergebnisaufbereitungsoperatoren und Mehrwertdienste. Sie konnen selbst Anfra-
gen verarbeiten, um Objekte auszuwéahlen oder Teilmengen zu bilden, und nutzen
dabei die orts- und typbezogene Anfrageverarbeitung. Diese nutzt die Charakteris-
tika typischer Anfragen aus, die meist raumliche Pradikate und Typpréadikate ent-
halten. Der Ansatz mit einem eigenen rdaumlichen Index pro Typ liefert die besten
Ergebnisse mit realen Geodaten. Er hat gegeniiber dem komplexeren 3D-Index den
Vorteil, dass er nicht parametrisiert werden muss. Es hat sich gezeigt, dass der 3D-
Index ohne eine addquate Skalierung in der Typdimension keine konkurrenzfihi-
gen Leistungen liefert.

Die Automatische Koordinatentransformation ermoglicht die transparente gemein-
same Verarbeitung von Geometrien, die in unterschiedlichen Koordinatensystemen
vorliegen. Die notwendigen Konvertierungen erfolgen automatisch im Hinter-
grund. Dies erleichtert die Interoperabilitdt verschiedener Datenanbieter und die
Zusammenarbeit verschiedener Anwendungen erheblich.

Die Integration doménenspezifischer Funktionalitdten in die Anfrageverarbeitung
entlastet Anwendungen auf mobilen Endgerdten, da hdufig benétigte Funktionali-
taten nicht selbst entwickelt und auch nicht selbst ausgefiihrt werden miissen. Die
Ausfiithrung in der Foderationskomponente ermdoglicht einen effizienten Zugriff auf
das Umgebungsmodell. Zusétzlich konnen Synergien mit anderen Benutzern oder
Anwendungen ausgenutzt werden, wenn beispielsweise Ergebnisse wiederverwen-
det werden. Mehrwertdienste sind der Anfrageverarbeitung vorgelagert und kon-
nen ihre Ergebnisse in eigenen Formaten zuriickliefern.
Ergebnisaufbereitungsoperatoren sind in die Anfrageverarbeitung integriert und
dndern im Voriibergehen bestehende Objekte des Umgebungsmodells oder erzeu-
gen neue.
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Beim Caching werden von Datenanbietern gelieferte Ergebnismengen zwischenge-
speichert, um damit zukiinftige Anfragen schneller beantworten zu koénnen. Der
Cache soll auch zur teilweisen Beantwortung von Anfragen genutzt werden kon-
nen, um die Datenanbieter zu entlasten.

Die Hauptspeicherreprasentation nutzt die orts- und typbezogene Anfrageverarbei-
tung, welche speziell die Charakteristika typischer Anfragen von kontextbezogenen
Anwendungen zur Steigerung der Effizienz ausnutzt. Die automatische Koordina-
tentransformation wird speziell zur Verarbeitung heterogener Geodaten bendtigt.
Mehrwertdienste und Ergebnisaufbereitungsoperatoren bieten die Moglichkeit,
Domianenwissen und spezifische, in der Anwendungsdomaéne benétigte, Funktiona-
litdten in die Anfrageverarbeitung zu integrieren. Das Caching kann durch den Ein-
satz von rdumlichen Indexen und durch das Ausnutzen der Eigenschaften typischer
Anfragen wesentlich vereinfacht werden und damit effizienter gestaltet werden.
Insgesamt wurde die Problemstellung der Anfrageverarbeitung innerhalb der Fode-
rationskomponente umfassend erdrtert und alle Anforderungen konnten erfiillt
werden. Zusidtzlich wurden effiziente Verfahren zur Beschleunigung der internen
Verarbeitung vorgestellt.



Zusammenfassung und Ausblick

In diesem Kapitel werden die wesentlichen Beitrdge der vorliegenden Arbeit
zusammengefasst und es wird auf mogliche Erganzungen der vorgestellten Kon-
zepte und Erweiterungen der Foderationskomponente hingewiesen.

6.1 Zusammenfassung

In dieser Arbeit wurde die Verarbeitung ortsbezogener Anfragen in lose gekoppel-
ten foderierten Systemen eingehend untersucht und im Prototyp des Nexus-Sys-
tems umgesetzt. Nachdem die durch das Nexus-Projekt vorgegebenen
Randbedingungen erhoben wurden (Kapitel 2), wurde die Architektur des Nexus-
Systems speziell nach den sich daraus ergebenden Anforderungen konzipiert
(Kapitel 3). Die Anfrageverarbeitung in der Foderationskomponente wurde einer-
seits aus dem Blickwinkel der Interaktionen zwischen den verschiedenen Kompo-
nenten des Nexus-Systems (Kapitel 4) und andererseits aus dem Blickwinkel der
internen Verarbeitung in der Foderationskomponente betrachtet (Kapitel 5). Hier-
durch wurden die Grundprobleme gelost, wie sich verteilte Umgebungsmodelle
von lose gekoppelten Datenanbietern foderieren lassen, wie ortsbezogene Anfragen
in einem solchen Umfeld verarbeitet werden konnen, und wie sich der Kontextbe-
zug und weitere Spezifika der Anwendungsdoméane zur Steigerung der Leistung
und Effizienz ausnutzen lassen.

In Kapitel 2 wurde zunédchst die Idee des Nexus-Systems beschrieben. Anschliefsend
wurden die Anforderungen erhoben, die an eine Foderationskomponente gestellt
werden, welche das Konzept des globalen Umgebungsmodells umsetzen soll.
Schliefslich wurde das dem Umgebungsmodell zu Grunde liegende Datenmodell
eingefiihrt, welches insbesondere Objekte mit Mehrfachattributen und Mehrfachty-
pen ermoglicht.

In Kapitel 3 wurde die Basisarchitektur des Nexus-Systems beschrieben. Es wurden
die beteiligten Komponenten und deren Aufgaben vorgestellt, sowie die Zusam-
menarbeit mit der Integrationsmiddleware bzw. der darin enthaltenen Féderations-
komponente erldutert. AnschlieSend wurde das foderative Integrationsprinzip auf
Basis der Lokal-als-Sicht Foderationsmethode erortert, wodurch die Autonomie der
Datenanbieter und die Anpassung der Anfrageverarbeitung auf dynamisch wech-
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selnde Konfigurationen von Datenanbietern sichergestellt werden kénnen. Es fol-
gen eine Beschreibung des Datenaustauschformat, der Anfragesprache und des
Verzeichnisdienstes sowie ein Vergleich des Nexus-Systems mit alternativen Archi-
tekturansatzen.

In Kapitel 4 wurde zuerst die Semantik von Anfragen auf Objekte mit optionalen
Attributen und Mehrfachattributen formal definiert, sowie die Dualitat der ver-
schiedenen Anfragesemantiken bei negierten Vergleichspradikaten hergeleitet.
Anschliefsend wurde die Vorgehensweise bei der Verarbeitung von Gebietsanfra-
gen in der Foderationskomponente erldutert. Fiir die Verarbeitung von foderierten
Nachbarschaftsanfragen wurden mehrere Ansédtze vorgestellt und experimentell
verglichen. Die Ansdtze unterscheiden sich in den vorausgesetzten Fahigkeiten der
Datenanbieter und in den zur Auswahl der relevanten Datenanbieter verwendeten
Statistiken. Durch die Verwendung einer geschitzten globalen Objektedichte und
durch moderate Parallelisierung konnten erhebliche Leistungszuwachse erzielt
werden. Fiir eine konsistente Behandlung von Mehrfachreprasentationen mussten
die bisheringen Anfrageverarbeitungskonzepte erweitert werden. Nach einer syste-
matischen Analyse aller moglichen Verteilungen der fiir die Objektauswahl rele-
vanten Informationen auf mehrere Datenanbieter konnte daraus ein Algorithmus
abgeleitet werden, der sicherstellt, dass eine Ergebnismenge weder Duplikate noch
irrtiimliche Treffer enthdlt, sofern die Mehrfachreprasentationen tiber MRep-Relati-
onenobjekte zugeordnet werden konnen. Wenn die geforderten Konsistenzgaran-
tien abgeschwdcht werden, kann auch der durch diesen Algorithmus bedingte
Zusatzaufwand eingeschrankt werden. Das Kapitel wird abgeschlossen mit einer
Diskussion der Moglichkeiten, die sich durch die Zusammenarbeit benachbarter
Foderationskomponenten ergeben, beispielsweise indem diese ihre gespeicherten
Cache-Inhalte koordinieren.

In Kapitel 5 wurden zuerst die intern bei der Verarbeitung der Anfragen verwende-
ten Datenstrukturen zur Reprdsentation von Anfragen und Ergebnismengen vorge-
stellt. Anschlieflend wurde eine speziell auf die Charakteristika typischer Anfragen
zugeschnittene Indexorganisation erldutert und experimentell mit alternativen
Ansdtzen verglichen. Der initial favorisierte Ansatz mit einer dreidimensionalen
Indexstruktur hat den Nachteil, dass er erst mit einer addquaten Parametrisierung
konkurrenzfihige Resultate erzielt. In den Experimenten konnte sich der Ansatz
mit getrennten rdumlichen Indexen fiir jeden Objekttyp durchsetzen. Danach
wurde eine Klassenbibliothek vorgestellt, welche die gemeinsame Verarbeitung von
Geometrien gestattet, die in unterschiedlichen Koordinatensystemen vorliegen. Die
notwendigen Transformationen werden transparent im Hintergrund durchgefiihrt,
wodurch die Zusammenarbeit und Interoperabilitit verschiedener Datenanbieter
und Anwendungen erheblich vereinfacht wird. Mittels Mehrwertdiensten und
Ergebnisaufbereitungsoperatoren konnen domanenspezifische Funktionalititen in
die Foderationskomponente verlagert werden. Dadurch wird die Anwendungsent-
wicklung vereinfacht und die Ausfiihrung der Funktionalititen kann von einem
direkten Zugriff auf das Umgebungsmodell profitieren. Die Effizienz der Foderati-
onskomponente kann weiter gesteigert werden, wenn sie von Datenanbietern gelie-
ferte Ergebnismengen zwischenspeichert, um bei der Verarbeitung zukiinftiger
Anfragen eventuell auf die Interaktion mit Datenanbietern ganz verzichten zu kon-
nen. Die Grundlagen fiir einen entsprechenden semantischen Caching-Ansatz wur-
den als Abschluss dieses Kapitels prasentiert.
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Tabelle 7 zeigt, wie die in Kapitel 2.2 aufgestellten Anforderungen durch die in die-
ser Arbeit entwickelten Konzepte erfiillt werden konnten.

Tabelle 7. Anforderungen und ihre Umsetzung

Anforderung umgesetzt durch

¢ Beriicksichtigung eines Datenanbieters nach Anmeldung beim
Verzeichnisdienst (Kapitel 3.4)

Autonomie ¢ Ermittlung der relevanten Datenanbieter mittels des Verzeich-
nisdienstes in den Verfahren zur Verarbeitung von Gebietsan-
fragen (Kapitel 4.2) und foderierten Nachbarschaftsanfragen
(Kapitel 4.3)

* Anfrageverarbeitungsverfahren (Kapitel 4.2 bis 4.4) sammeln
Daten bei relevanten Datenanbietern ein

¢ Unterschiedliche Koordinatensysteme der Geometrien werden

Integration automatisch angepasst (Kapitel 5.3)

* Verschmelzende Ergebnisaufbereitungsoperatoren koénnen
Mehrfachreprédsentationen zusammenfassen (Kapitel 5.4.2)

* Schematransparenz durch das globale Schema des Umgebungs-
modells (Kapitel 2.3)

* Heterogenitdtstransparenz ~ durch  die  Basisarchitektur
(Kapitel 3.1), das einheitliche Datenaustauschformat
(Kapitel 3.2) und die einheitliche Anfragesprache (Kapitel 3.3)
sowie durch die Hauptspeicherreprdsentation als weiteres
Schnittstellenformat (Kapitel 5.1)

Transparenz | o QOrts- und Namenstransparenz durch die deklarative Anfra-
gesprache (Kapitel 3.3) im Zusammenspiel mit dem Verzeich-
nisdienst (Kapitel 3.4) und durch die Zuriickverfolgbarkeit
eines Objekts zu seinem Datenanbieter mittels des NOL
(Kapitel 2.3)

¢ Verteilungstransparenz durch die Anfrageverarbeitungsverfah-
ren (Kapitel 4.2 bis 4.4) und durch die verschmelzenden Ergeb-
nisaufbereitungsoperatoren (Kapitel 5.4.2)

* Gebietsanfragen (Kapitel 4.2)
Anfragetypen
¢ Nachbarschaftsanfragen (Kapitel 4.3)

* Anfrageverarbeitungsverfahren (Kapitel 4.2 und 4.3) bestim-
men aktuell relevante Datenanbieter mit Hilfe des Verzeichnis-
Informations- dienstes (Kapitel 3.4)

maximierung | ¢ Daten zugehoriger Mehrfachreprisentationen werden mit Hilfe

von MRep-Relationenobjekten identifiziert und hinzugeladen
(Kapitel 4.4)
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Tabelle 7. Anforderungen und ihre Umsetzung

Anforderung umgesetzt durch

* Mehrwertdienste erzeugen Ergebnisse in eigenen Datenforma-

Datenaufbe- ten (Kapitel 5.4.1)

reitung » Ergebnisaufbereitungsoperatoren verdndern Objekte oder

erzeugen neue Objekte (Kapitel 5.4.2)

Mehrwert- * Mehrwertdienste (Kapitel 5.4.1)
dienste

e Die Effizienz wurde experimentell bei der Verarbeitung fode-
rierter Nachbarschaftsanfragen (Kapitel 4.3) und bei der orts-
und typbezogenen Anfrageverarbeitung im Hauptspeicher

Effizienz (Kapitel 5.2) bewertet

e Die Zusammenarbeit benachbarter Foderationskomponenten
(Kapitel 4.5) und das Caching (Kapitel 5.5) bieten weitere Mog-
lichkeiten zur Steigerung der Effizienz

Skalierbar- ¢ Basisarchitektur ermoglicht Duplizierung der Foderationskom-
keit ponenten (Kapitel 3.1)

Die in dieser Arbeit vorgestellten Verfahren nutzen in erheblichem Mafie die Cha-
rakteristika der Anwendungsdoméne der kontextbezogenen Anwendungen aus
und erlauben auch insbesondere die Integration von Domdnenwissen in den Anfra-
geverarbeitungsprozess. Die Eigenschaft typischer Anfragen, rdumliche Pradikate
und Typprdadikate zu enthalten, wird im Verzeichnisdienst und in der orts- und
typbezogenen Anfrageverarbeitung ausgenutzt. Die rdumliche Beschrankung von
Datensdtzen (Dienstgebiet) wird bei der Verarbeitung von Gebietsanfragen wie
auch Nachbarschaftsanfragen ausgenutzt. Der Ortsbezug der Daten wird beim
Cachen der Daten in der Foderationskomponente, bei der Kooperation benachbar-
ter Foderationskomponenten sowie bei der Speicherung von MRep-Relationenob-
jekten ausgenutzt. Die Eigenschaft des Datenmodells, Mehrfachattribute zu
erlauben, erfordert besondere Beriicksichtigung bei der formalen Definition der
Anfragesemantik sowie bei der Behandlung von Mehrfachreprdsentationen. Da
Geodaten hdufig in verschiedenen Koordinatensystemen vorliegen wurde mit der
automatischen Koordinatentransformation die Interoperabilitit dieser Daten
ermoglicht.

Ein Grofiteil der in dieser Arbeit vorgestellten Konzepte konnte bereits veroffent-
licht werden. Die Basisarchitektur und das Gesamtkonzept des Nexus-Systems
wurden beschrieben in [NGS+01, SHG+04, MNG+05]. [SIG+04] erlautert die fode-
rierten Nachbarschaftsanfragen. [SHGNO04] stellt die automatische Koordinaten-
transformation vor. Ideen zur Kooperation von Foderationskomponenten bei der
Verwaltung von mobilen Objekten werden in [DSB+04] erarbeitet. In [GBH+05]
wird beschrieben wie eine geeignete Implementierung je nach den Eigenschaften
der bereitzustellenden Umgebungsmodelldaten ausgewdhlt werden kann. Die
Erweiterung des Datenmodells um Attributteile, die insbesondere zur Reprasenta-
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tion von Metadaten benotigt werden, wird in [HKNS05] beschrieben. Die orts- und
typbezogene Anfrageverarbeitung wird in [SGNMO06] erldautert.

Die hier vorgestellten Konzepte wurden iiberwiegend im Prototyp des Nexus-Sys-
tems umgesetzt so dass sie von Anwendungen und anderen Komponenten des
Nexus-Systems genutzt werden konnen. Die Implementierung der Foderationskom-
ponente konnte auf einer internationalen Konferenz [NGS03] sowie bei der Bege-
hung des Sonderforschungsbereichs 627 im Juni 2006 gezeigt werden. Die
Schnittstellensprachen der Implementierung werden in [BDG+04] definiert. Zahl-
reiche weitere Implementierungsaspekte sind in technischen Berichten dokumen-
tiert. Diese Arbeit legt somit den Grundstein fiir weitere Forschungsarbeiten
insbesondere auch der Projektpartner im Nexus-Projekt.

6.2 Ausblick

Neben den in den Kapiteln 4.5 (Kooperation benachbarter Foderationskomponen-
ten) und 5.6 (Caching) vorgestellten weiteren Mafinahmen, welche auf die Steige-
rung der Effizienz bei der Erfiillung der bekannten Anforderungen abzielen,
werden im Folgenden Fortentwicklungen der Integrationsmiddleware vorgestellt,
welche im Zusammenhang mit zukiinftigen, weitergehenden Anforderungen ste-
hen.

Méchtigere Anfragesprache und Aktualisierungen

Es ist zu untersuchen, ob die bisherige einfache Anfragemaichtigkeit auch fiir
zukiinftige komplexere kontextbezogene Anwendungen noch ausreichend ist.
Raumliche Verbunde und Aggregationen stellen dabei die naheliegendsten Erwei-
terungen dar, weitere konnen mit einer Szenarienanalyse ermittelt werden. Mit
raumlichen Verbunden kénnen spezielle Kombinationen von Objekten erkannt wer-
den, beispielsweise alle italienischen Restaurants entlang der Fahrtroute, bei denen
es in weniger als 500 Metern Entfernung eine Tankstelle gibt. Mit einer Aggregation
konnte die Durchschnittstemperatur in einem Gebdude oder die Gesamtzahl der
freien Parkpldtze rund um ein Einkaufszentrum ermittelt werden. Neben den algo-
rithmischen Fragen, wie die Verbunde und Aggregationen berechnet werden und
ob die Datenanbieter dafiir zusdtzliche Fahigkeiten besitzen miissen, muss auch
geklart werden, wie die Ergebnisse solcher Operatoren im Datenmodell des Umge-
bungsmodells reprdsentiert werden konnen.

Bisher konnen Aktualisierungen nur unabhdngig voneinander verarbeitet werden.
Dies wird insbesondere dann zum Problem, wenn alle Reprdsentationen eines
mehrfach reprisentierten Objekts angepasst werden sollen. Wenn die Anderung
von manchen Datenanbietern zuriickgewiesen wird entsteht ein inkonsistenter
Objektzustand. Dem kann begegnet werden, wenn Anderungen transaktional
durchgefiihrt werden. Hierbei ist zu beachten, dass bei verteilten Transaktionen das
zwei Phasen Commit Protokoll notwendig wird, wodurch die Autonomie der
Datenanbieter eingeschrdankt wird. Des Weiteren kann untersucht werden, wie ein
generelles Transaktionskonzept umgesetzt werden kann, das mehrere Anfragen
und Anderungen in einer atomaren Transaktion biindeln kann. Im Zusammenhang
mit Caching miissen effiziente Verfahren zur Propagation solcher Anderungen ent-
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wickelt werden. Das Caching Konzept kann ebenfalls hilfreich sein, wenn eine
Transaktion zundchst nur auf der Cache-Kopie arbeitet und die Anderungen erst
nach erfolgreichem Abschluss der Transaktion an den Datenanbieter iibermittelt
werden.

Operator-basierte Anfrageverarbeitung und Datenstréme

Die bisherige Anfrageverarbeitung arbeitet nach einem festgelegten Ablaufschema,
was fiir die bisherige Anfragemachtigkeit auch vollig ausreichend war. Nach einer
Erweiterung der Anfragemaéchtigkeit muss auch dariiber nachgedacht werden, wie
die Anfrageverarbeitung flexibilisiert werden kann. Hierfiir muss ein Operatorkon-
zept entwickelt werden, mit dem die Verarbeitung in einzelne Etappen mit klar
definierter Schnittstelle aufgeteilt werden kann. Die bisher entwickelten Ergebnis-
aufbereitungsoperatoren sollten ebenfalls in dieses Operatorkonzept integriert wer-
den konnen. Des Weiteren kann im Zuge der Kooperation benachbarter
Foderationskomponenten untersucht werden, wie die Operatoren verteilt ausge-
tiihrt werden konnen, um die Last besser zu verteilen, und um den Weg der Daten
zu optimieren, wenn die Operatoren ndher zu den Daten verlagert werden konnen.
Hierbei kann auf bekannten Konzepten aus den Bereichen der verteilten Anfrageve-
rarbeitung [Koss00] und der Grid-basierten Anfrageverarbeitung [SWG+03] aufge-
baut werden.

Je mehr Sensoren Daten fiir das Umgebungsmodell automatisch erheben, desto
dynamischer wird das Umgebungsmodell selbst. Sensoren kénnen dann einen
Strom von Anderungen definieren anstatt ihre Daten iiber einzelne Aktualisie-
rungsnachrichten in das Umgebungsmodell einzubringen. In gleicher Weise kon-
nen Anwendungen auf dem aktuellen Stand bleiben, indem sie einen Datenstrom
der Anderungen in einem bestimmten Ausschnitt des Umgebungsmodells anfor-
dern anstatt immer wieder dieselbe Anfrage zu stellen. Hierbei kann untersucht
werden, wie bisherige Datenstromverarbeitungsansiatze [CHKS04, SBL04] in das
Verarbeitungskonzept des Nexus-Systems integriert werden konnen, und ob die
Verarbeitung von Datenstromen mit Operatoren beschrieben werden kann, die zu
obigem Operatorkonzept kompatibel sind, so dass beide Verarbeitungsparadigmen
kombiniert werden konnen. Zusdtzlich kann dariiber nachgedacht werden, ob auch
der Event Service in dieses Operatorkonzept integriert werden kann. Hierbei kon-
nen Erfahrungen aus anderen datenstromverarbeitenden Systemen [CLC+02,
LWZ04], die ebenfalls ereignisbasierte Anfrageergebnisse integrieren, mit einbezo-
gen werden.

Anfrageoptimierung

Nachdem die Machtigkeit der Anfrageschnittstelle wesentlich erweitert worden ist
und die Verarbeitung von Anfragen mittels des Operatorkonzept wesentlich flexibi-
lisiert worden ist ergeben sich vielfdltige neue Moglichkeiten zur Optimierung der
Anfrageverarbeitung. Es konnen heuristische Transformationsregeln entwickelt
werden, die immer zu einer Verbesserung fiihren. Fiir einige Operatoren kénnen
verschiedene Implementierungen zur Verfiigung stehen, die mittels eines noch zu
konzipierenden Kostenmodells gegeneinander abgewogen werden kénnen. Darauf
aufbauend kann ein kostenbasierter Optimierer entworfen werden, der die Reihen-
folge der Operatoren im Anfragegraph optimiert. Dieser kann ebenfalls die Vertei-
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lung der Operatoren auf die Foderationskomponenten und eventuell auch auf die
Datenanbieter optimieren und dabei auch deren aktuellen Auslastungszustand
beriicksichtigen. Hierbei konnen Konzepte aus [LBR+05] mit einbezogen werden.
Auf diese Weise kann durch die bessere Ausnutzung der verfiigbaren Ressourcen
die von einem Benutzer wahrgenommene Leistung des Gesamtsystems gesteigert
werden ohne dass tatsdchlich mehr Verarbeitungskapazitit zur Verfiigung gestellt
werden muss.
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