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/USAMMENFASSUNG

Wissen bzw. der Wissensvorsprung gegeniiber Wettbewerbern stellt im un-
ternehmerischen Umfeld ein zunehmend gefragtes Gut dar. Mehr und mehr
Informationsquellen werden erschlossen, um diesen Vorteil der Informiertheit
und die damit einhergehende Sicherheit zu erreichen und auszubauen. In
den letzten Jahren bspw. wurde unter dem Stichwort ,Data Mining“ hoher
Aufwand in die Erschliefung von unternehmensinternen Informationsquellen
wie ERP- oder PPS-Systemen investiert, um die in den Datenbanken dieser
Systeme verborgenen Informationen zu verarbeiten und entsprechendes Wissen
daraus abzuleiten. Durch immer schnellere Innovationszyklen und Produktfol-
gen wachst jedoch der Druck, sich neuen Aufgaben und Herausforderungen
zuzuwenden und sich ggf. auf technologisches oder methodisches Neuland zu
begeben. Neue Wissensquellen miissen hierzu erschlossen werden, da inner-
halb der jeweiligen Unternehmung, insbesondere bei kleineren Firmen, das
benotigte Wissen oftmals nicht vorhanden ist.

Mit dem WWW hat sich eine Informationsbasis etabliert, die nahezu uner-
schopflich ist. Informationen und Daten zu beliebigen Themen werden dort
vorgehalten und harren ihrer Auswertung. Genau hierin besteht jedoch die
Schwierigkeit. Existierende Werkzeuge, insbesondere herkommliche Suchma-
schinen, bieten dem Benutzer bei der Suche im Rahmen verhéaltnisméal3ig ein-
facher Fragestellungen, wie bspw. der Suche nach bekannten Fakten, eine
weitgehende Unterstiitzung. Werden die Fragestellungen jedoch komplexer
in dem Sinne, dass das Ergebnis der Suche kein einfaches Faktum sein kann,



sondern vielmehr das Resultat eines aufwandigen Analyseprozesses, so existiert
hierfiir kaum Werkzeugunterstiitzung. Die Durchfiihrung einer solchen kom-
plexen Recherche ist somit fiir den Benutzer zeitaufwéndig und wenig effektiv,
da ein hoher manueller Aufwand fiir die weiter gehende Analyse von ersten
Suchresultaten erbracht werden muss.

Im Rahmen dieser Arbeit werden nun Konzepte vorgeschlagen, wie solche
komplexen Recherchen besser durch Werkzeuge unterstiitzt werden konnen.
Es wird dazu eine Software-Plattform als Basis fiir die Entwicklung von Such-
werkzeugen zum Einsatz in komplexen Webrecherchen diskutiert. Aufbauend
auf dieser Plattform wurden verschiedene Suchwerkzeuge konzipiert, die im
Anschluss prasentiert werden: eine Entwicklungs-Komponente zur webprasenz-
spezifischen Analyse von Dokumenten, eine Komponente bzw. ein Mal} zur
Berechnung der inhaltlichen Ahnlichkeit von Texten, um Suchen schnell auf
thematisch relevante Bereiche einzugrenzen, sowie eine Technik zur Informati-
onsextraktion aus diesen Texten.

Diese Konzepte bilden die Grundlage fiir eine weiter gehende Unterstiitzung des
Anwenders bei komplexen Webrecherchen, als herkommliche Suchmaschinen
sie zu leisten vermogen. Zudem werden Entwickler von Suchwerkzeugen in die
Lage versetzt, schnell und effizient auf ein Suchproblem zugeschnittene Werk-
zeuge oder Werkzeugkomponenten zu entwickeln, und diese zu integrieren.

Die vorgeschlagenen Konzepte werden in Bezug auf ihre Leistungsfahigkeit
evaluiert. Anhand eines libergreifenden Anwendungsbeispiels wird dann de-
ren Zusammenspiel erlautert und der Mehrwert dieser Losungen gegeniiber
herkémmlichen Werkzeugen dargestellit.



ABSTRACT

Knowledge and the knowledge edge over competitors is gaining more and
more importance in the business environment. New sources of information
are developed in order to get more information and a more reliable basis for
strategic decisions than any competitor and thus to gain a competitive edge. In
recent years, for example, high effort was spent in developing company internal
information sources such as ERP or PPS systems by means of ,,Data Mining*, in
order to process the information that is hidden in the databases of these systems
and to derive new valuable knowledge from them. However, increasingly rapid
cycles of innovation lead to an increased pressure to face new challenges and
to focus on technological and methodological new territory. Therefore, new
sources of knowledge must be developed, as the necessary knowledge often
does not exist within the company, especially within smaller companies.

The WWW forms an information basis that is virtually inexhaustible. It holds
information and data on almost any topic and these information are awaiting
their anaylsis and utilization. Yet, this is where difficulties arise. Existing tools
such as conventional search engines provide valuable help to the user, especially
for simple information needs such as searching for known issues. However,
there is little tool supprort if complexity of such an information need increases
in a way that it cannot be satisfied by answers consisting of simple facts but if it
requires a complex analysis of many resources. Thus, manually processing such
complex searches is highly time consuming and little effective, as lots of data
have to be read and evaluated by the user.



The concepts proposed in this dissertation aim to enhance the tool support for
complex web searches: A search framework builds the basis for developing new
search tools and for integrating them. On top of this framework, several tools
have been designed and implemented: a subframework for the website-specific
analysis of resources, an approach to measure the semantic relatedness of two
texts in order to quickly focus the search on areas of the web that are relevant
for the current search, and finally a concept for extracting information from
these resources.

These concepts form the basis for better supporting the user in complex search
problems. Furthermore, developers of search tools are supported in efficiently
creating tools and components that are specific to a given search problem and
in integrating them.

The approaches proposed here are each evaluated in terms of their performance.
A comprehensive business case then illustrates their interaction and points out
the value of these solutions compared to conventional tools.



KAPITEL

EINLEITUNG

Im Zeitalter der Informationsgesellschaft sind Informationen und das daraus
ableitbare Wissen ein entscheidender Faktor fiir den wirtschaftlichen Erfolg
eines Unternehmens. Informationen und Wissen bilden die Grundlage fiir
unternehmerische Entscheidungen und damit fiir jegliche Innovation und wirt-
schaftlichen Fortschritt. Sie bilden aktuelle Entwicklungen in Worte und Zahlen
ab und stellen somit Vergleichbarkeit her bzw. machen wirtschaftliche und so-
ziale Rahmenbedingungen messbar. Die Kenntnis dieser Rahmenbedingungen
stellt die Grundlage fiir innovative Entwicklungen dar, aus denen in der Folge
wirtschaftliche Erfolge generiert werden [FKHO09]. Der Zugang zu den Quellen
dieser Informations-Ressourcen bzw. die Moéglichkeit, diese zu nutzen, ist da-
her ein mit Nachdruck verfolgtes Ziel modernen Unternehmensmanagements
[Spr06].

Der Zugriff auf aktuelle Informationen spielt dabei in vielen Bereichen des
unternehmerischen Handelns eine entscheidende Rolle. Er unterscheidet sich
in Art, Umfang und Quelle der benotigten Informationen.

Abbildung 1.1 zeigt unterschiedliche Wissensquellen bzw. Arten von Wissen



Wissen im Unternehmen
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Abbildung 1.1: Quellen von Wissen im Unternehmen

im Unternehmen. Sie lassen sich in zwei Bereiche gliedern: Zum einen der
Bereich der exakt quantifizierbaren objektiven Informationen wie Produktions-
und Verkaufsdaten. Informationen in diesen Bereichen konnen aus anfallenden
Prozessdaten wie bspw. ,,gefertigte Produkteinheiten pro Zeit“ oder ,verkaufte
Einheiten pro Monat“ abgeleitet werden und stellen ein wichtiges Instrument
fiir die Erfassung der aktuellen Leistungsfihigkeit des Unternehmens dar. Dem
gegeniiber steht der Bereich, in dem Informationen nicht exakt quantifizierbar
und vielmehr subjektiver Natur sind. Dort sind Einschatzungen und Bewer-
tungen gefragt, die entweder von menschlichen Akteuren oder aber durch
automatisierte Verfahren auf Basis von Heuristiken geliefert werden. Dies trifft
bspw. auf Bereiche wie Kunden- und Verbraucherfeedback zu, wo subjektive,
oftmals natiirlichsprachig formulierte und daher schwer automatisiert ver-
arbeitbare Markt- und Meinungsanalysen, Problembeschreibungen u. a. die
Informationsbasis bilden.

Um den aus dieser Unschérfe resultierenden Unsicherheiten zu begegnen, wer-
den vielfach unternehmensinterne wie -externe Experten hinzugezogen, die
ihr Wissen und ihre Erfahrung einbringen um die erhobenen Daten einzuord-
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nen, zu berwerten und somit fiir eine gesichertere Entscheidungsgrundlage
sorgen. Im Rahmen des Forschungsprojekts nova-net — Innovation in der Inter-
netokonomie wurde hierzu die Methode des Delphigestiitzten Szenariomana-
gements entwickelt [JKST07] sowie eine Softwarekomponente implementiert
[JKSO5][JSKMO06], die diese Methode umsetzt und die Zusammenarbeit ver-
teilter Experten sowie die zentrale Planung und Auswertung solcher Datenerhe-
bungen unterstiitzt.

Bei der Bewertung und Analyse von unternehmensintern bereits verfiigbaren
Daten, bspw. aus CRM-, ERP- und PPS-Systemen, setzt die Industrie mehr und
mehr auf Techniken wie das Data Mining. Damit wird versucht, Muster und
Abhéangigkeiten in strukturierten Daten und Prozessen zu entdecken und daraus
entsprechende Schlussfolgerungen zu ziehen [JKS06].

Im Bereich der externen und meist weniger strukturierten Daten bekommen
dagegen das Internet bzw. die derzeit bedeutendsten auf dem Internet aufbau-
enden Dienste World Wide Web und E-Mail einen immer hoheren Stellenwert in
der Unternehmens-IKT [SprO6][FKK10]. Dank der stetig wachsenden Speicher-
kapazitaten und Netzwerkbandbreiten wird insbesondere das World Wide Web
dabei immer mehr zu einer umfangreichen Informationsbasis, die Unmengen
an Wissen birgt. Die Schwierigkeit der ErschlielSung dieses Wissens besteht
zunehmend in der Strukturierung der vorhandenen Informationen, in deren
Bewertung und der Filterung im jeweiligen Kontext relevanter bzw. irrelevanter
Informationen. Ein entscheidender Wettbewerbsvorteil kann daher die Kennt-
nis solcher Informationsquellen und die Fahigkeit zu deren Auswertung sein.
Damit kann ein Wissensvorsprung gegeniiber Wettbewerbern aufgebaut und im
Idealfall dauerhaft gepflegt werden (vgl. [SBHT08]).

Im Kontext dieses Web-Szenarios ist jedoch offensichtlich, dass einfache Fak-
tenrecherchen, wie sie den Grof3teil der heutigen Websuchen ausmachen, hier
nicht zielfiihrend sind bzw. den entscheidenden Wettbewerbsvorteil nicht nach-
haltig werden liefern koénnen: eine Faktenrecherche wird nie wirklich Neues
zu Tage bringen sondern lediglich bereits existierendes Wissen zugreifbar ma-
chen. Zu einfach und naheliegend ist dieser Ansatz, als dass er nicht ohnehin
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von allen Beteiligten bereits genutzt wiirde. Entscheidend kann jedoch sein,
Zusammenhinge aufzudecken, Querbeziige zu identifizieren und Sammlungen
von Fakten vor einem bestimmten Informationshintergrund zu interpretieren.
Auf diese Art und Weise kann neues Wissen generiert werden und ein echter
Wissensvorsprung und damit ein Wettbewerbsvorteil aufgebaut werden. Die
Suche nach dieser Art Informationen ist jedoch ungleich komplexer als die
reine Recherche von Fakten [FKK10]. Sie wird im Folgenden als ,komplexe
Informationsrecherche® diskutiert.

1.1 Durchgangiges Beispiel und motivierendes Szenario

Die vorliegende Arbeit entstand im Rahmen des Forschungsprojekts nova-net —
Innovation in der Internetékonomie [SMS*08] im Unterprojekt ,,Expertensuche.
Grundlage fiir die in diesem Unterprojekt durchgefiihrten Arbeiten war die Be-
obachtung, dass insbesondere bei kleinen und mittelstdndischen Unternehmen
(KMU) oftmals unternehmensinterne Expertise nicht in dem Umfang vorhanden
ist, wie sie benotigt wird, um sich auf neue Themen- und Technologiefelder
zu wagen und dort erfolgreich zu bestehen [Sau99][KSS*07]. Dabei konnen
Unsicherheiten unterschiedlicher Art den Erfolg unternehmerischer Aktivitdten
gefahrden: es handelt sich zumindest teilweise um technologisches Neuland,
soziale Komponenten innerhalb des Akteursnetzwerkes sind dem Erfolg des
Projektes nicht forderlich, die Kenntnis des Marktes ist nicht ausreichend etc.
Oftmals erfolgt auch der Blick auf die Aktivitat durch die Brille des Unterneh-
mens bzw. der beteiligten Unternehmen und ist damit potentiell eingeschrankt
oder beeinflusst durch wirtschaftliche und technische Rahmenbedingungen,
was eine objektive Betrachtung der Probleme und Herausforderungen erschwert.
Neben der Kenntnis konkreter Fakten wie bspw. wirtschaftlicher oder sozialer
Rahmenbedingungen, sind vielfach auch implizite Wissensbestandteile [Pol85]
gefragt: Wissen iiber die Anwendung und Interpretation von Informationen
und iber die Erschlielfung weiterer Informationsquellen.

Mit der Consulting-Branche baut ein kompletter Dienstleistungszweig auf eben
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dieser Tatsache auf und bietet externes, hochspezialisiertes Wissen als Ergin-
zung zu den Kernkompetenzen des Beratung suchenden Unternehmens. Diese
Experten zeichnen sich nicht nur durch explizites Wissen auf dem betrachteten
Themenfeld aus, sondern auch durch ihre Fahigkeit, intuitiv bzw. auf Basis von
implizitem Wissen die richtigen Interpretationen, Hinweise, Anhaltspunkte oder
Handlungsanweisungen zu liefern. Grundlage hierfiir sind die umfangreichen
Kompetenzen eines Experten auf seinen jeweiligen Fachgebieten und der damit
einhergehende Uberblick sowie sein Verstindnis fiir komplexe Zusammen-
hange. Dadurch lassen sich hochspezialisierte Wissensquellen projektbezogen
nutzen, das Risiko einer eingeschrankten Sichtweise auf die aktuelle Fragestel-
lung wird reduziert und Handlungsalternativen konnen ggf. aufgezeigt werden
[JKSO5][JKST07]. Neben den etablierten Consulting-Firmen spielen aber ins-
besondere bei KMU auch unabhingige Experten aus Industrie und Forschung
eine zentrale Rolle bei der Einbringung externen Wissens. Sollen aber bei einer
Produktentwicklung einzelne Experten themenbezogen hinzugezogen werden,
so besteht eine entscheidende Herausforderung darin, die richtigen Experten
ausfindig zu machen [SBH'08]. Verschiedene Quellen konnen hierzu genutzt
werden: Biicher, Fachzeitschriften, Bibliothekskataloge, personliche Kontakte
und nicht zuletzt das World Wide Web mit seiner umfangreichen und stetig
wachsenden Informationssammlung.

Die Suche nach geeigneten externen Experten gestaltet sich jedoch haufig
schwierig und aul3erst zeitintensiv. Vor diesem Hintergrund sollte im Rahmen
von nova-net unter anderem untersucht werden, in wie weit das World Wi-
de Web dabei als Informationsquelle fiir die Suche nach externen Experten
herangezogen werden kann, welcher Grad an automatisierter Unterstiitzung
der Suchende dabei erfahren kann und wie eine Vorgehensweise idealerweise
auszusehen hat, um diese Suche effizient zu gestalten.

Diese Fragestellung lieferte die Motivation und den Anwendungsfall fiir die
hier behandelten Konzepte zur informationstechnischen Unterstiitzung kom-
plexer Webrecherchen. Da die Praxisrelevanz dieser Fragestellung im Rahmen
des nova-net-Projektes in Zusammenarbeit mit Partnern aus Industrie und For-
schung nachgewiesen wurde, dient dieses Szenario gleichzeitig zur Evaluierung
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der Praxisrelevanz und -tauglichkeit der erarbeiteten Konzepte und Losungen.
Im Folgenden wird ein solches Szenario anhand eines beispielhaften Innovati-
onsvorhabens beschrieben.

Ein mittelstandischer Outdoor-Ausrtister entwickelt und produziert unter an-
derem Stirnlampen. Da die Kunden vermehrt nach helleren und gleichzeitig
stromsparenden Modellen fragen, erfolgte vor einiger Zeit eine Orientierung
hin zu LED-Technologie. Nach ersten Erfolgen mit derartigen Lampen wurde
schnell klar, dass in dieser Technologie weiteres Potenzial steckt.

Neben der hohen Lichtausbeute ermoglichen LED-Lampen auch den Ein-
satz spezieller Optiken, die eine bessere Ausleuchtung des Blickfeldes im
Vergleich zu herkémmlichen Optiken erreichen. Da in der Zielgruppe dieses
Produktes typischerweise ein hohes Umweltbewusstsein herrscht, scheint ei-
ne Abkehr von Batterietechnologie und eine Orientierung hin zu alternativen
Energiequellen sowohl technisch wie auch aus Marketingsicht ein sinnvol-
ler Weg zur Festigung und zum Ausbau der Marktposition zu sein. Schnell
erfolgte dabei eine Fokussierung auf die Brennstoffzellentechnologie.

Fiir den Bereich der Optiken konnte tiber personliche Kontakte ein Tech-
nologiepartner gefunden werden, mit dessen Hilfe die Entwicklung einer
optimierten Stirnlampe erfolgreich vorangetrieben wurde. Fiir den Bereich
der alternativen Energiequelle hingegen waren die Vorstellungen noch nicht
konkret und auch kompetente Partner konnten noch nicht identifiziert wer-
den. Beides, die Konkretisierung der Vorstellungen im Sinne von ,,welche
Technologien existieren, was ist moglich, was ist nicht moglich® und die
Identifizierung von Technologiepartnern sollte daher zeitnah vorangetrieben
werden. Da bekannte Quellen keine weiteren Informationen mehr liefern
konnten, sollte die Suche zunichst auf das World Wide Web ausgedehnt
werden, um technische Hintergriinde zu erkunden und Kontakte anzubah-
nen. Schnell wurde dabei deutlich, dass existierende Suchmaschinen diesen
Prozess nur ungeniigend unterstiitzen und méachtigere Suchwerkzeuge von

Noten war.
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Es wurde daher ein Softwaresystem bzw. eine hinter diesem stehende Me-
thodik entwickelt, die gemeinsam bei der Konkretisierung der Idee helfen
sollten. Dazu sollte zunichst ein Uberblick iiber mogliche Technologien
generiert werden, iiber deren Vor- und Nachteile sowie ihre technische Reife
und Einsetzbarkeit im mobilen Outdoor-Umfeld. Die Suche selbst sollte
zum einen fiir das Themengebiet relevante Dokumente liefern und diese
fiir weitere Analysen aufbereiten bzw. strukturieren. Zum anderen sollten
Personen und Firmen identifiziert werden, die sich durch Erfahrungen oder
spezielle Kenntnisse auf den betreffenden Gebieten auszeichnen und somit
direkt als Technologiepartner oder aber indirekt als Wissenslieferant bzw. zur
Herstellung von Kontakten zu potenziellen Technologiepartnern fungieren
konnen.

Sowohl die identifizierten Webressourcen, als auch die Personen- und Fir-
menliste sollten einem nachvollziehbaren Ranking unterzogen werden und
Zusatz- bzw. Hintergrundinformationen fiir eine manuelle Nachpriifung und

erganzende manuelle Recherchen vorgehalten werden.

In dieser Arbeit wird diese beispielhafte, in der Praxis als hochaktuell erachtete
Problemstellung [KSS*07] aus unterschiedlichen Blickwinkeln betrachtet. Zur
Verdeutlichung verschiedener Probleme wird dazu die Suche nach Experten im
World Wide Web als Beispiel angefiihrt. Wie in den folgenden Kapiteln gezeigt
wird, stellt diese Suche nach Experten dabei einen Spezialfall einer komplexen
Informationsrecherche dar. Viele hier diskutierte Probleme und Losungsansatze
sind aber nicht auf die Expertensuche allein beschrankt, sondern gelten fiir
viele Typen von Informationsrecherchen. Die Expertensuche an sich wird daher
in dieser Arbeit als motivierendes Szenario verstanden, anhand dessen die
Problemstellung und Losungsansitze erarbeitet werden. Das Hauptaugenmerk
dieser Arbeit liegt aber nicht in der Unterstiitzung der Expertensuche, sondern
viel mehr auf generischen Konzepten zur Unterstiitzung allgemeiner komplexer,
meist interaktiver oder ,explorativer [Mar06][WRO09] Informationsrecherchen.
An verschiedenen Stellen wird die Expertensuche dabei als Beispielanwendung
aufgegriffen um die entwickelten Konzepte zu verdeutlichen. Im Anschluss
werden diese Ansétze anhand dieses Beispielszenarios bewertet.
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1.2 Beitrage dieser Arbeit

Grundlage fiir samtliche Aktivititen im Rahmen dieser Arbeit war die Er-
kenntnis, dass zur Unterstiitzung komplexer Webrecherchen kaum Software-
Werkzeuge zur Verfiigung stehen. Wo diese existieren, da sind sie nur isoliert
als Losungen fiir bestimmte Aspekte der Suche verfiigbar. Thre Integration
zur durchgehenden Nutzung dieser Losungen iiber den gesamten Suchpro-
zess hinweg wird jedoch nicht unterstiitzt. Um hier Abhilfe zu schaffen, und
insbesondere um die Entwicklung solcher integrierter Suchanwendungen zu
unterstiitzen, wurde eine Softwareplattform konzipiert, die eben diese Integra-
tion einzelner Such- und Analysekomponenten ermoglicht. Diese Suchplattform
stellt damit ein Werkzeug fiir Entwickler von Suchanwendungen dar. Sie enthalt
zum einen eine Sammlung verschiedener Module zur Durchfiihrung komplexer
Webrecherchen. Zum anderen bildet sie einen Rahmen fiir die Erweiterung mit
neuen Modulen, die auf spezielle Fragestellungen angepasst sind.

Neben der Plattform als Basis fiir die Entwicklung neuer Suchanwendungen
wurden ferner drei Themen bearbeitet, die sich mit Kernfragen komplexer We-
brecherchen befassen. Die hier erzielten Ergebnisse wurden als Bausteine in die
Suchplattform integriert und bilden somit einen Teil ihrer Grundfunktionalitat.

Das erste dieser drei Themen betrifft die Entwicklung von Suchanwendungen
auf Basis der Plattform. Soll eine bestimmte Webprisenz oder eine Gruppe
von Webprasenzen bei der Suche besondere Beachtung finden oder die Suche
gar auf diese beschriankt sein, so kann sich die Entwicklung einer speziellen
Zugriffskomponente anbieten, die Wissen iiber Inhalte und Strukturen der
Ressourcen nutzt. Eine solche angepasste Komponente erlaubt es, das Maxi-
mum an verwertbaren Informationen aus der Quelle zu gewinnen. Im Rahmen
der Suchplattform wurde dazu ein eigenstdndiges Konnektorframework ent-
wickelt, das eine solche Implementierung unterstiitzt. Das Framework bietet
Funktionalitéat fiir das Verbindungsmanagement, es implementiert verschiedene
Authentifizierungsmechanismen und bildet den Rahmen fiir eine webprasenz-
bzw. ressourcenspezifische, gezielte Extraktion relevanter Informationen.
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Das zweite Kernthema ist im Kontext der Bewertung von Suchergebnissen ange-
siedelt. Es wurde ein MaR fiir die Berechnung der inhaltlichen Ahnlichkeit von
Dokumenten entwickelt, um im Unterschied zu herkoémmlichen Suchmaschinen
die Suche nicht nur anhand syntaktischer sondern auch inhaltlicher Kriterien
durchfiihren zu kénnen. Dabei werden die zu untersuchenden Texte mit Hilfe
von Text- und Verkniipfungsinformationen der Online-Enzyklopadie Wikipedia
auf inhaltliche Konzepte abstrahiert und auf Basis dieser Konzepte miteinander
verglichen. Dieser Ansatz auf Basis von Konzepten hilft, schnell Dokumente zu
einem bestimmten Thema zu finden, auch wenn teilweise andere Begrifflichkei-
ten in den Texten verwendet werden oder je nach Text andere Schwerpunkte
gesetzt sind.

Das dritte Thema schlief3lich beschéftigt sich mit der Extraktion von Informa-
tionen aus fiir relevant befundenen Webressourcen. Dabei wird das Problem
angegangen, dass existierende Systeme zur Erkennung von Entititen wie Na-
men, Adressen, Telefonnummern etc. in natiirlichsprachigen Texten meist dann
gute Ergebnisse erzielen, wenn sie auf Texte angewandt werden, die den zu
ihrem Training bzw. ihrer Entwicklung benutzten dhneln. Werden diese Systeme
jedoch auf beliebige Texte, wie sie im WWW zu finden sind, angewandyt, so sinkt
die Erkennungsleistung rapide. Anhand zweier Ansitze zur Kombination meh-
rerer solcher Systeme und zur Nutzung von bereits erkannten Entitdten, konnte
auch auf solchen Texten die Erkennungsleistung signifikant erhoht werden.

Diese vier Teilergebnisse — Suchplattform, Konnektorframework, Dokumenten-
ahnlichkeit und Entitatenextraktion — bilden das Grundgeriist fiir die Suchma-
schine EXPOSE. Sie dient der Identifizierung von Experten auf frei definierbaren
Themenbereichen und behandelt damit ein klassisches Problem der komplexen
Webrecherche. Diese Suchmaschine wurde im Rahmen des Forschungspro-
jekts nova-net — Innovation in der Internetokonomie entwickelt und sowohl im
wissenschaftlichen als auch in der Praxis im industriellen Umfeld erfolgreich
eingesetzt.
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1.3 Gliederung

Im Folgenden wird ein Uberblick iiber die verbleibenden Kapitel dieser Arbeit
gegeben.

Kapitel 2: Definition und Analyse der Problemstellung
Es wird die dieser Arbeit zugrunde liegende Problemstellung aufgezeigt und
die in Kapitel 4 vorgeschlagenen Losungsansitze motiviert.

Kapitel 3: Grundlagen und verwandte Arbeiten

Ein Uberblick iiber aktuelle Arbeiten im Bereich der explorativen und konven-
tionellen Suche im World Wide Web wird gegeben und Grundlagentechnologien
werden diskutiert. Ferner werden Ansétze zu weiteren Themen wie bspw. der
Expertensuche vorgestellt, die diese Arbeit mittelbar oder unmittelbar betreffen.

Kapitel 4: Softwareplattform fiir Suchanwendungen

Ausgehend von der in Kapitel 2 vorgestellten Problemstellung werden kon-
zeptionelle Losungsansétze erarbeitet und eine Softwareplattform entwickelt,
die sowohl Entwickler von Suchwerkzeugen, als auch deren Benutzer bei der
Bearbeitung von komplexen Suchproblemen unterstiitzt.

Aufbauend auf dieser Plattform werden in den folgenden Kapiteln 5-7 konkrete
Ansétze untersucht, die die Bearbeitung von komplexen Suchaufgaben effizien-
ter gestalten. Die drei vorgestellten Ansitze zielen auf jeweils unterschiedliche
Ebenen der Suchplattform, vom Zugriff auf Webressourcen iiber inhaltliche
Analysen und Vergleiche bis hin zur Informationsextraktion.

Kapitel 5: Ein Konnektor- und Analyseframework

Zunichst wird in Kapitel 5 ein Framework prasentiert, das die Entwicklung von
Zugriffs- und Analysekomponenten fiir spezielle Webprasenzen erleichtert und
damit Kontextwissen nutzbar macht, um qualitativ hochwertige Informationen
zu extrahiern.

Kapitel 6: Berechnung von inhaltlicher Dokumentenéhnlichkeit
Es wird eine Technik zur Bewertung von Dokumentendhnlichkeit diskutiert.
Diese konzentriert sich, anders als die syntaxbasierten Mal3e herkommlicher
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Suchmaschinen, auf die inhaltliche Ahnlichkeit von Texten. Anwendung fin-
det diese Technik bei der Suche nach Dokumenten zu einem vom Benutzer
spezifizierten Themengebiet.

Kapitel 7: Erkennung von Namensnennungen in Texten

Dieses Kapitel behandelt Konzepte zur Erkennung von Namensnennungen
in Texten. Der Fokus des hier prasentierten Ansatzes liegt in der Robustheit
gegeniiber Schwankungen von Textart und Genre der zu untersuchenden Texte.

Kapitel 8: Zusammenfassung & Ausblick

Die zentralen Fragestellungen und die dazu erarbeiteten Losungskonzepte
werden zusammengefasst und gegeniiber gestellt. Es erfolgt eine abschliel3ende
Beurteilung der Moglichkeiten und Grenzen der vorgeschlagenen Ansatze und
mogliche Ankniipfungspunkte zur Weiterfiihrung der Arbeit werden aufgezeigt.
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KAPITEL

DEFINITION UND ANALYSE DER
PROBLEMSTELLUNG

In diesem Kapitel werden die Probleme aufgezeigt, die diese Arbeit motivieren
und fiir die in den folgenden Kapiteln Losungsvorschlidge erarbeitet werden.
Nach einer einfiihrenden Begriffsklarung wird erlautert, welche Arten von
Websuchen in dieser Arbeit betrachtet werden und worin die Schwierigkeiten
bzw. Herausforderungen bei der Bearbeitung solcher Such-Fragestellungen
liegen.

Das Thema dieser Arbeit ist die Informationsgewinnung im Rahmen von kom-
plexen Suchen im WWW., Unter dem Begriff , komplexe Suche“ soll eine Art
von Websuche verstanden werden, die sich in Ablauf und Erwartung an das
Ergebnis signifikant von herkommlichen Websuchen unterscheidet.

“Herkommliche Websuchen” meint in diesem Zusammenhang die Art von ad-
hoc-Suche, die ein durchschnittlicher Internetnutzer aus seiner regelmalfligen
Anwendung von Websuchmaschinen kennt. Es handelt sich dabei klassisch um
die Suche nach Fakten bzw. ,known issues“ und weniger um eine analytische
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Suche, die die Interpretation und eine weiter gehende Untersuchung der Su-
chergebnisse erfordern wiirde. Diese Art der Suche zeichnet sich dadurch aus,
dass sie, abgesehen von der eingesetzten Suchmaschine, ohne nennenswerte
Softwareunterstiitzung erfolgt, dass sie vielfach ungeplant und spontan erfolgt
und in der Konsequenz, dass sie keiner fundierten Methodik folgt.

Insbesondere der letztgenannte Aspekt ist nicht als pauschale Kritik an die-
ser Art der Suche zu verstehen. Vielmehr bewahrt sich diese Art der Suche
taglich millionenfach und stellt ein hocheffizientes Mittel der Informationsge-
winnung dar. Allerdings ist die damit l6sbare Klasse der Probleme bzw. der
damit befriedigbare Typ eines Informationsbediirfnisses stark eingeschrankt
auf verhaltnisméf3ig einfache Fragestellungen, wie die schlichte Recherche von
Fakten im WWW. Die zugrunde liegende Fragestellung ist dabei einfacher Natur
und meist ist eine hinreichend detaillierte Spezifikation des Informationsbedarfs
anhand weniger Schliisselworte moglich. Beispiele fiir eine solche Fragestellung
sind ,,wann wurde die Brennstoffzelle erfunden®, ,welche Firmen bewegen
sich auf dem Feld der Nanotechnologie“, ,welche Forschungseinrichtungen
arbeiten auf dem Gebiet der Innovationsforschung® etc. Die notigen Anfragen
an klassische Suchmaschinen lassen sich verhiltnisméaRig einfach aus den o. g.
Fragestellungen ableiten, indem die relevanten Schliisselbegriffe extrahiert
werden. Bei der Auswertung der Suchmaschinenergebnisse jedoch, gibt es be-
reits gravierende Unterschiede: Die Frage nach der Erfindung/Entdeckung der
Brennstoffzelle kann einfach anhand des nichstbesten Eintrages eines Online-
Lexikons beantwortet werden. Hingegen erfordert die Beantwortung der Frage
nach listenartigen Ergebnissen, wie in den beiden anderen Beispielfragestel-
lung, eine Verarbeitung potenziell grofler Dokumentenmengen, um die dort
gespeicherten Informationen zu extrahieren und zusammen zu stellen [FKK10].
Dies lasst sich dahingehend zusammenfassen, dass eine Recherche genau dann
einfach ist, wenn diese oder eine dhnliche Recherche zuvor bereits von anderen
Personen durchgefiihrt wurde, und die Ergebnisse dieser Recherche (,,known
issues“) im WWW publiziert wurden. D. h. die Antwort auf die Fragestellung
muss direkt in Form von Texten, Zahlen, Verweisen o. a. verfiigbar sein und
darf nicht das Ergebnis einer semantischen Analyse dieser sein. Zudem muss

20 2 | Definition und Analyse der Problemstellung



sich die Fragestellung direkt aus einem Text beantworten lassen und darf nicht
auf Bezilige zwischen mehreren Texten abzielen. Ist jedoch die Extraktion von
Informationen aus verschiedenen Dokumenten fiir eine Beantwortung der Frage
notig oder miissen Querbeziige untersucht werden, dann erfordert dies einen
Aufwand, der derzeit nicht automatisiert von Suchmaschinen durchgefiihrt
wird, sondern manuell erfolgen muss.

Ist eine einfache Faktenrecherche nicht zielfiihrend weil die benoétigten Infor-
mationen nicht in aufbereiteter Form vorliegen, so erfolgt der Umweg iiber eine
Dokumentenrecherche. Dabei werden Dokumente gesucht, die das betreffende
Thema behandeln und diese Dokumente im Anschluss analysiert. Diese Art
der Suche wird im Folgenden als ,, komplexe Suche“ oder ,explorative Suche*
[Mar06][WRO09] bezeichnet.

Kennzeichnend fiir sie ist der hohe manuelle Aufwand, den ein Suchender
leisten muss, um an die gewiinschten Informationen zu gelangen. Dieser hohe
manuelle Aufwand kann aufgrund verschiedener Rahmenbedingungen entste-
hen: Im Unterschied zur o. g. herkommlichen Suche handelt es sich bei den
gesuchten Informationen nicht um reine Fakten, die explizit in textuellen We-
bressourcen gefunden werden konnen. Die Informationsgewinnung beinhaltet
daher neben der reinen Suche nach relevanten Daten auch deren semanti-
sche Analyse und ggf. die Einbeziehung verschiedener solcher Ressourcen, um
Informationen aus Querbeziigen zwischen diesen ableiten zu konnen. Beide
Komponenten, die semantische Analyse sowie die Analyse von Beziehungen
zwischen Ressourcen, sind nur mit entsprechend hohem Aufwand realisier-
bar. Geschieht dies manuell, so erfordert bspw. die semantische Analyse ein
detailliertes Lesen und Verstehen der Quellen, um zum einen die tatsdchlich
relevanten Dokumente zu filtern und zum anderen deren Informationsgehalt zu
erfassen. Um Querbeziige zu analysieren, miissen offensichtlich groRe Mengen
an Ressourcen analysiert werden, um zum einen die Existenz solcher Beziige zu
identifizieren und zum anderen, um diese zu klassifizieren und zu quantisieren.
Auch hier ist ein hoher manueller Aufwand die Konsequenz.

Daneben ist diese Art der Suche durch einen hohen Grad an Unschérfe gekenn-
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zeichnet, der sich durch Teile des Suchprozesses oder den gesamten Suchpro-
zess hindurch zieht. Beispiele fiir diese Unscharfe sind i) Der Suchende ist sich
nicht im Klaren dartiiber, was er iiberhaupt sucht, er hat lediglich eine mehr
oder weniger ausgepragte Idee anhand derer er die Suche durchfiihrt. ii) Im
Laufe einer — moglicherweise lang laufenden — Suche prazisiert oder dndert
sich die Fragestellung aufgrund neu gewonnener Erkenntnisse und besseren
Verstandnisses des Suchenden fiir das betrachtete Themengebiet.

Solche ,explorativen Suchen“ sind hochgradig interaktiv und verlangen vom
Suchenden eine aktive Beteiligung iiber alle Phasen der Suche hinweg. Fiir eine
Optimierung der Effizienz und der Effektivitat solcher Suchen werden jedoch
Softwaresysteme benotigt, die den Benutzer bspw. bei der Re-/Formulierung
von Suchanfragen und bei der Analyse von Suchergebnissen weiter gehend
unterstiitzen, als dies von herkdmmlichen Suchmaschinen geleistet wird.

Offensichtlich sind die Grenzen zwischen der ,herkommlichen Suche“ und der
,komplexen Suche® in der Praxis nicht so starr wie hier prasentiert. Vielmehr
sind sie als fliel3end zu bezeichnen und jede Art von Suche ist eher tenden-
ziell in die eine oder andere Klasse einzuordnen. Dennoch soll diese binére
Klassifizierung als Diskussionsgrundlage fiir die folgenden Kapitel dienen, und
darauf aufbauend Konzepte zur Unterstiitzung der ,komplexen Suche“ erar-
beitet werden. Da sich die meisten realen Suchen nicht 1:1 auf die beiden
genannten Klassen abbilden lassen, werden auch die entwickelten Konzepte
nicht zu 100% fiir alle diese Suchen passen, geschweige denn eine ultimative
Losung fiir deren zugrunde liegende Problemstellung bieten. Dennoch kénnen
sie fiir den Informationssuchenden eine entsprechende Erleichterungen bei
der Suche darstellen und somit zu einer effizienteren und effektiveren Suche
beitragen.

Komplexe Informationsrecherche war in den letzten Jahren Gegenstand vieler

akademischer und industrieller Untersuchungen. Prominente Beispiele sind das

«l

deutsch-franzosische Forschungsvorhaben ,,Quaero“ bzw. das daraus hervorge-

'http://www.quaero.org
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gangene Vorhaben ,,THESEUS“!. Auch die Industrie beteiligt sich dabei in signi-
fikantem Umfang an der Erforschung der Herausforderungen komplexer Suche.
[llustres Beispiel ist ein System der IBM zur automatisierten Beantwortung von
Fragen, das unter dem Namen ,Watson“ gegen menschliche Gegenspieler beim
Wettbewerb ,Jeopardy“ antritt?. Daneben existieren unzihlige Einzelvorhaben,
die sich mit den unterschiedlichen Aspekten der Fragestellungen zu komplexen
Informationsrecherchen beschéftigen.

Wie in Kapitel 1 angefiihrt, wurde diese Arbeit durch das BMBF-Forschungs-
projekt nova-net — Innovation in der Internetokonomie motiviert. Eine zentrale
Fragestellung im Rahmen dieses Projektes war die Suche nach unternehmen-
sexternen Experten zur Konsultation im Rahmen von Innovationsprozessen. In
der Praxis eroffnen sich dem Suchenden hierzu verschiedene sich ergianzende
Quellen, in denen nach den gewiinschten Personen oder Institutionen gesucht
werden kann. Zu diesen gehoren zuallererst der Fundus an personlichen Kon-
takten des Suchenden, bspw. Kollegen, Geschéftspartner oder anderweitig fiir
ihre Kenntnisse auf dem jeweiligen Themengebiet bekannte Personen. Die
Herausforderung hierbei besteht also in erster Linie darin, zu wissen, wer
die benotigten Informationen und Wissen besitzt und darin, entsprechende
Kontakte herzustellen.

Kann anhand dieser direkten Kontakte kein befriedigendes Ergebnis erzielt wer-
den, so muss auf bisher unbekannte Personen zuriickgegriffen werden. Dabei
zeigt sich die klassische Gegenlaufigkeit zweier Optimierungziele — ,,Precision*
und ,,Recall“: aufgrund personlicher Bekanntschaften kann fiir einige wenige
Personen noch mit hinreichender Gewissheit (=, Precision®) eine Einschitzung
ihrer Expertise und Verlasslichkeit erreicht werden. Wird jedoch der Suchraum
erweitert, d.h. der ,Recall“ soll vergrof3ert werden, so ist dies nicht mehr in glei-
chem Mal3e moglich. Es flieBen mehr und mehr Unsicherheiten in die jeweilige
Einschatzung ein und reduzieren damit die Aussagekraft der Suchresultate.

Eine solche Erweiterung des Suchraumes und damit des ,,Recalls“ ware bspw.

'http://www.theseus-programm.de
*http://www-03.ibm.com/innovation/us/watson
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die Nutzung von Yellow Pages Systemen oder dedizierten Expertennetzwerken.
Sie stellen Verzeichnisse bereit, in denen Themen und Fachgebiete einzelnen
Personen oder Institutionen zugeordnet sind. Neben der reinen Themenzu-
ordnung finden sich hier oft weitere Informationen iiber die Vernetzung der
gelisteten Personen, deren Kontaktdaten etc. Hier allerdings aus der grof3en
Masse diejenigen Treffer zu isolieren, die tatsdchlich von Nutzen sind, stellt
eine grolde Herausforderung fiir den Suchenden bzw. die ihn unterstiitzende
Software dar.

Aus der vorangegangenen Schilderung der Herausforderungen der Experten-
suche wird deutlich, dass es sich bei dieser Art von Suche um einen Vertreter
der ,komplexen Suche“ handelt. Es miissen Personen oder Institutionen identi-
fiziert, deren Fahigkeiten und Erfahrungen quantifiziert werden und schlief3lich
sind Beziehungen zwischen ihnen aufzudecken und zu analysieren, um evtl.
vorhandene Expertennetze zu identifizieren. Die Expertensuche soll daher in
dieser Arbeit als praktisches Beispiel einer ,komplexen Suche“ dienen und die
Anforderungsanalyse sowie die entwickelten Konzepte motivieren. Dennoch
sei an dieser Stelle erneut darauf hingewiesen, dass die entwickelten Konzepte
nicht ausschliel3lich fiir die Expertensuche dienlich sind, sondern den Anspruch
haben, auch fiir andere Arten von Fragestellungen Losungsanséatze zu bieten.

Eine informationstechnische Unterstiitzung komplexer Suchen im Web ist mit
verschiedenen Schwierigkeiten konfrontiert, die sich unter anderem aus den
oben genannten Rahmenbedingungen ergeben. Die Anforderungen an eine
technische Umsetzung lassen sich dabei auf die im Folgenden genannten tech-
nischen und methodischen Herausforderungen zuriickfiihren.

2.1 Rolle des Suchenden

Wihrend das WWW als Informationsquelle stetig wéchst, wird die Suche dar-
in zunehmend aufwiandiger. Herkommliche Suchmaschinen liefern jedoch le-
diglich Dokumentensammlungen als Trefferliste. Dabei sind zwei Ansatze zu
unterscheiden: zum einen erfolgt bei Suchmaschinen wie Google, MSN oder
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Yahoo eine Filterung von Informationen anhand syntaktischer Kriterien, die
der Benutzer spezifiziert. Dies ermoglicht eine schnelle und automatisierte
Filterung potenziell relevanter Informationen, allerdings auf Kosten fehlenden
semantischen Verstindnisses fiir das zugrunde liegende Suchproblem. Andere
Ansatze, wie bspw. die ontologiebasierte Suche, versuchen diese Semantik in
den Suchprozess zu integrieren, konnen aber im Gegenzug nicht die Datenmen-
gen verarbeiten, wie die zuvor genannten Systeme.

Eine weitere Verarbeitung der Inhalte mit dem Ziel, die tatsichlich benoétigten
Informationen zu identifizieren, bleibt daher dem Suchenden {iiberlassen. Ins-
besondere bei komplexen Informationsrecherchen wie bspw. der Suche nach
Experten ist dieser der Dokumentensuche nachgelagerte Schritt dufderst auf-
wandig und komplex. Hier gilt es, den Benutzer entsprechend zu unterstiitzen,
um zum einen die Ergebnismenge handhabbar zu halten und zum anderen
deren Analyse, hier im Beispiel die Identifizierung von Experten und die Bewer-
tung deren Expertise, zu ermoglichen. Die Prasentation von Suchergebnissen,
deren Bewertungen und vor allem die zu dieser Bewertung fithrenden Krite-
rien spielt in diesem Zusammenhang eine grolRe Rolle [WDM'07][GKC*10].
Grafische Reprasentationen die iiber herkémmliche Trefferlisten hinaus gehen,
helfen dem Benutzer hier besonders, da Zusammenhénge so meist schneller
und einfacher erfasst werden konnen.

Neben der Schwierigkeit der Informationsextraktion aus von Suchmaschinen
zuriick gemeldeten Dokumentensammlungen, stellt sich dem Benutzer jedoch
bereits bei der Formulierung der Suchanfrage eine oftmals sogar noch grof3ere
Herausforderung. Auf einfache Suchanfragen werden von Suchmaschinen Un-
mengen an Treffer geliefert, womit aber nicht zwangsldufig eine hohe Qualitét
und damit eine hohe Zufriedenheit des Suchenden einhergehen. Der Grund
hierfiir liegt nicht zuletzt in der Spezifikation der Suchanfrage. Einfache Schliis-
selwortanfragen, die zudem keine Verkniipfung mittels erweiterter Operatoren
enthalten (abgesehen vom in der Regel impliziten ,,ODER®), besitzen eine ent-
sprechend schwache Semantik. Es ist aber offensichtlich, dass die Ergebnisse
einer Suchanfrage im Allgemeinen nicht besser sein kénnen, als die Qualitat bzw.
die Prazision deren Spezifikation. Analysen von Suchmaschinen-Protokollen
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haben aber gezeigt, dass genau diese Prazision von der Mehrzahl der Benutzer
nicht erreicht wird. Silverstein et al. [SMHM99] legen bereits 1999 in Ihrer
Studie dar, dass die Mehrzahl der Suchanfragen an eine Suchmaschine sich
auf drei Begriffe beschriankt. Von den zuriickgemeldeten Ergebnissen werden
meist nur die ersten zehn betrachtet. Eine Verfeinerung der Suchanfrage findet
nur in relativ wenigen Féllen statt. Auch neuere Studien, die das Nutzerverhal-
ten und seine Anderung iiber die Zeit analysieren, kommen zu dem Ergebnis,
dass der Anteil der komplexeren Suchanfragen (mehrere Suchbegriffe, Einsatz
von Anfrageoperatoren etc.) auf konstant niedrigem Niveau verharrt [JSPO5]
[JS06].

Eine mogliche Deutung dieses Sachverhalts ist auch, dass keine komplexen An-
fragen benotigt werden, um den jeweiligen Informationsbedarf zu befriedigen.
Fiir einfache Fragestellungen, bspw. bei der Suche nach Faktenwissen, trifft
diese Annahme auch oftmals zu. Hier kann mittels einfacher Anfragen wie z. B.
,Erfinder der Brennstoffzelle“ schnell und effizient der Informationsbedarf be-
friedigt werden. Ist jedoch der Informationsbedarf von komplexer Natur, bspw.
bei der Suche nach neuen Entwicklungen auf einem speziellen Technologiefeld,
so ist diese Art der Suchspezifikation nicht zielfiihrend, da, wie oben ausgefiihrt,
eine derart simple Anfrage nicht die benotigte Komplexitat wiedergeben kann.

Zwar ,kennen“ Suchmaschinen einen grof3en Teil der im WWW verfiigbaren
Dokumente und konnten anhand dieses Wissens zumindest theoretisch in
Bezug auf Quellenverfiigbarkeit auch den komplexen Informationsbedarf eines
Suchenden befriedigen. Dem steht aber die oftmals geringe Suchkompetenz des
einzelnen Suchenden entgegen, der seinen Informationsbedarf nicht in einer
hinreichend préazisen Anfrage spezifizieren kann.

Um dennoch den Benutzer bei der Suche nach hochwertigen Informationen zu
unterstiitzen, miissen diese Defizite entsprechend durch Methoden- und Soft-
wareunterstiitzung kompensiert werden. Insbesondere der Anfragespezifikation
ist hierbei nach obigen Ausfiihrungen besonderes Gewicht beizumessen. Zwar
lassen sich allein anhand einer exakten Spezifikation des Informationsbedarfs
noch keine qualitativ hochwertigen Informationen identifizieren. Dennoch baut
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auf dieser Spezifikation der gesamte Suchprozess auf, weshalb sie eine wichtige
Grundlage darstellt.

2.2 Struktur des WWW

Die heterogene Struktur der im WWW verfligbaren Informationen stellt Su-
chende und Suchmaschinen vor weitere Probleme. Wahrend sich einfache
Webressourcen noch mit verhiltnisméaf3ig einfachen Mitteln von Suchmaschi-
nen indexieren lassen und damit dem Suchenden potenziell als Ergebnisse
zuriick gemeldet werden konnen, so stellt sich dies bei Ressourcen des sog.
,Deep Web“ [Ber00] vollig anders dar. Unter dem Begriff ,,Deep Web“ werden
diejenigen Ressourcen verstanden, die fiir Suchmaschinen nicht ohne weiteres
erreichbar sind und deshalb von diesen nicht indexiert werden und in der Folge
dem Benutzer auch nicht als Treffer fiir seine Suchanfrage prasentiert werden
konnen. Ein Beispiel fiir derartige Ressourcen ist die Webschnittstelle zu einer
Datenbank wie einem Bibliothekskatalog (Abbildung 2.1). Auf die in einer
solchen Datenbank gespeicherten Informationen erhélt der Benutzer lediglich
durch das Ausfiillen von Formularen Zugriff. Die Inhalte selbst sind damit nur
durch korrektes Ausfiillen der Formularfelder erreichbar. Eine Suchmaschine
bzw. der von ihr betriebene Webcrawler (vgl. Kapitel 3.1.1) hat im Allgemeinen
jedoch keine Kenntnis iiber die Semantik und damit iiber , korrekte“ oder zu-
mindest ,,sinnvolle“ Eingaben fiir die Formularfelder. Demzufolge kann er auf
die Inhalte der Datenbank nicht zugreifen und diese somit auch nicht fiir den
Suchmaschinenbenutzer aufarbeiten.

Zwar gibt es Anstrengungen in Richtung der automatischen Erschlieldung sol-
cher Inhalte, bspw. [WYDMO04]. Dennoch sind aktuelle Suchmaschinen dieser
Aufgabe bisher nicht gewachsen und werden es auch auf absehbare Zeit wohl
nicht in signifikantem Umfang sein. Wie oben angefiihrt, sind dazu die Proble-
me in den Bereichen Semantik von Anfragefeldern und damit einhergehend
der automatisierten Anfragegenerierung heute noch zu anspruchsvoll. Es ist
also fraglich, ob solche datenbankartigen Informationsquellen iiberhaupt ohne
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Katalog des Bibliothekssystems der Universitat Stuttgart

Suchen Fullen Sie das Formular aus, stellen Sie ggf. weitere Optionen ein und starten die Suche mit
einem Klick auf die Schaltflache Suchen.

Bibliotheksauswahl Bihliothekssystem der Universitat Stuttgart v

Suche ber alles [ALL] v information retriewval und v
Fersanenname (Machname, Yormame)[FER] +
Schlagwor, allg. [Sw] v

Signatur [SIG]

und v

und v

& 2 & &

<

--v --v --v --v

z.B.! 1948-1980 oder 1976- oder 1955
—Alle Fublikationen —

—Alle Sprachen — v

Erscheinungsjahr v

[v] []
a

Suchen | Eingabe lischen |

Abbildung 2.1: Schnittstelle zu Deep-Web Informationen am Beispiel der Such-
maske der Universitatsbibliothek Stuttgart

ein umfangreiches Dominenwissen mittels automatisch generierter Anfragen
erschlossen werden kénnen bzw. ob dieses Problem von einem generischen
Suchsystem wie einer allgemeinen Websuchmaschine iiberhaupt bewaltigt
werden kann. Sollen dennoch die in solchen Ressourcen liegenden Informati-
onsschétze gehoben werden, so werden Techniken und Werkzeuge benétigt, die
den fiir die Erschlieung dieser Ressourcen notwendigen manuellen Aufwand
weitgehend reduzieren.

Neben den Datenbankschnittstellen existiert eine weitere Klasse an Deep-Web-
Ressourcen: die der dynamisch generierten Webseiten, deren Inhalt u. a. vom
jeweiligen Benutzer abhdngt und damit personalisiert ist. Um auf diese In-
halte zugreifen zu konnen, ist im Vorfeld meist eine Authentifizierung bzw.
Autorisierung am betreffenden System erforderlich. Dies stellt offensichtlich fiir
generische Suchmaschinen ein grof3es Problem dar, da zum einen Zugangsdaten
fiir diese Netze im Allgemeinen nicht bekannt sind, und zum anderen, sich die
Inhalte von Nutzer zu Nutzer unterscheiden konnen. Eine Indexierung der fiir
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Benutzer A sichtbaren Inhalte muss also nicht zwangsldufig auch fiir Benutzer
B hilfreich sein. Ansétze, um diese Art von Quellen fiir die Suche zugénglich zu
machen, finden sich bspw. in [RGMO01] und werden auch in Kapitel 5 weiter
ausgefiihrt.

2.3 Informationsextraktion aus unstrukturierten Texten

Eine grundlegende Schwierigkeit der komplexen Webrecherchen ist darin be-
griindet, dass das Web zwar grofse Mengen an Informationen birgt, diese jedoch
nicht in strukturierter Form vorliegen, sondern in der Regel unstrukturiert in
natiirlichsprachigen Dokumenten enthalten sind. Die Identifizierung von Infor-
mationen oder, weiter gehend, die Extraktion von Wissen aus unstrukturierten
Daten wie natiirlichsprachigen Texten ist jedoch ein hochkomplexes Problem.
Softwaresysteme jedoch arbeiten nach festen Regeln. Wo diese Regeln nicht
eindeutig sind oder zur korrekten Interpretation der untersuchten Daten weite-
res Hintergrund- oder Kontextwissen benotigt wird, da stof3en diese Systeme
an ihre Grenzen. Ferner ist auch aufgrund der Natur des WWW, Informationen
zu beliebigen Themen vorzuhalten, die Struktur dieser Informationen beliebig
heterogen. Es existiert eine Vielzahl unterschiedlicher Dienste und Plattfor-
men, die alle ihren eigenen Regeln fiir die Verarbeitung und Prasentation von
Inhalten folgen. Eine Orientierung hin zu maschinell verarbeitbaren Struktu-
ren wird zwar im Rahmen verschiedener Semantic-Web-Aktivitdten [KMO1 ]
[DFJT04] [VKV'06] angestrebt, konnte sich bisher aber nur in einzelnen spezi-
ellen Bereichen, wie bspw. Semantic Web Services [KTSWO08] im industriellen
Umfeld, durchsetzen. Ware das WWW fiir die vollautomatisierte Interaktion
von Softwaresystemen konzipiert, so wiirde sich die Darstellung der relevanten
Informationen auf die reinen Inhalte und ggf. deren Metabeschreibung, also
das Format dieser Inhalte beschrianken. Da das WWW aber in erster Linie eine
Plattform fiir menschliche Benutzer darstellt, finden sich neben den reinen
informationsbeschreibenden Daten auch zusitzliche Daten — natiirlichsprachige
Texte zur Erlauterung der Daten, Diskussionen und weiterfiihrende Verweise
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zum Thema oder fiir den Suchenden zur Befriedigung seines Informationsbe-
darfs nicht direkt relevante Werbetexte und -grafiken.

Fiir den Suchenden stellt sich also das Problem, dass umfangreiche Daten-
mengen analysiert werden miissen, wozu jedoch nur in sehr eingeschranktem
Umfang Unterstiitzung durch Software gegeben ist. Das bedeutet aber, dass
mit allgemeinen Hilfsmitteln wie Suchmaschinen eine intelligente Suche nur
schwer umsetzbar ist, da Suchmaschinen im Allgemeinen iiber zu wenig Wissen
beziiglich der Inhalte der von ihnen indexierten Ressourcen verfiigen. Sie kon-
nen zwar helfen, den Suchraum auf diejenigen Ressourcen einzugrenzen, die
einen thematischen Bezug zur Suchanfrage haben. Die Informationsextraktion
bzw. in einem zweiten Schritt gar die Wissensextraktion kann von ihnen nach
heutigem Stand jedoch nicht geleistet werden. Zwar sind Informationen und
auch Wissen im WWW verfiigbar, dieses aus den einzelnen Dokumenten zu
extrahieren ist aber immer noch Aufgabe des Suchenden und herkémmliche
Suchmaschinen bieten wenig bis keine Unterstiitzung bei diesem Analyse- oder

Suchanfrage '
erweitern & verfeinern [ Dokumente '

‘, selektieren

Extraktionsprozess.

Anal
durchfihren
Relevanz '

bewerten

auswahlen

Abbildung 2.2: Beispielhafter Suchprozess zur Identifizierung von Experten
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Abbildung 2.2 verdeutlicht das Problem der komplexen Suche anhand des
Beispiels der Expertensuche. Auf eine Suchanfrage hin werden mittels her-
kommlicher Suchmaschinen passende Dokumente gefunden. Zunéchst werden
nun die gefundenen Dokumente auf ihre Relevanz hin gepriift, um im Anschluss
die auf den als relevant identifizierten Dokumenten genannten Personen zu
identifizieren, die zudem den gewiinschten Bezug zum Thema vermuten lassen.
Die darauf folgende Arbeit ist ohne spezielle Softwareunterstiitzung monoton
und dulBerst aufwandig, da sie sich jedes Mal wiederholt: Es miissen weitere
Quellen gesucht werden, die mit den identifizierten Person in Verbindung ge-
bracht werden konnen, es muss das Verhaltnis dieser Person zur entsprechenden
Quelle ermittelt und schliefRlich bestimmt werden, ob diese Quelle relevant
fiir das Thema ist. Finden sich im Rahmen dieses Prozesses weitere potentielle
Experten, so lasst sich der Prozess rekursiv beliebig fortsetzen.

Bei aller Forderung nach softwareseitiger Unterstiitzung eines solchen Such-
prozesses, darf jedoch nicht iiber das Ziel hinausgeschossen werden. Eine
vollstindige Automatisierung der Suche scheint nicht erstrebenswert zu sein,
da der Prozess von zu vielen Unsicherheiten begleitet wird. Bspw. gelingt es
auch versierten Benutzern nicht immer, Anfragen mit der notigen Prazision zu
spezifizieren. Das liegt unter anderem an den Unterschieden zwischen dem
Vokabular des Suchenden und dem der betreffenden Ressourcen. Dieses Voka-
bular lasst sich nicht immer durch den Einsatz von Synonymen (automatisiert)
aufeinander abbilden. Auch sind aktuelle Softwaresysteme noch nicht in dem
Mal3e fahig, die Semantik eines natiirlichsprachigen Textes zu verstehen, wie
es zur exakten Analyse des Inhalts notig wire. Wie in Kapitel 2.1 dargestellt,
kann aber das Ergebnis einer Suche im Allgemeinen nicht besser sein als deren
Spezifikation. Im Falle einer unvorteilhaften Anfragespezifikation werden dann
aber entsprechend schlechte (Zwischen-) Ergebnisse generiert.

Das macht deutlich, dass eine wesentliche Anforderung an ein solches Such-
system ist, dem Benutzer Routinearbeiten abzunehmen, Texte moglichst exakt
zu klassifizieren und gegeneinander abzugrenzen, Unterstiitzung bei der Iden-
tifizierung von Entititen wie Personen-, Firmen- oder Ortsnamen zu bieten
und Zusammenhéange zwischen diesen Entitdten und gefundenen Dokumenten
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herzustellen bzw. diese zu visualisieren. Dabei muss der Benutzer stets die
Moglichkeit haben, lenkend oder korrigierend in den Suchverlauf einzugreifen,
um dem System aus wenig Erfolg versprechenden Suchrdaumen zu verhelfen
und es entsprechend in eine andere Richtung zu leiten.

In der Praxis sind die oben aufgefiihrten Probleme die Hauptgriinde fiir ineffi-
ziente oder gar wenig effektive komplexe Webrecherchen. Zusammenfassend
kann festgehalten werden, dass nicht speziell versierte Benutzer ohne entspre-
chende Unterstiitzung durch Softwarewerkzeuge die stetig wachsende Flut an
unstrukturierten Daten im WWW kaum effizient nach den gewiinschten Infor-
mationen durchsuchen konnen. Im Kontext des Forschungsprojekts nova-net —
Innovation in der Internetokonomie wurde in Zusammenarbeit mit Forschungs-
und Industriepartnern ein grof3er Bedarf nach einer solchen Unterstiitzung in
der Praxis identifiziert [KSST07], der in der vorliegenden Arbeit angegangen
wird. In den folgenden Kapiteln werden einzelne Konzepte zur Losung der o. g.
Probleme diskutiert und deren Integration in einem flexiblen Suchframework
prasentiert.

2.4 Zusammenfassung

Im vorliegenden Kapitel wurde die dieser Arbeit zugrunde liegende Problem-
stellung der Suche nach Informationen im WWW skizziert. Zundchst wurde
dazu das Teilgebiet der ,,Komplexen Websuche® beschrieben und gegen einfach
strukturierte Websuchen abgegrenzt. Am Beispiel der Suche nach Experten im
WWW wurde das Szenario der ,, Komplexen Websuche“ veranschaulicht.

Im Anschluss daran wurden die Schwierigkeiten herausgearbeitet, vor die
Nutzer des WWW bei dieser Art von Suche gestellt sind. Diese Schwierigkeiten
bilden die Motivation fiir die vorliegende Arbeit und werden in den folgenden
Kapiteln zusammen mit Vorschldgen zu deren Losung diskutiert.
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KAPITEL

(GRUNDLAGEN UND VERWANDTE
ARBEITEN

In diesem Kapitel werden grundlegende Techniken und Anséatze prasentiert, die
fiir die automatisierte oder teilautomatisierte Bearbeitung komplexer Websu-
chen von Bedeutung sind. Neben der Vorstellung der jeweiligen Techniken und
Ansétze erfolgt eine Diskussion iiber deren Einfluss auf diese Arbeit bzw. die
Abgrenzung gegeniiber dieser.

3.1 Web-Suchmaschinen

Das WWW hat seit seiner Erfindung im Jahre 1989 [BL89] ein rasantes Wachs-
tum erfahren. Von einem wissenschaftlichen Forschungsprojekt am schweizer
CERN (European Organization for Nuclear Research) mit iiberschaubarem
Inhalt und eingeschranktem Nutzerkreis hat es sich zu einer hochgradig he-
terogenen Sammlung von Ressourcen aller Art entwickelt, die von millionen
Menschen weltweit genutzt werden. Jeder dieser Nutzer kann im Umfeld des
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WWW mit geringem Aufwand beliebige Informationen publizieren. Die Art
der publizierten Informationen ist dabei prinzipiell unerheblich und auch eine
Priifung des Inhalts auf Korrektheit findet nicht zwangslaufig statt. Aufgrund
verschiedener Aspekte hat sich das Internet und insbesondere das WWW in den
letzten Jahren als eine zentrale Komponente des geschéftlichen wie privaten
Lebens weiter Bevolkerungsschichten etabliert. Internet-Dienste wie E-Mail,
oder WWW-Plattformen wie Online-Versandhiuser, Online-Gemeinschaften,
Soziale Netzwerke u. 4. haben sich in diesem Kontext entwickelt und machen
das Internet bzw. das WWW sowohl im personlichen als auch im beruflichen
Alltag zu einem stindigen Begleiter vieler Menschen. Im Zuge dessen hat der
Umfang des WWW, d. h. die Menge an publizierten Informationen, gemessen
in der Anzahl verfiigbarer Dokumente, in den letzten Jahren ebenfalls rasant
zugenommen.

Um in dieser wachsenden Informationsmenge den Uberblick zu behalten und
gezielt auf benotigte Informationen zugreifen zu konnen, wurde frith entdeckt,
dass der Nutzer dieser Dienste hierbei Unterstiitzung benétigt. Andernfalls ware
die wachsende Informationsflut kaum zu bewaltigen. Diese Erkenntnis hat zwei
grundlegend unterschiedliche Konzepte hervorgebracht: Zum einen haben sich
manuell erstellte Verzeichnisse entwickelt, in denen Inhalte nach bestimmten
Strukturen geordnet und damit suchbar gemacht werden. Die Suche erfolgt
dabei entweder entlang der in der Struktur definierten Relationen, oder aber
mittels Volltextsuche (vgl. Kapitel 3.1.2). Der andere Ansatz entwickelte sich
aus der Erkenntnis heraus, dass eine manuelle Strukturierung auf verhaltnis-
malig kleine Bereiche des WWW beschrankt sein muss, da eine umfassende
Verarbeitung aufgrund des hohen Aufwandes nicht realisierbar ist. Es wurden
daher Verfahren entwickelt, die automatisch weite Teile des WWW absuchen,
die gefundenen Inhalte analysieren, indexieren und dem Benutzer iiber einfache
schliisselwortbasierte Suchschnittstellen zuganglich machen.

Wiahrend der erstgenannte manuelle Ansatz auch heute noch im Bereich von
Spezialanwendungen oder iiberschaubaren Themenbereichen angewandt wird,
so hat sich im Grof3en doch das automatisierte Verfahren durchgesetzt und
kommt in Form verschiedener Web-Suchmaschinen zum Einsatz.
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Im Folgenden soll ein Uberblick iiber Technologien gegeben werden, die in
diesem Kontext verwendet oder erforscht werden. Zudem wird deren Bedeutung
fiir die vorliegende Arbeit diskutiert.

3.1.1 Crawling

Aus Sicht des Benutzers aktueller Suchmaschinen besteht deren Sinn und Zweck
darin, ihm Webressourcen zu préasentieren, die moglichst gut zu seiner Suchan-
frage passen. Wahrend Kapitel 3.1.3 das Problem behandelt, was genau die
Bedeutung von ,,moglichst gut passen® ist, soll hier zunédchst betrachtet werden,
wie Suchmaschinen ihr Wissen iiber verfiigbare Webressourcen erlangen.

Um Aussagen iiber den Inhalt einer Webressource machen zu konnen, muss eine
Suchmaschine diese zuvor gefunden und analysiert haben, wozu die betreffende
Ressource durch die Suchmaschine vom Webserver des Anbieters angefordert
und heruntergeladen werden muss. Prinzipiell unterscheiden sich hierbei zwei
Ansétze, wann dieses Herunterladen erfolgt.

Ansatz 1: Die meisten gangigen Suchmaschinen folgen dem ersten Ansatz
und stellen diesen Schritt an den — aus Sicht der Suchmaschine — Anfang des
Suchprozesses. D. h., zuerst werden Webressourcen heruntergeladen, dann
analysiert (u. a. indexiert, vgl. Kapitel 3.1.2) und schlief3lich dem Benutzer iiber
den Index zugreifbar gemacht. Vereinfacht dargestellt folgt die Suchmaschine
beim Herunterladen der Ressourcen, ausgehend von einigen Start-Ressourcen,
rekursiv allen in diesen Ressourcen gefundenen Verweisen. Bereits besuchte
Ressourcen werden bei erneutem Auftreten ignoriert und lediglich den Ver-
weisen zu bislang unbekannten Ressourcen wird gefolgt. Dieser Vorgang wird
allgemein als ,,Crawling“ bezeichnet.

Die grofden Suchmaschinen bieten dem Benutzer allerdings nur einen einge-
schrankten Zugriff auf ihren Index, ndmlich in Form von Schliisselwortanfragen,
die ggf. mit verschiedenen Operatoren erweitert werden konnen. Sollen aber
Analysen durchgefiihrt werden, die iiber diesen eingeschrankten Indexzugriff
nicht effizient implementiert werden konnen, so ist die Nutzung alleine dieser
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Suchmaschinenfunktionalitat nicht zielfiihrend und der Aufbau einer eigenen,
erweiterten Datenbasis wird notig. Typischerweise erfolgt dies wieder anhand
eines Crawling-Mechanismus, der dem o. g. Prinzip folgt und ggf. an die spezi-
ellen Bediirfnisse des Suchenden bzw. der Fragestellung angepasst wird.

Um jedoch eine signifikante Teilmenge des WWW zu indexieren und damit
fiir den Benutzer suchbar zu machen, muss ein solcher Crawler gro3e Mengen
an Webressourcen herunterladen und der Indexierung zufiihren. Uber die
aktuelle GrofRe des WWW kann nur spekuliert werden und auch die grof3en
Suchmaschinen sind mittlerweile davon abgekommen, die genaue Anzahl der
von ihnen indexierten Webressourcen zu publizieren. Die letzten bspw. von
Google veroffentlichten Zahlen stammen aus dem Jahr 2005 und weisen eine
Grofdenordnung von ca. 8 Mrd. indexierten Ressourcen aus, wobei dies nicht
die Anzahl aller im Web verfiigbaren Ressourcen, sondern lediglich die Anzahl
der von dieser Suchmaschine indexierten Ressourcen beschreibt.

Das in Kapitel 1 beschriebene Szenario, das diese Arbeit motiviert, ist ein
Szenario, das im Wesentlichen die Situation kleiner und mittelstindischer
Unternehmen abbildet und das widerspiegelt, wie diese das Web nutzen, um
an benotigte Informationen zu gelangen. Offensichtlich kann aber in diesem
Umfeld der Aufwand nicht erbracht werden, eine komplette Suchmaschine
zu implementieren bzw. zu unterhalten. Zum einen haben die betreffenden
Firmen im Allgemeinen nicht das Know-How, eine solche Suchmaschine zu
betreiben. Zum anderen sind die Kosten fiir die technische Ausriistung und den
Betrieb einer solchen Suchmaschine derart hoch, dass der mogliche Nutzen in
keinem Verhéltnis zu diesen Kosten stehen wiirde. Eine Informationssuche in
der Art, wie der Benutzer es von herkdmmlichen Suchmaschinen gewohnt ist,
jedoch mit umfangreicheren Analysemoglichkeiten, scheint also zunachst nicht
praktikabel.

Ansatz 2: Ein alternativer Ansatz zur oben angefiihrten Indexierung vor der
Suche besteht nun darin, zwar mit einem eigenen Crawler das WWW zu durch-
suchen, sich dabei jedoch lediglich auf diejenigen Bereiche des WWW zu konzen-
trieren, die sich mit den in der Suchanfrage spezifizierten Themen beschéftigen.
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In [CvdBD99] wurde hierzu das Konzept des Focused Crawlers entwickelt, der
genau dies ermoglicht. Ein solcher Crawler folgt einem modifizierten Konzept:
herkommliche Suchmaschinen durchsuchen zunéchst das Web nach beliebigen
Dokumenten, indexieren diese und stellen sie dem Benutzer dann iiber Suchan-
fragen auf dem Index zur Verfiigung. Das Crawling durch die Suchmaschine ist
dabei der Suche des Benutzers zeitlich vorgelagert.

Bei einem Focused Crawler hingegen erfolgen beide Schritte quasi gleichzeitig.
Ausgangspunkt ist die Spezifikation des Informationsbedarfs durch den Benut-
zer, der damit die Suche auf ein bestimmtes Themengebiet ,fokussiert”. Als
zusatzliche Eingabe liefert er dem System einen Ausgangspunkt in Form von
URLs bei denen der Crawler die Suche beginnen soll. Von diesen Start-URLs
ausgehend, durchsucht nun der Crawler das Web und folgt den dort verlinkten
Dokumenten rekursiv. Zentral fiir die Leistungsfahigkeit dieses Konzepts sind
die Algorithmen des Crawlers, die die Reihenfolge festlegen, in welcher den
gefundenen Verweisen gefolgt werden soll. Dies ist essentiell, da das Laden
und Analysieren von Dokumenten teuer ist und daher in der Hauptsache poten-
ziell relevanten Verweisen gefolgt werden soll. Hierzu kommen verschiedene
Heuristiken zum Einsatz, wobei der zentrale Ansatz der ist, den Verweisen
zu folgen, die auf den bisher am besten bewerteten Dokumenten gefunden
wurden. Die Idee hinter diesem Vorgehen ist, dass thematisch zusammenhéan-
gende Dokumente oft auch iiber Hyperlinks miteinander verbunden sind und
somit schnell eine grol3e, qualitativ hochwertige Treffermenge generiert werden
kann. Entscheidend hierbei ist, dass die Bewertung einer Ressource nicht durch
die allgemeingiiltigen Algorithmen der Standardsuchmaschinen erfolgen muss,
sondern eigene Bewertungsschemata zum Einsatz kommen konnen. Damit
kann eine deutlich bessere Adaption an das Suchszenario realisiert werden, was
letztlich bessere Ergebnisse erwarten lasst.

Die Funktionsweise eines Focused Crawlers unterscheidet sich dabei signifikant
von der herkdmmlicher Suchmaschinen. Wahrend letztere die Antwort auf eine
Suchanfrage innerhalb von (Milli-)Sekunden liefern, kann ein Focused Crawler
durchaus mehrere Minuten oder gar Stunden aktiv sein. In Bezug auf schnelle
Ergebnisriickmeldung ist dies ein klarer Nachteil fiir den Focused Crawler.
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Ein weiterer Nachteil ist die hohe Lokalitdt des Focused Crawlers gegeniiber
der globalen Sicht herkémmlicher Suchmaschinen. Ein Focused Crawler kann
zur Beantwortung der Suchanfrage nur auf einen dul3erst kleinen Prozentsatz
aller existierender Webressourcen zuriickgreifen, da er aufgrund limitierter
Ressourcen nicht iiber die , Reichweite“ einer grofRen Suchmaschine verfiigt.
Ein hoher Recall ist also nur dann zu erwarten, wenn die gesuchten Dokumente
tatsdachlich mehr oder weniger stark miteinander verlinkt sind und der Zugang
zu einer solchen Dokumentensammlung vom Focused Crawler schnell gefunden
werden kann.

Der klare Vorteil dieses Ansatzes liegt jedoch darin, dass eine ungleich prazi-
sere Antwort auf die Suchanfrage moglich ist. Durch die Moglichkeit, eigene
kontextabhidngige Komponenten zur Analyse der besuchten Webressourcen
einzusetzen, lasst sich vorhandenes Wissen iiber das Themengebiet, Dokumen-
tenstrukturen, die verwendete Sprache o. a. zur Steigerung der Ergebnisqualitat
nutzen. Zudem kann dem Benutzer die Moglichkeit gegeben werden, auf den
Verlauf der Suche einzuwirken und ggf. korrigierend einzugreifen, indem die
Anfrage modifiziert wird oder offensichtlich irrelevante Suchzweige abgeschnit-
ten werden. Der Nachteil langlaufender Suchen kann somit also zumindest
teilweise entkraftet werden.

Die beiden Aspekte, hoher Recall und ein durch detaillierte Analyse bedingte
qualitativ hochwertige Ergebnismenge, stellen gegenldufige Optimierungsziele
dar. Wahrend herkommliche Suchmaschinen wie oben erldutert ihre Starke
im Bereich des hohen Recalls haben, bedingt durch ihr umfassendes Wissen
iber grofe Teile des WWW, so haben Focused Crawler ein entsprechend hohes
Potenzial im Bereich der detaillierten Analyse.

Eine Kompromisslosung zur Maximierung beider Optimierungsziele stellt die
Kombination der beiden Ansitze dar. In Kapitel 4.2 wird dazu ein System
vorgestellt, das primér auf einen Focused Crawler baut. Um die Schwachen
dieses Focused Crawlers zu kompensieren, insbesondere die der hohen Lokalitit,
werden herkommliche Suchmaschinen integriert und somit deren Wissen iiber
Struktur und Inhalt eines weitaus grof3eren Teils des WWW nutzbar gemacht.
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3.1.2 Indexierung

Um Suchanfragen schnell und effizient beantworten zu kénnen, bauen Such-
maschinen umfangreiche Indexstrukturen auf, mittels derer eine Abbildung
von Suchanfragen auf Ergebnisdokumente erfolgt. Das grundlegende Prinzip,
nach dem solche Indexstrukturen aufgebaut sind, ist meist das der ,Invertierten
Liste“ bzw. des ,Invertierten Index“ (engl. ,Inverted Index“) [BYRN99].

Invertierte Liste
\ Begriffe \ \ Dokumente \
Term1 B | Term1 | DokA || DokB | = | DokC | | "\
ODER  Term2 | » DokB || DokC | "= | DokD |
Term3 P> | Teem3 —® DokB || DokC | | DokE |
ODER ‘ Term 4 }—b‘ Dok C ‘ Dok B
Term5 | Term5 —#» DokC || DokE | -+ | DokF |
 Term6 | » DokD || DokF | -+ | DokG |
 Term7 | DokA || DokG |
Term8 —» DokB || DokD | -- | DokH |
_Termn - # DokD || DokM | - | DokY | =/

Abbildung 3.1: Prinzip der Invertierten Liste und ihre Anwendung

Abbildung 3.1 zeigt das Prinzip dieser Indexstruktur. Sei D = {d,,...,d, } die
Menge aller bekannten Dokumente d; und ferner T” = {ty,..., t;;» } die Menge
aller in D suchbaren Begriffe t;. Dann implementiert der Index eine Abbildung
I1:T° - P(D),t — I(t) := {d € D|tf(t,d) > 0} vom Begriffsraum in die
Potenzmenge der Dokumente. Diese Abbildung ordnet also jedem Begriff t
die Teilmenge der Dokumente zu, die t enthalten (tf(t,d) ist die Anzahl der
Nennungen des Begriffs t in Dokument d).

Um nun eine schliisselwortbasierte Suchanfrage zu beantworten, wird fiir jeden
der in der Anfrage enthaltenen Terme ein Index-Lookup durchgefiihrt (vgl. Ab-
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bildung 3.1). Dieser Lookup liefert als Ergebnis die Teilmengen der Dokumente,
die auf jeweils einen der Suchbegriffe passen. Fiir die korrekte Beantwortung
der Anfrage, miissen diese Teilmengen im Anschluss entsprechend der in der An-
frage verwendeten Operatoren verkniipft werden. Im Beispiel in Abbildung 3.1
bewirkt die Disjunktion der Suchterme eine Vereinigung der Ergebnisteilmen-
gen. Bei anderen Operatoren wie der Konjunktion oder der Negation wiirden
entsprechende Operationen auf den Ergebnisteilmengen durchgefiihrt.

Offensichtlich kann ein solcher Index in Systemen wie dem o. g. Focused Craw-
ler nicht oder nur eingeschrankt genutzt werden, da die Indexerstellung ein
vorhergehendes Crawling entsprechender Teile des WWW erfordert. Fiir Such-
maschinen die ein solches Crawling jedoch durchfiihren konnen, bieten diese
Indexstrukturen eine effiziente Moglichkeit, relevante Dokumente schnell aus
einer grof3en Datenbasis zu selektieren und dem Benutzer zu prasentieren.

Fiir den Einsatz in Eigenentwicklungen stehen diverse Programm-Bibliotheken
zur Verfiigung. Die derzeit bekannteste unter diesen Bibliotheken ist die Such-
maschinen-Bibliothek ,Lucene“ [HG04] der Apache Foundation. Sie bietet
neben der grundlegenden Funktionalitidt der Generierung, Verwaltung und
Nutzung eines Invertierten Index zuséatzliche Funktionalitidten fiir die Analyse
von Dokumenten und das Ranking von Suchergebnissen.

3.1.3 AhnlichkeitsmaRe fiir Texte und Suchanfragen

Neben der durch ein ausgedehntes Crawling erreichbaren Abdeckung des WWW
und einem entsprechend umfangreichen Index definieren sich Suchmaschinen
in erster Linie {iber ihre Fahigkeit, dem Benutzer die gefundenen Ergebnisse
in einer fiir ihn moglichst Gewinn bringenden Reihenfolge zu priasentieren. Im
Regelfall bedeutet dies, die am besten zur Suchanfrage passenden Dokumente
zuerst und die weniger passenden Dokumente auf den hinteren Plitzen einzu-
ordnen, so dass der Benutzer auf den ersten Blick die relevanten Dokumente
erfassen kann. Das Aufstellen dieser Reihenfolge wird als ,,Ranking“ bezeichnet
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und basiert meist auf den Ahnlichkeitswerten jedes Paares von Anfrage q und
Ergebnisdokument d;: Sim(q, d;).

Nachfolgend werden einige der in diesem Zusammenhang eingesetzten Ahn-
lichkeitsmaRe vorgestellt. Dabei wird im Wesentlichen auf AhnlichkeitsmaRe
zwischen Texten abgezielt. Auf eine explizite Betrachtung von Ahnlichkeitsma-
Ben zwischen Texten und Schliisselwort-Suchanfragen wird verzichtet. Faktisch
stellt dies jedoch keine Einschrankung dar, da fiir grundlegende Betrachtun-
gen auch Schliisselwortanfragen als — wenn auch kurze — Texte angesehen
werden konnen [BYRN99]. In der Praxis wird eine derartige Sicht auf Schliissel-
wortanfragen ebenfalls angewandt und wo noétig mit spezieller Funktionalitat
erweitert.

Mit den Jahren wurde eine Vielzahl solcher AhnlichkeitsmaRe entwickelt. Zu-
nachst standen dabei syntaxbasierte Abstandsmal3e im Vordergrund, wie bspw.
auf dem Hamming- oder Levenshtein-Abstand [Ham50] [Lev66] bauende Kenn-
zahlen. Sie bilden ein Mal? fiir die Anzahl der Stellen, an denen sich zwei Texte
unterscheiden. In der weiteren Entwicklung kamen neben der reinen Syntax
zunehmend auch semantische Aspekte der Ahnlichkeit ins Spiel: durch eine
definierte Semantik der Syntax von Schliisselwortanfragen oder durch weiter
gehende, zunichst statistische Analysen der betreffenden Texte. Im Folgen-
den soll eine Auswahl der fiir diese Arbeit relevanten Ansitze prasentiert und
diskutiert werden.

3.1.3.1 Boolesches Modell

Suchmaschinen durchforsten das WWW und analysieren dabei jede gefunde-
ne Ressource, um sie dem Benutzer iiber einen Index zugreifbar zu machen.
Den einfachsten Ansatz, diesen Index zu nutzen, stellt das Boolesche Modell
dar [BYRN99]. Im Booleschen Modell ist eine Algebra definiert, die die For-
mulierung von Suchanfragen auf Basis von Schliisselworten und logischen
Operatoren erlaubt. Die unterstiitzten Operatoren sind fiir gewohnlich UND,
ODER sowie NICHT.
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Auf Basis dieser Algebra lassen sich Suchanfragen definieren, die die in der
booleschen Suchanfrage spezifizierten Schliisselworte exakt enthalten.

Diese Art von Anfragen lassen sich mit Indexstrukturen wie der ,Invertierten
Liste“ schnell und effizient beantworten (vgl. Kapitel 3.1.2). Allerdings hat
dieses Modell auch gravierende Schwéichen [BC87]:

1. Das Verfahren fordert eine exakte Erfiillung des spezifizierten Pradikats.
Viele relevante Ressourcen werden daher nicht gefunden, weil das Pradi-
kat oftmals nicht vollstandig erfiillt ist.

2. Werden groRe Mengen an Treffern zuriickgemeldet, so ist jeder Treffer
gleichwertig. Eine Ordnung der Treffer nach Relevanz ist nicht moglich, da
das Modell kein ordinales Mal? fiir die Relevanz besitzt sondern lediglich
eine Klassifizierung in ,,Pradikat erfiillt“/,Pradikat nicht erfiillt“ vornimmt.

3. Anfrage und Ressource miissen im gleichen Vokabular vorliegen. Das
bedeutet nicht nur, dass die gleiche Sprache gefordert ist, sondern auch,
dass bspw. Synonyme nicht berticksichtigt werden.

Fiir einfache Suchanfragen liefert dieser Ansatz oftmals hinreichend gute Er-
gebnisse. Im Falle der komplexen Suchszenarien, die dieser Arbeit zugrunde
liegen, werden jedoch erweiterte Konzepte benoétigt, die neben der Syntax
auch die Semantik der zu untersuchenden Texte erfassen und ferner bessere
Moglichkeiten des Rankings von Suchergebnissen bieten.

3.1.3.2 Vektorraummodell

Um o. g. Schwichen zu kompensieren, wurden das Vektorraummodell (engl.
Vector Space Model, VSM) entwickelt [SM86] [MRS08]. Diesem Modell liegt
die Idee zugrunde, Texte bzw. Suchanfragen in einen mathematischen Raum
abzubilden, fiir den ein Ahnlichkeitsmal? existiert, das einfach berechnet werden
kann. Das Konzept der Ahnlichkeit ist dabei schwicher als die im Booleschen
Modell geforderte Exaktheit und zielt somit auf die o. g. Punkte 1 und 3 ab.
Auch das in Punkt 2 geforderte Konzept des Rankings kann durch ein solches
Ahnlichkeitsmaf realisiert werden.
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Als mathematischer Raum mit dem geforderten leicht berechenbaren und min-
destens ordinal skalierten AhnlichkeitsmaR bietet sich der Euklidische Raum an.
Er beschreibt einen multidimensionalen Vektorraum, auf dem das Skalarpro-
dukt definiert ist. Zwei Ideen liegen nun der Nutzung dieses Raumes zugrunde:
i) die Abbildung eines Textes oder einer Suchanfrage auf einen Vektor in diesem
Raum und ii) die Nutzung des Skalarprodukts zur Berechnung des Winkels zwi-
schen solchen Vektoren. Dieser Winkel wird dann als Maf fiir die Ahnlichkeit
der zugrunde liegenden Texte verwendet.

Sei D = {d,,...,d,} die Menge aller bekannten Dokumente d; und ferner

D = {t,,...,t,} die Menge aller in D suchbaren Begriffe t;. Dann wird ein
Dokument d € D représentiert durch einen |T®|-dimensionalen Vektor d im
Vektorraum R/T’!. Jeder Komponente a; von d = (ay,...,ar»)" wird nun
das Gewicht zugewiesen das der Begriff, den sie repréasentiert, im zugrunde
liegenden Dokument besitzt. Begriffe, die im Text nicht vorkommen, werden
somit auf den Wert 0 abgebildet, alle anderen auf Werte grol3er O.

Die Ahnlichkeit zweier Dokumente d;,d, € D kann nun iiber den Winkel
definiert werden, in dem die sie reprasentierenden Vektoren d@, b zueinander
stehen. Sie berechnet sich wie folgt iiber die Cosinus-Ahnlichkeit:

= (3.1)

|d| - |b| \/ZITDI 2 \/ZITDI bz

Je geringer nun die Unterschiede zweier solcher Vektoren in jeder Komponente

' o —>.B Z|TD|
sim(d,,d,) :=cos £(d,b) = 7

sind, desto kleiner ist der Winkel, den sie aufspannen und desto hoher wird die
Ahnlichkeit der zugrunde liegenden Dokumente bewertet.

Zentral fiir dieses Modell ist nun die Gewichtung der Begriffe und damit der
skalaren Komponenten a; der Vektoren. Im einfachsten Fall wird bei der Gewich-
tung lediglich gezihlt, wie haufig ein Begriff im Text vorkommt. Alleine diese
Haufigkeit fiir die Gewichtung zu verwenden, birgt allerdings die Gefahr, dass
Begriffe iiber- oder unterbewertet werden und diese Bewertung die Relevanz
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des Begriffs fiir den Text somit nicht korrekt widerspiegelt. Als Extrembeispiel
seien so genannte Stop-Worter wie und, an, auf, bei, da etc. angefiihrt, die in
Texten zwar haufig vorkommen, jedoch wenig zur Bedeutung des Textes beitra-
gen. Deren Einfluss auf die Ahnlichkeitsberechnung gilt es zu minimieren und
im Gegenzug den Einfluss von kennzeichnenden Begriffen zu starken. Erreicht
wird dies bspw. durch das tf-id f -Konzept [SM86].

Beim tf-idf-Mal wird die oben diskutierte Haufigkeit ¢ f (t,d) eines Begriffs
t € T? im Dokument d € D durch einen Wert d f (t, D) dividiert, der ein MaR3
dafiir darstellt, wie haufig der Begriff t in D und damit der betrachteten Sprache
bzw. im betrachteten Textkorpus vorkommt. Damit ergibt sich die Komponente
a; des Dokumentenvektors d zum Gewicht W (t;,d) des Begriffs t; fiir Dokument
d wie folgt:

tf(t;,d)

a; .= W(ti,d) = m

(3.2)

Der Wert df (t,D) wird in der Praxis auf unterschiedliche Arten berechnet.
Allen gemein ist jedoch, dass sie als Grundlage die Anzahl der Dokumente
verwenden, die den Begriff enthalten:

dfkonzeptionell(t:]D)) = |{d € D|tf(t:d) > O}| (33)

Meist wird diese Haufigkeit logarithmiert, um den Einfluss von Extremwerten
zu reduzieren. Verschiedene weitere Verfahren kommen fiir die Feinabstimmung
sowie zur Kompensation von Sonderfillen zum Einsatz. Fiir eine Vertiefung sei
an dieser Stelle auf die Literatur verwiesen [Fer03] [BYRN99] [GF04].

Das tf-idf-Konzept kann nun sowohl auf den Vergleich von Dokumenten
untereinander angewandt werden, als auch auf den Vergleich einer schliissel-
wortbasierten Suchanfrage mit Dokumenten. Dabei wird die Anfrage ebenfalls
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als Dokument interpretiert, bei dem allerdings i. d. R. nur wenige Komponenten
a; des Dokumentenvektors d einen von 0 verschiedenen Wert haben. Das an
[GF04] angelehnte folgende Beispiel illustriert die Verwendung von tf-idf.

Gegeben seien die Suchanfrage g sowie die Menge der suchbaren Dokumente
D = {d;,d,, ds}:

qg: asilver gold truck

d, : ashipment of gold was damaged in a fire
d, : delivery of silver arrived in a silver truck
d5 : shipment of gold arrived in a truck

Die tf- und df-Werte der Dokumente d;, d,, d; und der Anfrage q ergeben
sich damit wie in Tabelle 3.1 dargestellt:

Tabelle 3.1: Beispielhafte tf - und d f -Werte

t | tf(t,q) | tf(t,dy) | tf(t,dy) | tf(t,ds) | df(t,D)
a 1 2 1 1 3
arrived 0 0 1 1 2
damaged 0 1 0 0 1
delivery 0 0 1 0 1
fire 0 1 0 0 1
gold 1 1 0 1 2
in 0 1 1 1 3
of 0 1 1 1 3
shipment 0 1 0 1 2
silver 1 0 2 0 1
truck 1 0 1 1 2
was 0 1 0 0 1

Mittels der Formel 3.1 lassen sich nun die Ahnlichkeiten zwischen jeder Paarung
(g,d;) berechnen:

, B 2/9+1/4 ~

sim(q,dy) = VI/9T1/a1141/4/4/911+1+1/4+1/9+1/9+1/4+1 0,18
> 72 V1/941/4+1+41/4 4/1/9+1/4+1+1/9+1/9+4+1/4 ’

Sim(q, dg) — 1/9+1/4+1/4 A O, 42

AV 1/9+41/4+14+1/4-4/1/9+1/4+1/4+1/9+1/9+1/4+1/4
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Das Ranking der Dokumente zur Suchanfrage ergibt sich damit zu d, vor ds
vor d;. An zwei Aspekten lassen sich hier die Starken des tf-id f-Konzepts
erkennen:

* Der Begriff ,silver kommt lediglich in Dokument d, vor, wird dort aber
zweimal genannt. Es ist also davon auszugehen, dass ,silver” einen fiir
d, kennzeichnenden Begriff darstellt. Da er auch in der Suchanfrage
vorkommt, erhélt d, eine hohe Wertung.

* Der Begriff ,,a“ wird zwar in Dokument d; ebenfalls zweimal genannt, da
er jedoch in jedem Dokument vorkommt, wird ihm keine ausgepragte
Kennzeichnungskraft zugeordnet. Fiir die Wertung von d, fallt er damit
kaum ins Gewicht.

Das Vektorraummodell ist die Grundlage vieler heute eingesetzter Systeme und
pragt auch diese Arbeit. Insbesondere das hinter t f - id f stehende Konzept findet
Anwendung, sowohl im hier beschriebenen Umfeld, als auch in modifizierter
Form zur Bewertung der Ahnlichkeit von Hyperlink-Graphen (vgl. Kapitel 6).

3.1.3.3 Latent Semantic Indexing/Analysis

Ansitze, die auf dem oben diskutierten Vektorraummodell basieren, quantifizie-
ren syntaktische Uberlappung und damit die syntaktische Ahnlichkeit zweier
Dokumente. Zwar bildet das t f - id f -Konzept ansatzweise semantische Aspekte
ab. Dennoch ist die Aussagekraft dieses Konzepts beziiglich Semantik dul3erst
limitiert. Wie oben angefiihrt, konnen sich zwei Dokumente mit dem selben
Thema befassen oder sogar den selben Sachverhalt wiedergeben, auch wenn
sie ein unterschiedliches Vokabular zur Beschreibung verwenden. Mit diesem
Problem beschéftigt sich u. a. das Konzept der Latent Semantic Analysis (LSA)
bzw. Latent Semantic Indexing (LSI) [DDL"90]. Bei LSA/LSI werden mehrere
unterschiedliche Begriffe, die in einer Textsammlung synonym oder zumindest
in einem dhnlichen Kontext verwendet werden, auf ein einziges so genanntes
,Konzept“ projiziert. Die Idee hinter dieser Projektion ist die Reduzierung der
Dimensionalitdt der Term-Dokument-Matrix einer Dokumentensammlung (vgl.

46 3 | Grundlagen und verwandte Arbeiten



Abbildung 3.1) um i) die Berechnung effizienter durchfiihren zu konnen und ii)
um sich auf semantische Konzepte anstatt auf syntaktische Einheiten konzen-
trieren zu konnen. Dies wird erreicht, indem zur Term-Dokument-Matrix eine
niederrangige Approximation berechnet wird, die nicht mehr die einzelnen Ter-
me der Dokumente beschreibt, sondern die von den Dokumenten behandelten
,Konzepte“. Diese Dimensionalitdtsreduktion wird durch eine Singularwertzer-
legung erreicht, bei der die n kleinsten Eigenwerte der Term-Dokument-Matrix
ignoriert werden. Das Ignorieren dieser ,irrelevanten“ Eigenwerte setzt die
Idee der Konzeptionalisierung der Term-Dokument-Matrix um, weil damit ir-
relevante Begriffe herausfallen und semantisch dhnliche Begriffe zu einem
Konzept zusammen gefasst werden. Eine Suchanfrage wird dann ebenfalls in
den Konzept-Raum transformiert und anschliefend analog zum Vektorraummo-
dell die Ahnlichkeiten zu den transformierten Dokument-Vektoren berechnet.
Fiir eine Diskussion iiber die Vor- und Nachteile von LSA/LSI sei auf die Li-
teratur verwiesen. In [GF04] findet sich bspw. eine Ubersicht {iber relevante
Quellen.

Im Kontext der vorliegenden Arbeit ist der wesentliche Schwachpunkt dieses An-
satzes, dass zumindest eines von zwei zu vergleichenden Dokumenten Teil einer
gro3en Dokumentensammlung sein muss, fiir die die aufwéandige Eigenwertzer-
legung im Vorfeld berechnet wurde. Es ist also nicht moglich, zwei beliebige
Dokumente auf ihre Ahnlichkeit hin zu priifen, sofern diese dem System bisher
unbekannt sind. In vielen Bereichen, wie bspw. dem hier behandelten , Focused
Crawling“, kann diese Vorverarbeitung aber nicht durchgefiihrt werden, weil
es in der Natur des Problems liegt, dass a priori unbekannte Dokumente ver-
arbeitet werden miissen. Dennoch bildet die der LSA/LSI zugrunde liegende
Idee, einzelne Terme auf abstraktere Konzepte zu projizieren, die Grundlage
fiir einen im Rahmen dieser Arbeit vorgeschlagenen Ansatz zur Berechnung
von Dokumentendhnlichkeit (vgl. Kapitel 6).
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3.1.3.4 WordNet, Thesauren, Wikipedia

Verschiedene neuere Ansétze [BPO3] oder [JSO3] bauen auf den Begriffs- und
Textsammlungen von Projekten wie WordNet [Fel98] oder Roget’s Thesaurus
[Rog52] auf. Dabei machen sie sich die diesen Daten zugrunde liegenden In-
formationen liber Zusammenhénge zwischen diesen Begriffen und Texten zu
Nutzen und leiten daraus Aussagen iiber die Ahnlichkeit von Wortpaarungen
oder vollstindigen Texten ab. Derartige Datenbanken bieten wertvolle Infor-
mationen tiber semantische Beziehungen zwischen Worten oder Textphrasen
und lassen sich somit Gewinn bringend zur Berechnung von Dokumentenihn-
lichkeit einsetzen. Allerdings ist ein hoher Aufwand von Noten, um solche
Datenbanken zu erstellen und zu pflegen. Zwar sind die Informationen, die aus
diesen Datenbanken abgeleitet werden konnen, von hohem Wert, da bspw. die
Semantik aller Beziehungen zwischen Begriffen oder Phrasen klar definiert ist.
Jedoch existieren verhéltnismaf3ig wenige Typen solcher Beziehungen (bspw.
die Beziehungen Is-A-Synonym, Is-An-Instance-Of, Is-Part-Of etc.). Die weitaus
meisten Beziehungstypen, die eine wie auch immer geartete Ahnlichkeit von
Begriffen oder Phrasen anzeigen, sind aber nicht explizit modelliert, da dies i)
nicht Sinn dieser Projekte ist und ii) aufgrund des Umfangs und nicht zuletzt
bedingt durch Mehrdeutigkeit der Sprache nicht zu leisten wére.

Andere Arbeiten setzen auf die freie Online-Enzyklopddie Wikipedia als zugrun-
de liegende Datenbank. Der wesentliche Unterschied zwischen Wikipedia und
Datenbanken wie WordNet besteht darin, dass Wikipedia untypisierte Beziehun-
gen zwischen den Entitdten in Form von Hyperlinks verwaltet. Zwar existieren
Ansatze, genau diese Nicht-Typisierung der Beziehungen zu iiberwinden und
statt dessen typisierte Beziehungen einzufiihren, um eine ,Semantische Wiki-
pedia“ zu erhalten [VKV'06]. Allerdings ist nach wie vor der Grof3teil aller
Wikipedia-Daten untypisiert verkniipft, was sich aus vielerlei Griinden auch auf
absehbare Zeit nicht 4&ndern wird. Da auch die vorliegende Arbeit stark auf der
Nutzung von Wikipedia-Informationen baut, sollen im Folgenden zwei Ansatze
betrachtet werden, die sich ebenfalls mit dieser Enzyklopddie befassen und eine
entsprechende Néhe zur vorliegenden Arbeit vorweisen.
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3.1.3.5 WikiRelate!

In [SP06] wurde der Algorithmus WikiRelate! entwickelt, der die ,,semantic rela-
tedness“ zweier Begriffe berechnet. D. h. er quantifiziert, in wie weit zwei Begrif-
fe etwas miteinander zu tun haben. WikiRelate! nutzt dabei zwei Metriken, um
diese Beziehung zu berechnen: Zunichst wird die syntaktische Uberlappung der
mit den Begriffen direkt assoziierten Wikipedia-Artikel berechnet. Zudem wird
die konzeptionelle Entfernung der Begriffe anhand des ,information content*
[Res95] berechnet und ferner ein Pfadldngenmal} auf das Kategoriensystem
der Wikipedia angewandt. Dabei werden die Wikipedia-Kategorien, die einem
Artikel zugeordnet sind, als abstrakte Konzepte angesehen, die die Semantik
des durch diesen Artikel reprasentierten Begriffs widerspiegeln.

Die Schwachpunkte dieses Konzepts bzw. in dessen Realisierung liegen darin,
dass WikiRelate! lediglich die Ahnlichkeit von Begriffspaaren berechnen und
keine kompletten Texte verarbeiten kann. Ferner miissen die auf Ahnlichkeit zu
untersuchenden Begriffe durch Wikipedia-Artikel repréasentiert sein, was zwar
fiir viele, aber bei weitem nicht alle Begriffe zutrifft. Zudem beschrankt sich
WikiRelate! bei der Nutzung struktureller Informationen auf das hierarchische
Kategoriensystem der Wikipedia und ignoriert die zwischen den Wikipedia-
Artikeln existierenden Verkniipfungen.

3.1.3.6 Explicit Semantic Analysis (ESA)

Ein weiterer vielversprechender Ansatz auf Basis von Wikipedia ist die Explicit
Semantic Analysis (ESA) [GMO07][SCO08]. Bei ESA wird fiir jeden zu verglei-
chenden Text ein gewichteter Vektor aus Wikipedia-Konzepten (=Wikipedia-
Artikeln) aufgebaut. Dazu werden konventionelle Algorithmen zur Textklassi-
fizierung eingesetzt, die die Relevanz eines jeden Wikipedia-Artikels fiir den
jeweiligen Text ermitteln und damit die Eintrage des Vektors bestimmen. Die
Ahnlichkeit wird dann anhand des auf die resultierenden Vektoren angewandten
Cosinus-MalRes ermittelt (vgl. Kapitel 3.1.3.2). Der wesentliche Schwachpunkt
von ESA liegt darin, dass lediglich der textuelle Inhalt der Wikipedia-Datenbank
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fiir die Berechnung herangezogen wird und strukturelle Informationen wie die
Verkniipfung von Artikeln aul3en vor bleiben.

3.1.3.7 Co-Citation/Companion Link Analysis

Neben dem reinen in Hypertextdatenbanken enthaltenen Text, werden in ande-
ren Ansitzen auch strukturelle Informationen genutzt, um die Ahnlichkeit von —
in diesem Fall — Hypertexten zu berechnen. Ein prominentes Beispiel ist der in
[DH99] beschriebene Ansatz. Dabei werden ein- und ausgehende Verbindungen
(=Hyperlinks) zweier Hypertext-Ressourcen anhand der dort co-citation und
companion genannten Algorithmen miteinander verglichen und somit die Do-
kumente in den Vergleich einbezogen, die die zu untersuchenden Dokumente
im Netz umgeben. Der wesentliche Schwachpunkt dieses Ansatzes ist jedoch,
dass die beiden zu vergleichenden Texte auch Hypertexte im selben Netz, bspw.
dem WWW), sein miissen, da ansonsten keine Berechnung anhand gemeinsamer
Verweise moglich ist. Insbesondere konnen somit keine beliebigen Dokumente
aus unbekannten Quellen miteinander verglichen werden. Ein weiterer we-
sentlicher Schwachpunkt beim Einsatz im vorliegenden Szenario liegt in der
Behandlung von Kopien eines Textes: wenn eine Kopie d’ eines Dokuments d
erzeugt und an einer beliebigen Stelle des Hypertextnetzes abgelegt wird, dann
ist die Wahrscheinlichkeit sehr grof, dass fiir d und d’ eine geringe Ahnlichkeit
errechnet wird, da deren jeweilige Hypertextumgebung sich im Allgemeinen
unterscheiden wird, wenn nicht zusatzlich auch alle Verkniipfungen dupliziert
werden. Damit wiirden aber zwei identische Texte eine geringe Ahnlichkeit
aufweisen, was im Kontext dieser Arbeit keinen sinnvollen Ansatz darstellt.

3.1.3.8 Dokumentenclustering

Wie in Kapitel 3.2 niher ausgefiihrt, ist Dokumentenclustering eine Anwendung
fiir die Berechnung von Dokumentendhnlichkeit, die auf der automatisierten
Gruppierung gleichartiger Dokumente beruht. Es existieren verschiedene Ansat-
ze, die teilweise auch auf externe Daten wie Wikipedia setzen. Bspw. werden
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in [WHZ*07] Wikipedia-Kategorien als eine abstrakte Reprasentation von Do-
kumenten benutzt und auf Basis dieser Kategorien eine Cluster-Berechnung
durchgefiihrt. Weitere Ausfithrungen zum diesem Thema finden sich in den fol-
genden Abschnitten 3.1.4 ,Schnittstelle zum Benutzer® und 3.2 , Textanalyse“.

3.1.4 Schnittstelle zum Benutzer

Das ,,User Interface®, stellt die Schnittstelle zwischen Suchsystem und Benutzer
dar. Neben der reinen Funktionalitidt des Suchsystems ist das User Interface ein
wesentliches Kriterium fiir die Benutzbarkeit eines solchen Systems und damit
fiir die Akzeptanz, die es beim Benutzer erfahrt. Im Umfeld der Websuchen
haben sich einfache Schnittstellen etabliert, die ohne grof3en Einarbeitungsauf-
wand erlernbar sind und eine fiir viele Szenarien ausreichende Funktionalitét
zur Verfiigung stellen. Sie bieten einfache Eingabefelder fiir Suchbegriffe, leiten
diese an das Suchsystem weiter und stellen dessen Antworten in Form von
Ergebnislisten dar. Diese Ergebnislisten zeigen meist die URL der gefunde-
nen Ressource und eine knappe Zusammenfassung der zu den Suchbegriffen
passenden Textstellen, so genannte ,,snippets®.

Fiir einfache Recherchen, in denen es primar um das Auffinden relevanter
Dokumente geht, ist diese Form der Interaktion zwischen Benutzer und System
meist ausreichend. Komplexere Suchen oder Anforderungen in Richtung der
Weiterverarbeitung von Suchergebnissen, der Identifizierung von Querbeziigen
oder der (semi-)automatischen Informationsextraktion erfordern jedoch weiter
gehende Ansatze.

Bereits seit den Anfingen des Information Retrieval machen Industrie und
Forschung sich Gedanken tiiber die Schnittstellen zwischen Benutzern und
Suchsystemen. So wurden eine Vielzahl von grafischen Eingabe- und Analyse-
systemen vorgeschlagen und teilweise auch erfolgreich eingesetzt. In [BYRN99]
wird hierzu eine umfassende Ubersicht prisentiert.

In den letzten Jahren haben einige dieser Konzepte auch in allgemein verfiigba-
re Websuchmaschinen Einzug gefunden. Bspw. bietet die Suchmaschine Vivisimo
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[Viv] die Moglichkeit, Suchergebnisse nach Themenbereichen geclustert anzu-
zeigen. Diese Themenbereiche sind dabei nicht statisch vordefiniert, sondern
ergeben sich aus den Treffer-Dokumenten selbst, indem Dokumente mit hoher
Ahnlichkeit zu einem Cluster zusammen gefasst werden und Dokumente mit
geringer Ahnlichkeit in getrennten Clustern eingeordnet werden. Dieses Prinzip
kann der Benutzer wiederum auf jeden einzelnen Cluster anwenden und erhalt
somit die Moglichkeit, sich schnell auf diejenigen Unterthemen zu fokussieren,
die ihn interessieren. Erleichtert wird dies durch eine Verschlagwortung der
einzelnen Cluster, anhand derer der Benutzer sich orientieren kann.

Andere Suchmaschinen, wie bspw. kartoo [Kar] legen ihr Augenmerk auf die
Darstellung des netztopologischen Umfelds der bei der Suche gefundenen Do-
kumente. Auch hier kommt wieder die Idee ins Spiel, die die Entwicklung des
Konzepts der Focused Crawler motivierte: thematisch zusammenhéngende Do-
kumente sind auch haufig tiber Verweise direkt miteinander verbunden. Durch
die Darstellung der Netztopologie um die Suchergebnisse herum, konnen solche
Themeninseln visualisiert und dem Benutzer zuganglich gemacht werden.

Wieder andere Suchmaschinen, die auf ein bestimmtes Thema spezialisiert
sind, konnen an der Benutzerschnittstelle ebenfalls gezielte Unterstiitzung
liefern. Beispielsweise existieren spezielle Patentsuchmaschinen, mittels derer
Patentdatenbanken nach bestimmten Kriterien durchsucht werden konnen. Im
Rahmen des EU-Projektes PatExpert wurde eine solche Software entwickelt, die
u. a. verschiedene Sichten auf Suchanfragen und Ergebnismengen bietet und so
den Analyseprozess unterstiitzt [KB11].

Auffallend ist, dass o. g. Suchmaschinen derzeit noch ein Nischendasein fiihren.
Zwar bieten sie in Bezug auf die Schnittstelle Funktionalitét, die weit liber die
der grolden Suchmaschinen hinausgeht, dennoch haben sie in der Praxis noch
keine grof3e Verbreitung erfahren. Dies hat mehrere Griinde: zum einen ist es
schlicht die Macht der Gewohnheit, die den Benutzer stets eine ihm bereits
bekannte Suchmaschine wieder benutzen lasst. Eine neue Suchmaschine mit
unbekannter Benutzer-Schnittstelle erfordert einen gewissen Einarbeitungsauf-
wand, den viele Benutzer nicht zu leisten bereit sind. Gewichtiger ist jedoch,
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dass die meisten Webrecherchen einfacher Natur sind und weiter gehende
Funktionalitit tiberhaupt nicht benoétigen. Analysen von Anfrageprotokollen
grolder Suchmaschinen haben gezeigt, dass die Mehrzahl aller Suchanfragen
aus ein bis drei Schliisselworten besteht, die lediglich implizit mittels des
fiir die jeweilige Suchmaschine giiltigen Standardoperators (UND /ODER) ver-
kniipft sind. Es erfolgt keine explizite Verkniipfung mittels weiterer Operatoren
wie NICHT, ebenso wenig werden suchmaschinenspezifische Funktionen wie
die Beschrankung auf bestimmte Domains o. a. in groRem Umfang eingesetzt
[SMHM99][JSP05][JS06].

Dennoch existieren auch andere Typen von Webrecherchen. Im Szenario, das
diese Arbeit motiviert, sind kleine und mittelstindische Unternehmen u. a. im
WWW auf der Suche nach Informationen zu neuen Technologien, wo diese
eingesetzt werden, wer damit Erfahrung hat, wie diese Technologien mit ande-
ren Technologien zusammen spielen etc. Ihr Reifegrad und das Marktpotenzial
werden analysiert und vieles mehr. Um diese Art von Recherchen durchzu-
fiihren, werden sehr wohl weiter gehende Konzepte zur Interaktion mit dem
Benutzer benotigt und auch eingesetzt. Die o. g. Suchmaschinen bieten hierbei
allerdings nur geringen Mehrwert gegeniiber herkommlichen Suchmaschinen,
da sie einen gravierenden Schwachpunkt besitzen: Zwar stellt jede fiir sich
betrachtet eine gelungene Umsetzung des jeweils fokussierten Konzeptes dar,
diese verschiedenen Konzepte stehen jedoch nicht integriert zur Verfiigung. Ins-
besondere fiir komplexe Suchen wire die Integration verschiedener Konzepte
und Herangehensweisen sowie die durchgangige Nutzbarkeit von (Zwischen-)
Ergebnissen iiber diese Systemgrenzen hinweg ein erstrebenswertes Ziel. In
Kapitel 4 wird daher eine integrierte Suchplattform vorgeschlagen und deren
wesentliche Konzepte diskutiert.

3.1.5 Marktiibersicht
Als Abschluss des Grundlagen-Kapitels ,,Web-Suchmaschinen“ soll an dieser Stel-

le eine knappe Ubersicht iiber aktuelle Suchmaschinen und deren Charakteristik
gegeben werden.
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Generell muss unterschieden werden zwischen den grof3en Standardsuchma-
schinen und kleineren Spezialsuchmaschinen, die sich auf bestimmte Themen
oder Suchkonzepte spezialisiert haben. Als ,standard® werden hier bspw. die
Websuchmaschinen Yahoo, Google oder Bing angesehen. Sie indexieren Doku-
mente des WWW und machen dem Benutzer den resultierenden Index iiber
eine schliisselwortbasierte Anfrageschnittstelle zuginglich. Neben der Mog-
lichkeit, einzelne Suchbegriffe als Schliisselworte zu definieren, konnen auch
verschiedene Operatoren eingesetzt werden: UND, ODER, NICHT um nur Do-
kumente mit einer bestimmten Kombination von Suchbegriffen zu erhalten.
Es konnen exakt zu suchende Phrasen oder Platzhalter fiir beliebige Begriffe
oder Texte angegeben werden. Ferner wird die Moglichkeit angeboten, die
Suche auf einzelne Domains zu beschrianken oder Suchbegriffe lediglich in
der URL von Dokumenten zu suchen anstatt im eigentlichen Dokumententext.
Die Suchergebnisse werden dem Benutzer in einer listenartigen Darstellung
prasentiert, wobei fiir jedes zuriickgemeldete Dokument der Titel, die URL so-
wie ein knapper Ausschnitt des Dokumententextes angegeben wird. Zuséatzlich
tiberpriifen diese Suchmaschinen die vom Benutzer angegebenen Suchbegriffe
und machen Korrekturvorschlage wenn ein vermeintlicher Schreibfehler ent-
deckt wurde. Neben der direkten Benutzerschnittstelle bieten die meisten dieser
Standardsuchmaschinen auch eine auf den Zugriff durch Softwaresysteme opti-
mierte Schnittstelle, ein sog. API (Application Programming Interface) an. Uber
diese APIs kann Web-Suchfunktionalitit in andere Software integriert und so
der Index der jeweiligen Suchmaschinen fiir anwendungsspezifische Zwecke
genutzt werden.

Diese Standardsuchmaschinen werden ergéanzt durch eine Vielzahl von Spezial-
suchmaschinen. Die drei oben genannten Anbieter erlauben neben der reinen
schliisselwortbasierten Dokumentensuche auch eine spezielle Suche nach Bil-
dern oder Videos. Es konnen aktuelle Nachrichtentexte durchsucht werden und
teilweise wird auch die Moglichkeit angeboten, Onlineshops nach Produkten zu
durchsuchen und die einzelnen Angebote miteinander zu vergleichen. Andere
Suchmaschinen tun sich durch alternative Konzepte in der Benutzerfiihrung
hervor. So préasentieren yippy.de oder vivisimo.de die Suchergebnisse in Clus-

54 3 | Grundlagen und verwandte Arbeiten



tern, also in mehreren thematisch voneinander getrennten Blocken, was dem
Benutzer die Analyse der Ergebnisse erleichtern und eine Konkretisierung der
Suchanfrage vereinfachen soll. Wieder andere Suchmaschinen wie yasni.de oder
123people.de stellen alle Informationen zusammen, die sie {iber eine Person bzw.
einen Namen in WWW finden konnen. frag-finn.de oder blinde-kuh.de bieten
Suchfunktionalitét speziell fiir Kinder, wobei neben einer kindgerechten Benut-
zerschnittstelle auch die zuriickgemeldeten Suchergebnisse kindgerecht sind
oder sein sollen. Sogenannte Semantische Suchmaschinen wie wolframalpha.com
oder semager.de versuchen, die Semantik einer Suchanfrage zu erfassen und
liefern neben syntaktischen Treffern auch semantische Treffer als Ergebnis.

All diese Suchmaschinen bieten entweder generische Suchkonzepte oder sind
spezialisiert auf bestimmte Themen oder Arten von Suchen und insbesonde-
re die Liste der Spezialsuchmaschinen lief3e sich beliebig fortsetzen. Thnen
allen ist jedoch gemein, dass jede Suchanfrage fiir sich behandelt wird. Es
gibt keine Moglichkeit, so etwas wie einen Kontext zu spezifizieren, in dessen
thematischem Rahmen weitere Suchen durchgefiihrt werden kénnen. Insbe-
sondere lassen sich Suchergebnisse der einen Suchmaschinen nicht in eine
andere Suchmaschine iibertragen, um die Ergebnismenge einer Suchmaschine
mit der Technik einer anderen Suchmaschine weiter zu analysieren. Fiir die
Durchfiihrung von komplexen Webrecherchen sind dies die zwei wesentlichen
Schwachpunkte, fiir die in den Kapiteln 4-6 Losungskonzepte vorgeschlagen
werden.

3.2 Textanalyse

Wie in den vorangegangen Abschnitten diskutiert, existieren verschiedene
Ansitze, um das WWW nach Informationen zu durchsuchen. Sie unterscheiden
sich insbesondere im Grad der Automatisierbarkeit, in der Komplexitat der
automatisch aus den Suchergebnissen ableitbaren Informationen und in der
Reaktionszeit von Eingabe der Suchanfrage bis zur Ausgabe der Ergebnisse.
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In den letzten Jahren hat sich nun im Bereich des Information Retrieval ein
weiteres Konzept etabliert, die sog. Textanalyse (engl. Textanalytics) [Gri08].
Der Begriff Textanalyse zielt dabei nicht eindeutig auf eine bestimmte Technik
oder eine konkrete Sammlung von Techniken, sondern beschreibt vielmehr
ein Konzept. Dieses Konzept orientiert sich an dem von strukturierten Daten
her bekannten Data Mining und versucht gleiche bzw. dhnliche Techniken auf
unstrukturierte und semistrukturierte Daten wie die im WWW vornehmlich
anzutreffenden natiirlichsprachigen Texte anzuwenden.

Motiviert wird dieser Ansatz dadurch, dass im Umfeld der strukturierten Daten
(ERP-/PPS-Systeme etc.) bereits seit langem bekannt ist, dass in der Datenbasis
eines Unternehmens kostbare Informationen verborgen liegen und dass diese
Informationen mittels verschiedener Analysetechniken aus der Datenbasis extra-
hiert werden kénnen. Da nun aber, insbesondere im Zuge des stetig giinstiger
werdenden Speichers, mehr und mehr Daten in unstrukturierter Form abgelegt
werden, d. h. in Form von Texten, Bildern, Video- und Audio-Aufzeichnungen,
miissen die Konzepte des Data Mining an diese Datenformen und ihre Beson-
derheiten angepasst werden.

Bei strukturierten Daten ist per Definition explizites Wissen iiber deren Struktur
vorhanden. Fiir das Mining auf unstrukturierten Daten hingegen muss dieses
Strukturwissen offensichtlich aus der Datenbasis selbst oder aus zuséatzlichen
Quellen abgeleitet werden, da andernfalls keine Analysen iiber einer solchen
Struktur durchgefiihrt werden konnen. Damit stellt die Textanalyse prinzipiell
eine Vorstufe zum Mining dar. In der Praxis ist diese Grenze jedoch selten so
eindeutig definiert und verschwimmt meist.

3.2.1 Techniken & Konzepte

Wie bereits angemerkt, wird unter dem Begriff , Textanalyse®“ gemeinhin nicht
eine spezielle Technik zur Analyse von natiirlichsprachigen Texten verstanden,
sondern vielmehr ein Konzept, um Informationen aus solchen Textdaten bzw.
Textsammlungen zu extrahieren und nicht-triviale Verbindungen aufzudecken.
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Um dieses Konzept umzusetzen, existieren verschiedene Techniken und Vor-
gehensweisen, die zum Teil im Bereich des Information Retrieval bereits seit
langerem eingesetzt werden. Im Rahmen der Textanalyse werden diese kom-
biniert und ggf. erweitert. Der folgende Abschnitt fasst die Wichtigsten und
Gelaufigsten dieser Techniken zusammen.

Herkommliche Suchmaschinen implementieren vornehmlich Techniken, die
einen verhéltnisma3ig geringen Aufwand bei der Verarbeitung eines Dokuments
erfordern. Andernfalls wéare die hohe Anzahl der von diesen Suchmaschinen
indexierten Dokumente nicht erreichbar. Solche Methoden sind bspw. das Zu-
riickfithren eines Wortes auf seinen Wortstamm (engl. ,,stemming*). Dadurch
wird die Suche nach einem Begriff erleichtert, weil nicht nur die vom Suchen-
den spezifizierte Form des Begriffs beriicksichtigt wird, sondern auch andere
durch Konjugation, Deklination etc. gebildete Auspragungen des Begriffs ge-
funden werden. Daneben existiert die Technik der Entfernung von semantisch
unbedeutenden Begriffen (engl. ,,Stopword removal“) aus dem Text. Dabei wird
aus Griinden der hoheren Verarbeitungsgeschwindigkeit und des geringeren
Platzbedarfs fiir den Index der Umfang der zu indexierenden Texte reduziert, in-
dem irrelevante Worte ignoriert werden. Zudem schwindet dadurch der Einfluss
solcher irrelevanter Worte bei einem Vergleich der Ahnlichkeit von zwei Doku-
menten, da dieser Vergleich lediglich auf den relevanten Begriffen durchgefiihrt
wird und irrelevante Begriffe wie Binde- und Fiillworter ignoriert werden. Auch
die Bestimmung der in einem Text verwendeten Sprache gehort zur Gruppe
der grundlegenden Techniken. Sie wird bspw. fiir die Feinabstimmung von
Analysetechniken fiir einen konkreten Text eingesetzt. All diese und weitere
grundlegende Techniken kommen ebenfalls im Rahmen der Textanalyse zum
Einsatz. Sie liefern zwar selbst noch keine hoherwertigen Informationen, dienen
aber als Enabler fiir die im Folgenden aufgefiihrten Ansatze zur Informations-
und Wissensextraktion.

Abbildung 3.2 zeigt drei Stufen der Extraktion und Nutzung von Informatio-
nen, die sowohl in Komplexitdtsbelangen, als auch in der zeitlichen Abfolge
aufeinander aufbauen.
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Abbildung 3.2: Stufen der Wissensextraktion

Um hoherwertige Informationen aus Texten zu extrahieren, ist zunichst deren
grundlegende Analyse zur ,Informationsgewinnung“ notig. Ziel einer solchen
Analyse ist bspw. die Identifizierung von fiir den jeweiligen Text bedeutsa-
men Orten, Personen, Firmen oder deren Produkten. Das Wissen tiber den
Bezug eines Textes zu oben genannten Objekten ist ein erster Schritt hin zum
,Verstindnis“ des Textes. Ansitze die dieses Ziel zu erreichen suchen, werden
gemeinhin unter dem Begriff ,NER“ (Named Entity Recognition/Extraction) zu-
sammengefasst. Kapitel 7 widmet sich diesem Themengebiet im Detail, weshalb
an dieser Stelle auf eine tiefer gehende Diskussion verzichtet wird.

Die Extraktion von Begriffen oder Begriffssequenzen, die einen Text kennzeich-
nen, liefert einen weiteren Beitrag zur Kategorisierung bzw. Grobeinordnung
des Textes. Sie kann helfen, einen Uberblick iiber den Text zu bekommen, ohne
diesen Wort fiir Wort gelesen zu haben. Damit stellt sie eine Erleichterung fiir
die manuelle Analyse grolder Textmengen dar.

Einen weiter gehenden Ansatz stellt die Identifikation von Beziehungen zwi-
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schen den o. g. Entititen und den diese reprasentierenden Textstellen dar. Ein
Spezialfall der Identifikation solcher Beziehungen ist bspw. die Auflésung von
Anaphern. Dabei werden namentlich genannte Entitaten wie bspw. handelnde
Personen mit an anderen Textstellen an ihrer statt genannten Pronomen identi-
fiziert. Dies stellt einen weiteren Schritt fiir ein verbessertes Textverstandnis
dar und erméglicht das Aufdecken von Verbindungen, die auf den ersten — rein
syntaktischen — Blick hin nicht erkennbar waren.

Aufbauend auf den o. g. grundlegenden Techniken existieren im Kontext der
Textanalyse weitere Ansitze, um eine (semi-) automatisierte Verarbeitung
von natiirlichsprachigen Texten zu vereinfachen. Abbildung 3.2 skizziert diese
Ansétze in der mittleren Ebene ,Informationsstrukturierung®.

Ein Mittel der Vereinfachung ist die Reduktion der Komplexitét der zu betrach-
tenden Texte. Dies wird durch das Fokussieren auf relevante Textstellen erreicht.
Bspw. konnen die Einleitung oder Zusammenfassung eines Textes automatisch
extrahiert, oder bei weiter gehendem Textverstindnis auch kennzeichnende,
d. h. relevante Textbereiche aus dem gesamten Text herausgel6st werden. Dies
ermoglicht dem Benutzer ein schnelleres Begreifen und Einordnen des Textes,
da im Vergleich zum gesamten Text nur verhiltnisméaf3ig kleine Textblocke
manuell analysiert werden miissen.

Einen weiteren Ansatz stellt die Gruppierung von Texten nach bestimmten Krite-
rien dar. Sie erlaubt es dem Benutzer, anstelle einzelner Texte nur noch Klassen
von Texten zu betrachten, die in den genannten Kriterien in einem geforderten
Malf iibereinstimmen. Hierzu existieren im Wesentlichen zwei Methoden, die
Klassifikation und das so genannte Clustering. Bei der Klassifikation wird ein
Text einer von mehreren, ggf. hierarchisch strukturierten und im Vorfeld defi-
nierten Themenklassen zugeordnet. Beim Clustering hingegen werden Texte
so gruppiert, dass die Elemente einer Gruppe untereinander eine maximale
Ahnlichkeit beziiglich der geforderten Kriterien besitzen und gleichzeitig die
Ahnlichkeit zwischen Elementen unterschiedlicher Gruppen minimal ist.

Die obere Ebene ,,Wissensextraktion“ in Abbildung 3.2 reprasentiert die Nut-
zung der in den darunter liegenden Ebenen extrahierten Informationen. Bei der
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Suche konnen damit sowohl verhiltnismiRRig einfache Suchpradikate verwen-
det werden, wie z. B. die von herkommlichen Websuchmaschinen bekannten
booleschen Verkniipfungen von Schliisselworten. Daneben kénnen aber auch
komplexe Pradikate eingesetzt werden, die bspw. Beziehungen zwischen Wor-
ten, Satzteilen oder auch zwischen verschiedenen Texten betreffen. Damit kann
eine Analyse nicht nur allein anhand syntaktischer Kriterien erfolgen; vielmehr
riicken semantische Aspekte mehr und mehr in den Vordergrund.

3.2.2 Anwendungsfille

Textanalyse ist, wie bereits angefiihrt, keine neue Technologie sondern definiert
sich vielmehr iiber eine Sammlung von bereits bekannten Technologien und
deren gemeinsame Nutzung. Daher ist dieser Bereich weniger im universitiren
Umfeld angesiedelt, sondern stark industriegetrieben und anwendungsgepragt.
Nachfolgend sollen einige Anwendungsfille aufgezeigt werden, in deren Rah-
men Textanalyse heute bereits erfolgreich eingesetzt wird.

Unter dem Stichwort , Sentiment Detection“, auf Deutsch am ehesten mit , Mei-
nungsanalyse“ bzw. ,,Stimmungsanalyse® zu iibersetzen, wird ein Anwendungs-
gebiet der Textanalyse verstanden, in dem es darum geht, herauszufinden, was
bestimmte Personen oder Personengruppen iiber ein Unternehmen und dessen
Produkte denken. Quellen fiir solche Analysen sind in erster Linie Blogs und
Onlineforen. Hier konnen sowohl positive als auch negative Aspekte des Unter-
suchungsgegenstandes extrahiert werden und allgemein positive bzw. negative
Einstellungen der jeweiligen Personengruppe gegeniiber diesem quantifiziert
werden. Die besonderen Herausforderungen liegen hier in der Tatsache, dass
die Sprache in solchen Foren/Blogs oftmals nicht strikt den Regeln der Gramma-
tik folgt und somit ein echtes Textverstindnis deutlich schwieriger zu erreichen
ist als fiir grammatikalisch hochwertigere Texte.

Ein weiteres wichtiges Anwendungsgebiet ist das sog. , Quality Early Warning“.
Ziel ist hier, anhand von Kundenbeschwerden, Reparaturberichten oder an-
deren textuellen Quellen existierende Schwachpunkte von Produkten oder
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Dienstleistungen zu identifizieren, um entsprechende Gegenmaf3nahmen er-
greifen zu konnen. Der zweite Aspekt, das , Early” (deutsch: frithzeitig), zielt
darauf ab, solche Schwachpunkte bereits dann zu identifizieren, wenn sich
ihre Auswirkungen erstmals in signifikantem Malfe zeigen. Die Schwierigkeit
hierbei liegt darin, verschiedene Formulierungen als die Beschreibung eines
einzigen Problems zu identifizieren und ein entsprechendes Monitoring {iber
die Haufigkeitsentwicklung zu unterhalten.

Neben den beiden oben Genannten existieren weitere Anwendungsfille im
Bereich der nachrichtendienstlichen Tatigkeit und Terrorismusabwehr, der Kri-
minalitatsbekdmpfung, der automatisierten Abwicklung von Helpdesk-Calls, der
Auswertung medizinischer Studien, der Marktanalyse und Patentanalyse sowie
vieles mehr. Sie alle haben gemeinsam, dass gro3e Mengen unstrukturierter
Texte analysiert werden, daraus strukturierte Informationen extrahiert werden
und diese ggf. mit weiteren Informationen aus anderen strukturierten oder
unstrukturierten Datenquellen kombiniert werden, um gréf3tméglichen Nutzen
aus der vorhandenen Datenbasis zu ziehen.

3.2.3 Marktiubersicht

Wie oben angefiihrt, ist die , Textanalyse“ derzeit ein aufstrebendes Thema.
Wiahrend im universitdren Umfeld vornehmlich Grundlagen zu Themen wie
Textverstindnis, semantische Suche und dhnliche behandelt werden, so platzie-
ren sich mehr und mehr Unternehmen mit dem Produkt ,, Textanalyse“ am Markt.
Im Folgenden soll eine knappe Ubersicht iiber partizipierende Unternehmen
und deren Textanalyse-Produkte gegeben werden. Die Liste der prasentierten
Software erhebt keinen Anspruch auf Vollstandigkeit und reprasentiert lediglich
einen Teil der Themengebiete, die mit Textanalyseprodukten untersucht werden
konnen.

Als Unternehmen mit langjdhriger Erfahrung im Bereich der Verarbeitung struk-
turieter Daten zielt auch IBM mehr und mehr in den Bereich der unstrukturier-
ten Daten. Eines der Produkte in diesem Bereich ist der Content Analyzer [IBM]
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(friiher OmniFind Analytics Edition (OAE)). IBMs Hintergrund der strukturier-
ten Daten wird bei der Zielsetzung und der Anwendung von Content Analyzer
deutlich. Es lassen sich grofse Mengen unstrukturierter Textdaten gemeinsam
mit strukturierten Daten analysieren. Somit stellt der Content Analyzer ein
Bindeglied zwischen der reinen Analyse von Textdaten und dem klassisch an
strukturierten Daten orientierten Data Mining dar.

Andere Anbieter, wie bspw. das italienische Unternehmen Expert System bieten
origindre Textanalyse-Systeme an. Mit der COGITO-Anwendungspalette [Expb]
stellt Expert System eine Sammlung von sich teilweise ergdnzenden Anwendun-
gen zur Verfiigung, die zur Analyse grol3er Mengen von Texten genutzt werden
konnen. Der Schwerpunkt dieser Anwendungen liegt in einem weitgehenden
Sprachverstindnis und einer darauf aufbauenden semantischen Analyse der
untersuchten Texte. Das Herzstiick dabei sind sprachspezifische semantische
Netze, die tausende Begriffe und deren semantische Beziehung untereinander
definieren.

Wiahrend die beiden zuvor genannten Systeme vornehmlich fiir die Nutzung
durch Textanalyse-Experten konzipiert sind, so geht das franzosische Unterneh-
men Temis einen anderen Weg. Deren Textanalyse-Losung Luxid [Tem] setzt
einen Schwerpunkt auf die Generierung von Reports. Diese, einmal definiert
durch einen Textanalyse-Experten, konnen dann von ungeschulten Benutzern
bei Bedarf neu berechnet und aktualisiert werden. Dazu bietet Luxid ein Rollen-
konzept, das die Fahigkeiten und Berechtigungen der jeweiligen Benutzer ins
System abbildet und entsprechende Funktionen zuganglich macht. Gleichzeitig
stellt es eine Erweiterungsplattform zur Verfiigung, iiber die eigene Analyse-
und Report-Komponenten eingebunden werden kénnen.

3.2.4 Abgrenzung

Die Textanalyse stellt einen interessanten Ansatz dar und ist als Konzept prinzi-
piell auch fiir die Losung vieler der dieser Arbeit zugrunde liegenden komplexen
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Fragestellungen geeignet. Aktuell verfiigbare Produkte werden jedoch den spezi-
ellen Anforderungen dieser Fragestellungen nicht gerecht, da sie unter anderen
Zielvorgaben entwickelt wurden.

So sind diese Produkte stark auf den jeweiligen Einsatzbereich fokussiert und
bieten damit im Wesentlichen Unterstiitzung fiir Fragestellungen aus den je-
weils adressierten Bereichen (Sentiment Detection, Quality Early Warning,
Intelligence Services etc., vgl. Kapitel 3.2.2). Erweiterungen und Anpassung fiir
andere Fragestellungen sind nur bedingt moéglich. Im Gegensatz dazu sollen
im Rahmen dieser Arbeit Methoden und Techniken entwickelt werden, die
jede Art von komplexer Suche im WWW unterstiitzen, ohne einen bestimm-
ten Themenbereich oder Einsatzzweck vorzugeben, sowie Techniken, die eine
Anpassung existierender Systeme an neue Suchaufgaben ermoéglichen. Dass
hierbei Kompromisse zwischen Universalitdt und potenzieller Ergebnisqualitat
eingegangen werden miissen, ist offensichtlich.

Eine prinzipielle Abgrenzung gegeniiber dem Konzept der Textanalyse an sich
soll an dieser Stelle jedoch nicht vorgenommen werden. Textanalyse ist ein
Oberbegriff fiir eine Sammlung verschiedener Konzepte und Techniken, wobei
der Schwerpunkt auf der Nutzung sowohl strukturierter als auch unstrukturier-
ter Datenquellen liegt. Neben den angesprochenen Unterschieden zu etablierten
Produkten existieren demnach auch viele Gemeinsamkeiten mit den in dieser
Arbeit eingesetzten oder entwickelten Konzepten.

3.3 Explorative Suche

Die , explorative Suche“ [Mar06|[WR09] bezeichnet eine Klasse von Suchen,
die eine aktive Beteiligung des Suchenden iiber den gesamtem Suchprozess
hinweg erfordern. Eine solche Beteiligung des Suchenden ist genau dann notig,
wenn der Suchende bspw. nicht exakt formulieren kann, wonach er sucht. Oder
aber wenn die gesuchten Informationen nicht in Form expliziter Fakten zu
finden sind, sondern eine Analyse von Texten und ggf. deren Querbeziigen
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durchgefiihrt werden muss (vgl. Kapitel 2). In beiden Fillen kann das Such-
system nicht die fertige Antwort auf die Fragestellung des Suchenden liefern,
sondern kann ihn lediglich unterstiitzen, indem es bspw. Hilfestellung bei der
Formulierung der Fragestellung gibt und die Auswertung von Textsammlungen
und Suchergebnissen unterstiitzt.

Im Bereich der Human-Computer Interaction (HCI) werden hier zum einen Stra-
tegien zur Visualisierung von Suchergebnissen diskutiert, um dem Suchenden
die Orientierung in den von Suchmaschinen zuriick gemeldeten Ergebnissen
zu erleichtern [WKBO5][CMO08][KDH11]. Zum anderen werden Ansitze ent-
wickelt, die den Prozesscharakter solcher Suchen besser unterstiitzen, als dies
durch herkoémmliche Suchmaschinen geleistet wird. Haufig werden hierzu
integrierte Suchwerkzeuge vorgeschlagen, die verschiedene Such- und Analyse-
komponenten anbieten und miteinander verbinden, um Suchen bzw. Ergebnisse
aus unterschiedlichen Blickwinkeln bearbeiten zu konnen. Beispiele hierfiir sind
der SocialSearchBrowser [CNCO10] zur Unterstiitzung kollaborativer Suchen
im mobilen Umfeld oder Werkzeuge zur Suche in Multimediadatenbanken
[Chr08]. Meist sind diese jedoch speziell fiir eine Doméne entwickelt und kon-
nen somit nicht oder nur umstéandlich fiir Suchen auf anderen Themenbereichen
eingesetzt werden.

3.4 Expertensuche

Wie in Kapitel 2 ausgefiihrt, ist die Problemstellung der Suche nach Experten
zu bestimmten Themen eine der Motivationen fiir die vorliegende Arbeit. Zwar
stellt sie nur einen Spezialfall der ibergeordneten Problemstellung komplexer
Webrecherchen dar. Da die Expertensuche im Rahmen dieser Arbeit an verschie-
denen Stellen als Beispiel und Anwendungsszenario dient, wird an dieser Stelle
dennoch ein knapper Uberblick {iber relevante Arbeiten gegeben.

Die Suche nach Experten war in den vergangenen Jahren Gegenstand verschie-
dener Forschungsarbeiten. [MAOO] sowie [YSKO3] bieten dazu einen guten
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Uberblick. Die meisten Arbeiten bewegen sich dabei im Kontext des Wissensma-
nagements und fokussieren auf eine firmeninterne Suche nach Experten, dhnlich
zu Gelbe-Seiten-Systemen. Im Folgenden sollen verschiedene beispielhafte An-
siatze und Werkzeuge vorgestellt werden, die sich mit der Expertensuche oder
allgemein der Websuche beschéftigen. Thre Starken und Schwichen im Kontext
der hier bearbeiteten Problemstellung werden diskutiert.

Am Fraunhofer-IPA wurde der Xpertfinder [HS02] entwickelt. Er bietet ein Soft-
warewerkzeug zum Monitoring von E-Mail-Kommunikation und zur Analyse
von Dateien im PDF- und MS-Wordformat, die sich auf verschiedenen Servern
innerhalb eines Unternehmensnetzwerkes befinden kénnen. Die Software extra-
hiert Kommunikationspartner aus dem E-Mail-Verkehr, ermittelt Inhalte, bringt
sie mit den Autoren in Verbindung und leitet aus diesen Daten eine Abbildung
von Mitarbeitern auf vordefinierte Expertise-Bereiche ab. Damit vereinfacht
der Xpertfinder die Erstellung eines Gelbe-Seiten-Systems und kann helfen,
den zu dessen Pflege notigen Wartungsaufwand erheblich zu reduzieren. Al-
lerdings ist dieser Ansatz auf den Einsatz in relativ kleinen, klar abgegrenzten
Netzen, wie bspw. Firmen-Intranets, beschrankt und kann daher nicht direkt
auf eine Suche im WWW angewandt werden. Der Grund dafiir liegt im We-
sentlichen in der Tatsache, dass Suchergebnisse sich auf eine verhaltnismaRig
kleine Anzahl von Dokumenten bzw. Mails beziehen, die zudem einer entspre-
chenden Vorverarbeitung durch das System bediirfen. Offensichtlich kann aber
diese Vorverarbeitung aller Dokumente des Suchraumes nur dann durchge-
fithrt werden, wenn entweder der Suchraum klein ist, wie bspw. im Falle eines
Firmen-Intranets, oder wenn sehr hohe Kapazitdten in Bezug auf Bandbreite,
Rechen- und Speicherkapazitit zur Verfligung stehen. Letzteres ware fiir eta-
blierte Suchmaschinen der Fall, ist aber im Kontext eines hier angestrebten
Suchwerkzeugs nicht realisierbar (vgl. Kapitel 3.1.1). Ferner liegt der Fokus von
Xpertfinder auf der Analyse von E-Mail-Kommunikationsstrukturen. Im Kontext
eines Firmennetzes kann das wertvolle Informationen iiber Kompetenznetze
aufdecken und als addquates Mittel angesehen werden. Fiir E-Mail im Allgemei-
nen, also im Kontext des gesamten Internet, ist dieser Weg aber nicht gangbar,
da nur solche Kommunikation analysiert werden kann, die iiber von der Soft-
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ware kontrollierte Mail-Server abgewickelt wird und damit insbesondere keine
beliebigen WWW-Inhalte analysierbar sind.

Ein anderer Aspekt der Expertenidentifikation wird von der Forschung im Be-
reich virtueller Gemeinschaften (engl. “virtual communities”) behandelt. Dort
werden bspw. Methoden und Werkzeuge zur Bestimmung des Grades an Inter-
aktion zwischen den Teilnehmern einer Diskussionsrunde entwickelt. Wahrend
sich daraus zwar schwerlich direkt Informationen beziiglich der Expertise einer
Person ableiten lassen, so liefern solche Verfahren dennoch wertvolle Einsichten
iber die Entwicklung einer Diskussion und deren Teilnehmer. Aus den so gewon-
nenen Daten kann herausgelesen werden, wer zu den aktivsten Teilnehmern
der Diskussion zahlt, welche Gruppen oder Subnetze sich bilden und daraus auf
sich entwickelnde Wissensnetze geschlossen werden. Das Management Cockpit
[Tri05] stellt ein solches Werkzeug zur Visualisierung von Wissensnetzen dar.
Es ermoglicht die Analyse und Visualisierung der Kommunikationsstrukturen
diverser Web-Foren. Fiir die Suche nach Experten im WWW ist dieser Ansatz
jedoch zu eingeschrankt. Der Benutzer muss zundchst eigenhdndig passende
Foren identifizieren und entsprechende Zugriffskomponenten implementieren,
um die Daten einer automatisierten Verarbeitung zuginglich zu machen. Fer-
ner visualisiert das Management Cockpit zwar die Kommunikationsstrukturen,
differenziert aber nicht auf inhaltlicher Ebene zwischen einzelnen Beitragen.
Es kann also lediglich eine Aussage iiber Strukturen beziiglich des gesamten
Forums getroffen werden, eine Detaillierung auf einzelne Unterthemen ist aber
nicht moglich. Sollen aber hochwertige Ergebnisse bei der Suche nach Experten
produziert werden, so ist genau diese Ebene der Detaillierung von Noten.

Neben den o.g. Forschungsansitzen existieren auch verschiedene kommerzielle
Plattformen zur Suche nach Experten. Prominente Beispiele hierfiir sind sog.
Soziale Netzwerke (engl. ,social networks“) wie BigWiz [Biz], LinkedIn [Linb]
oder im deutschsprachigen Raum XING [XIN]. Hier registrieren sich Nutzer
anhand eines selbst definierten Kompetenz- und Interessenprofils und konnen
iber diese Plattform von anderen Nutzern gefunden und kontaktiert werden.
Auch klassische Jobborsen wie Monster [Mon] oder Experteer [Expa] lassen sich
in diese Kategorie einordnen. Der gravierende Nachteil solcher Plattformen liegt
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fiir dieses Szenario jedoch darin, dass Benutzer sich eigeninitiativ registrieren
miissen und in der Beschreibung ihrer Kompetenzen keinen Beschrankungen
oder Kontrollen unterliegen. Zwar mag die Suche in solchen Netzen damit als
ein erster Schritt dienen. Da jedoch oftmals nur in ausgesuchten Bereichen wie
bspw. der IT eine signifikante Anzahl an registrierten Benutzern existiert und
zudem deren Daten nicht von unabhingiger Stelle verifiziert werden, ist der
Nutzen solcher Plattformen im Kontext der Expertensuche beschrankt.

Auch im Rahmen der TREC-Konferenzen wurde das Thema Expertensuche
(engl. ,expert finding“) seit 2005 behandelt [CdVS05] [SdVC06] [BAVCS07]
[BST*T08] [BAVS™10]. Die Problemstellung hierbei war, in einer fixen Doku-
mentensammlung Personen zu identifizieren, diese bestimmten vorgegebenen
Themen zuzuordnen und ihre Expertise beziiglich der jeweiligen Themen zu
bewerten. Das Szenario hinter der Aufgabenstellung unterscheidet sich jedoch
signifikant vom dieser Arbeit zugrunde liegenden Szenario: bei TREC geht es
um die Identifizierung von Personen in einer bekannten Dokumentenmenge
und deren Zuordnung zu vorab bekannten Themen. Bspw. lautete die Aufga-
benstellung in TREC 2008:

Ein Mitarbeiter des Unternehmens (hier: CSIRO) beantwortet eine E-Mail-Anfrage
zu einem bei CSIRO behandelten Thema. Dazu durchsucht er den offentlichen Web-
Auftritt von CSIRO nach Ressourcen und moglichen Antworten. Zudem versucht er,
Experten zu dem betreffenden Thema innerhalb von CSIRO zu finden, die ihm bei
der Beantwortung der Anfrage mit Detailinformationen behilflich sein kénnen.

Fiir die praktische Anwendung in einem Unternehmen bedeutet das, dass ent-
sprechende Personen/Themen-Zuordnungen vorab berechnet werden konnen
und dass insbesondere die in Frage kommenden Personen und Themen vorab
bekannt sind. Im diese Arbeit motivierenden Szenario hingegen trifft keine
der genannten Einschrankungen zu, weshalb notwendigerweise andere Tech-
niken zum Einsatz kommen miissen: es miissen komplexere Techniken zur
Personenidentifikation, zur Beschreibung von Suchthemen, zur Identifikation
relevanter Webressourcen und zur Bewertung der Expertise von Personen oder
Institutionen eingesetzt werden.
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3.5 Zusammenfassung

In diesem Grundlagenkapitel wurden Konzepte erlautert, die im Rahmen der
vorliegenden Arbeit besondere Relevanz besitzen. Zwei Schwerpunkte wurden
dabei betrachtet: zum einen grundlegende Suchmaschinentechnologien und
rein syntaktische Analysen auf Textdokumenten. Zum anderen die Analyse von
Zusammenhédngen und die Extraktion hoherwertiger Informationen aus diesen
Texten.

Neben der Diskussion grundlegender Konzepte, die bereits im industriellen
Umfeld Anwendung finden, wurde auch aufgezeigt, in welchen Bereichen die
Forschung derzeit aktiv ist, welche Konzepte dort entwickelt werden und in wie
weit diese zur Losung der hier diskutierten Probleme beitragen kénnen.

Zusammenfassend lasst sich festhalten, dass viele Anséatze zur Unterstiitzung
bei der Durchfiihrung von Websuchen existieren und diese auch, teilweise seit
langerem, erfolgreich eingesetzt werden. Fiir die Bearbeitung von komplexen
Websuchen jedoch sind diese existierenden Ansétze nicht immer ausreichend.
Am Beispiel der Expertensuche wurde eine solche Suche diskutiert. In den
beiden folgenden Kapiteln werden daher Vorschlidge ausgearbeitet, wie eine
effizientere Unterstiitzung des Benutzers bei der Bearbeitung solcher komplexer
Fragestellungen erreicht werden kann.
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KAPITEL

SOFTWAREPLATTFORM FUR
SUCHANWENDUNGEN

Dieses Kapitel beschiftigt sich mit dem Problem der Entwicklung von Suchwerk-
zeugen und der in Abhingigkeit der Fragestellung wechselnden Anforderungen
an diese. Es wird ein Konzept vorgeschlagen und diskutiert, das die Entwicklung
solcher Werkzeuge in Form eines Frameworks, der ,,Suchplattform®, unterstiitzt.
Im Anschluss wird die Implementierung einer Software zur Suche nach Exper-
ten beschrieben, die auf dieser Plattform aufsetzt.

Ausgangspunkt fiir diese Arbeit war die Beobachtung, dass sowohl im industri-
ellen Umfeld als auch im Bereich der Forschung lediglich suchunterstiitzende
Softwaresysteme existieren, die auf spezielle Fragestellungen oder Typen von
Suchen zugeschnitten sind, bspw. Textanalyse-Tools fiir das sog. ,,Sentiment
Detection“ (vgl. Kapitel 3.2), die Patentrecherche [KB11] oder herkdmmliche
Web-Suchmaschinen. Allgemeinere Werkzeuge, die eine umfassende Unterstiit-
zung fiir verschiedene Suchanwendungen bieten, sind dahingehend statisch,
dass sie lediglich iibergreifende Basisfunktionalitat vorhalten und dem Benut-
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zer die Auswertung und weiter gehende Analyse der erzielten Suchergebnisse
iberlassen[BBCF10][BBC"11]. Letzteres kann auch kaum verwundern, da
beliebige Fragestellungen denkbar sind und jede dieser Fragestellungen ggf.
andere oder angepasste Analyseansitze verlangt. Auch nimmt die Zahl der
moglichen Anwendungsszenarien fiir ein solches Werkzeug mit der steigenden
Informationsmenge des WWW stetig zu, was ebenfalls spezielle Suchtechniken
notig machen kann. Daher ist ein starres System mit einer festgelegten Menge
an Such- und Analysewerkzeugen nicht zielfithrend, da es niemals vollstindig
sein kann und immer Fragestellungen existieren werden, fiir die es keine oder
nur unzureichende Suchunterstiitzung bietet.

Aus diesen Uberlegungen heraus wurde im Rahmen der vorliegenden Arbeit ein
Konzept fiir eine Software entwickelt, die als Basis fiir eine effiziente Suche im
Web dienen kann, entsprechende Erweiterungsmoglichkeiten bietet und eine
Anpassbarkeit an verschiedenste Suchszenarien sicher stellt. Dieses Konzept
wurde in Form einer ,,Suchplattform® umgesetzt. Die Plattform implementiert
verschiedene Konzepte und Techniken, die sich in der praktischen Anwendung
als hilfreich fiir die Strukturierung und Analyse von Suchergebnissen und damit
fiir die Losung von komplexen Such-Fragestellungen erwiesen haben [KSJ07]
und stellt diese als Grundfunktionalitdt zur Verfiigung. Grof3er Wert wurde
dabei auf die Erweiterbarkeit gelegt, um die Plattform an Suchszenarien an-
passbar zu machen, die zum Zeitpunkt der Entwicklung noch nicht vorgesehen
waren. Der zentrale Leitfaden bei der Entwicklung der Plattform war daher
der, den einzelnen Komponenten nétige Grundfunktionalititen und eine Infra-
struktur zu bieten, auf der weitere Komponenten aufbauen und insbesondere
interagieren konnen. Im Vorgriff auf die folgenden Abschnitte seien an dieser
Stelle zur Verdeutlichung einige dieser Komponenten beispielhaft genannt: ein
Focused Crawler, Schnittstellen zu herkdmmlichen Suchmaschinen, Werkzeuge
zur Analyse von Hyperlink-Graphen und zur Generierung von Suchanfragen.
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4.1 Konzept der Suchplattform

Wie oben bereits erlautert, kann es nicht das Ziel der Bemiihungen sein, ei-
ne umfassende monolithische Anwendung zur Losung aller Suchprobleme zu
entwickeln. Vielmehr ist eine Sammlung von Techniken und Strategien gefor-
dert, auf die zur Losung eines Suchproblems zuriickgegriffen werden kann.
Dieses Prinzip, einzelne funktionale Komponenten anzubieten, sie um zuséatz-
liche Komponenten zu erweitern und eine gemeinsame Integrationsbasis zu
schaffen, ist das klassische Ziel des Framework-Ansatzes und stellt auch die
Grundlage fiir die im Folgenden vorgestellte Suchplattform dar. Die Umsetzung
erfolgt in Form eines modularen Frameworks: Neben verschiedenen Kompo-
nenten, die Basisfunktionalitdten implementieren, bietet die Suchplattform
dabei eine Infrastruktur fiir Erweiterungen und zur Interaktion der angebunde-
nen Komponenten. Somit lassen sich an die jeweilige Suchaufgabe angepasste
Analyse-Werkzeuge entwickeln, die auf der Infrastruktur und Funktionalitat der
Suchplattform und ihrer iibrigen Komponenten aufsetzen und diese benutzen
konnen [KJWSO07].

Architektonisch orientiert sich die Suchplattform dabei an der klassischen
Dreiteilung in Prdsentationsschicht, Verarbeitungsschicht und Datenhaltungs-
schicht (vgl. Abbildung 4.1). Die drei Schichten sind weitgehend unabhéngig
von einander konzipiert und greifen gegenseitig auf benotigte Funktionalitit
tiber klar definiert Schnittstellen zu. Dieses Konzept bildet die Grundlage zum
einen fiir eine leichte Erweiterbarkeit durch Eigenimplementierung fiir spezielle
Suchanforderungen. Zum anderen ermoglicht dies die Anwendung der Such-
plattform in anderen Kontexten als dem urspriinglich vorgesehenen. So wurde
die Suchplattform bspw. fiir den Einsatz in Applikationen entwickelt, die als
eigenstdndige Prozesse auf dem Rechner des Benutzers laufen und mittels klas-
sischer GUI-Elemente mit diesem interagieren. Durch den Austausch bzw. eine
Anpassung der Prasentationsschicht jedoch kann sie mit geringem Aufwand auf
die Anforderungen bspw. einer Web-Anwendung abgestimmt werden.

Im Folgenden werden die drei Schichten der Suchplattform in der Reihenfolge
ihrer Sichtbarkeit fiir den Benutzer skizziert.
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Abbildung 4.1: Komponenten der Suchplattform
4.1.1 Prasentationsschicht

Die GUI (engl. Graphical User Interface) ist die Schnittstelle zwischen Benutzer
und Anwendung. Aufgabe der Priasentationsschicht ist es, GUI-Komponenten
und -Dienste bereit zu stellen, die in verschiedenen Suchanwendungen einge-
setzt werden konnen, ohne jedoch konkrete Vorgaben hinsichtlich optischer
Gestaltung und Layout zu machen. Letztere Aspekte sind Aufgabe der konkre-
ten Anwendung und konnen von einem Anwendungs-Framework schwerlich
festgelegt werden. Die Suchplattform stellt daher keine komplette Anwen-
dungsoberflache zur Verfiigung, sondern in erster Linie Basis-Komponenten zur
Entwicklung und Integration von eigenen Oberflichenelementen.

Die zentrale nach aulen sichtbare Struktur dieser Schicht ist die ViewAPI, die
Klassen, Interfaces und Methoden fiir die Interaktion der Komponente mit der
Plattform deklariert. Diese Interaktionen umfassen bspw. die Regelung der Sicht-
barkeit einer Komponente, das Verwalten von Listen iiber GUI-Komponenten
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ftir bestimmte Prozessschritte etc.

Aufbauend auf diesem Konzept sind verschiedene Komponenten implemen-
tiert, die jedoch selbst nicht essentieller Bestandteil der Plattform sind. Sie
werden in Form einer Bibliothek vorgehalten und kénnen von anderen An-
wendungen bei Bedarf eingesetzt werden. Beispiele fiir solche Komponenten
sind der QueryTree zur grafischen Modellierung von komplexen booleschen
(Schliisselwort-) Suchanfragen, der QueryEditor zur Bearbeitung der textuellen
Form von Schliisselwort-Suchanfragen, die ResultList zur Darstellung von Er-
gebnislisten einer Suche oder Analysekomponenten wie die LinkStructure zur
Visualisierung der Hyperlinks zwischen einer Dokumentenmenge (bspw. der
aktuell angezeigten Ergebnisliste).

4.1.2 Verarbeitungsschicht

Die Verarbeitungsschicht stellt den Kern der Suchplattform dar. Sie imple-
mentiert den dreistufigen Suchprozess ,,Anfrage-Verarbeitung-Ausgabe“ und
definiert Schnittstellen fiir Suchanfragen bzw. Suchergebnisse sowie fiir die
Weiterleitung dieser Strukturen zwischen den einzelnen Komponenten.

Die drei wichtigsten Schnittstellen der Verarbeitungsschicht sind die QueryAPT,
die SearchAPI sowie die ResultAPI. Sie bilden den Kern der Verarbeitungs-
schicht und stellen damit die Grundlage fiir den Daten- und Kontrollfluss dar.
Thre Modellierung erfolgte entlang des genannten dreistufigen Prozesses.

4.1.2.1 QueryAPI

Die QueryAPI bietet Datenstrukturen und Methoden zur Spezifikation und
Verwaltung von Suchanfragen. Um eine Wiederverwendbarkeit und Interope-
rabilitat zwischen verschiedenen Komponenten zu gewahrleisten, wurde ein
allgemeines Konzept fiir die Reprasentation von Suchanfragen entwickelt. Es
sieht dabei die Moglichkeit vor, zwischen den im jeweiligen Anwendungsfall be-
notigten Darstellungen der Anfrage (bspw. die Form der Schliisselwortanfrage
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oder des Operatorbaums) ohne Informationsverlust wechseln zu konnen und
ggf. in einer Darstellung nicht definierte Aspekte zu ignorieren.

Erreicht wird dies durch eine Anlehnung an die in Schliisselwortanfragen ver-
breiteten hierarchischen Strukturen aus Operatoren (bspw. UND, ODER, NICHT)
und Operanden (in diesem Falle die Schliisselworte). Dies ermoglicht eine di-
rekte Abbildung dieses haufig verwendeten Anfragetyps. Zusitzliche Konzepte
wie bspw. die von verschiedenen Suchmaschinen unterstiitzten ,erweiterten
Funktionalititen“ (Beschrankung der Suche auf einzelne Domains, zeitliche
Aspekte etc.) konnen tiber frei definierbare Operatoren in die Anfragestruktur
eingebunden werden. Auch erweiterte Konzepte, wie bspw. die Spezifikation
einer Anfrage anhand von ,,dhnlichen Dokumenten“ (vgl. Kapitel 6) lassen sich
auf dieses Schema der Operatoren und Operanden abbilden.

Ein einfaches Beispiel fiir die Anwendung dieses Konzepts ist die Erstellung
einer Suchanfrage in einer Komponente zur Eingabe von Schliisselworten und
die (ggf. parallele) Anderung der Anfrage mittels eines booleschen Operanden-
/Operatorenbaumes. Anderungen in einer Darstellung werden dabei automa-
tisch an die tibrigen Komponenten gemeldet, wodurch eine Synchronisation
aller beteiligten Komponenten erreicht werden kann. Der Benutzer kann damit
jederzeit zwischen den einzelnen Auspragungen der Anfrage wechseln und sie
in einer der jeweiligen Situation angemessenen Repradsentation verarbeiten.

Da nicht zwangslaufig jede Représentation alle Konzepte einer Suchanfrage dar-
stellen kann, kann auch die Transformation von einer Darstellung in die andere
nicht immer vollig verlustfrei erfolgen. Die QueryAPI sieht daher Moglichkeiten
vor, neben der Reprasentation der Basis-Suchanfrage auch kontextspezifische
Aspekte der Anfrage zu verwalten. Dies erfolgt iiber eine Sammlung sog. Proper-
ties, die jede Komponente mit einer Suchanfrage assozieren kann. Der Vorteil
dieses Ansatzes liegt darin, dass der Benutzer sich nicht auf eine Methode
zur Anfragespezifikation festlegen muss, sondern die Stiarken verschiedener
Methoden fiir die Erstellung oder Optimierung einer Anfrage nutzen kann.
Dabei erfolgt eine automatische und weitgehend vollstidndige Transformation
zwischen den unterschiedlichen Auspragungen der Suchanfrage.
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4.1.2.2 SearchAPI

Mittels der SearchAPI konnen Suchstrategien implementiert werden. Diese API
bietet Schnittstellen zu herkdmmlichen Suchmaschinen wie Google, Yahoo
oder MSN und erlaubt damit deren Einbindung in den Suchprozess. Neben
der klassischen Spezifikation von Suchanfragen in Form von Schliisselworten,
erlauben diese Konnektoren auch den Einsatz der von der jeweiligen Suchma-
schine angebotenen erweiterten Syntax. Uber die o. g. QueryAPI erfolgt dabei
wo moglich eine Transformation von einer Syntax in die andere. Die Liste der
unterstiitzten Suchmaschinen kann durch die Entwicklung neuer Konnektoren
entsprechend erweitert werden. Kapitel 5 widmet sich dieser Fragestellung im
Detail.

Neben den Schnittstellen zu existierenden Suchmaschinen bietet die SearchAPI
auch die Moglichkeit, eigene Entwicklungen zu integrieren. Auf dieser Basis
sind bspw. der in Kapitel 4.2 im Detail diskutierte Focused Crawler sowie eine
Metasuchmaschine zur Integration der Ergebnisse mehrerer der o. g. existieren-
den Suchmaschinen implementiert.

Da sich diese Suchen unter Umstanden tiber einen ldngeren Zeitraum erstrecken
und nicht, wie von herkommlichen Suchmaschinen gewohnt, innerhalb weniger
Millisekunden terminieren, bietet die SearchAPI entsprechende Funktionalitat
zur Parallelisierung mehrerer Suchanfragen, sowie zu deren Uberwachung und
Steuerung.

4.1.2.3 ResultAPI

Die Verwaltung von Ergebnissen bzw. Zwischenergebnissen einer Suche erfolgt
anhand von Komponenten, die iiber die ResultAPI zugreifbar gemacht werden.
Dabei wird fiir jede Suchkomponente eine separate Ergebnisliste verwaltet, die
ab dem Start der Suche fiir andere Komponenten zugreifbar ist. Dies erméglicht
die Darstellung und Analyse nicht nur der Ergebnisse, sondern auch des Fort-
schritts der Suche, wihrend der Suchvorgang noch aktiv ist. Insbesondere fiir
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lang laufende Suchen, wie beim Einsatz eines Focused Crawlers, ist diese Funk-
tionalitat zwingend erforderlich. Neben den eigentlichen Ergebnislisten machen
die Suchkomponenten iiber diese Schnittstelle auch zugehorige Metadaten zur
weiteren Verwendung publik. Diese Metadaten umfassen bspw. Fehlermeldun-
gen des Suchdienstanbieters sowie die tatsdchlich an den Suchdienst gestellte
Suchanfrage. Letztere kann sich von der vom Benutzer spezifizierten Anfrage
unterscheiden, da nicht jede Suchmaschine alle von der Suchplattform unter-
stiitzten Syntax-Elemente einer Anfrage unterstiitzt (vgl. Ausfiihrungen zur
QueryAPI).

Viele Komponenten der Verarbeitungsschicht haben entsprechende Pendants in
der Prasentationsschicht. Dies ist allerdings nicht zwingend erforderlich, und
so konnen Komponenten existieren, die in der GUI nicht prasent und damit
dem Benutzer nicht direkt zugéinglich sind. Meist kapseln sie Aufgaben, die
von mehreren Komponenten verwendet werden. Die horizontale Trennung in
Anfrage, Suche und Analyse schrankt dabei jedoch nicht den Zugriff auf diese
Komponenten ein, d. h. diese Werkzeug-Komponenten stehen — wie alle anderen
Komponenten auch — in der gesamten Plattform zur Verfiigung.

4.1.3 Datenhaltungsschicht

Die unterste Schicht in Abbildung 4.1 stellt die Datenhaltungsschicht dar. Sie
enthélt simtliche Funktionalitit zur Speicherung von Daten, die rund um Such-
prozesse anfallen. Die zentrale API dieser Schicht ist die SessionAPI. Uber sie
erfolgt die Verwaltung aller Daten im Rahmen einer sog. Sitzung. Eine Sit-
zung stellt dabei den Rahmen fiir die Suche zu einem Thema dar. Sie kann
beliebig oft unterbrochen und fortgesetzt werden, wobei der aktuelle Such-
stand jeweils erhalten bleibt. Uber die SessionAPI werden heruntergeladene
Dokumente zugreifbar gemacht, es konnen Statistiken zum Verlauf der Suche,
Suchanfragen und Ergebnislisten eingesehen werden, ebenso wie Bookmarks
und benutzerdefinierte Notizen.
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Der Persistenz-Dienst kann dabei von allen Komponenten genutzt werden,
unabhingig von der Schicht, in der sie implementiert sind.

4.1.4 Registrierung und Ereignisdienst

Im Allgemeinen setzt sich ein mit Hilfe der Suchplattform implementiertes
Suchwerkzeug aus mehreren Komponenten zusammen, die sich iiber mehrere
der drei skizzierten Schichten erstrecken konnen. Eine 1:1-Beziehung zwischen
GUI und Verarbeitung ist jedoch nicht gefordert. Vielmehr konnen beliebige
m:n-Beziehungen zwischen Komponenten der drei Schichten aufgebaut wer-
den, wo dies aus Griinden der Flexibilitat oder der erweiterten Funktionalitit
sinnvoll ist. Bspw. konnen ein und der selben Verarbeitungskomponente als
Schnittstelle mehrere GUI-Komponenten zugeordnet sein, die dem Benutzer
jeweils eine andere Sicht auf die verarbeiteten Daten ermoéglichen. Ebenso
kann es alternative Implementierungen fiir ein Werkzeug geben, wie bspw.
Konnektoren zu verschiedenen Suchmaschinen.

Diese Flexibilitat ist der Kerngedanke der Suchplattform und Grundvorausset-
zung fiir die geforderte Erweiterbarkeit. Sie ermoglicht die Entwicklung neuer
Komponenten auf allen drei Schichten und erlaubt auch, bestehende Kompo-
nenten durch alternative Implementierungen zu ersetzen bzw. fiir eine Aufgabe
zwischen mehreren existierenden Implementierungen zu wahlen. Diese einzel-
nen Komponenten und ihr Zusammenspiel zu koordinieren, ist dabei Aufgabe
der komponenteniibergreifenden Module Registrierung und Ereignisdienst.

Die Registrierung verwaltet eine Liste aller in der Suchplattform verfiigbaren
Komponenten. Um eine neue Komponente einzubinden, wird diese bei der
Registrierung angemeldet und kann fortan mit allen anderen Komponenten
interagieren. Dies bedeutet zum einen, dass sie auf andere Komponenten zu-
greifen kann, zum anderen aber auch, dass sdmtliche andere Komponenten
auf sie zugreifen konnen. Der komponenteniibergreifende Zugriff erfolgt dabei
stets anhand einer der jeweiligen Komponente zugeordneten Schnittstelle. Fiir
die Interaktion zweier Komponenten ist also lediglich die gegenseitige Kenntnis
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der offentlichen Schnittstelle notig, Implementierungsdetails sind hierbei nicht
von Belang. Die offentliche Schnittstelle wird bei der Anmeldung einer Kompo-
nente in der Registrierung hinterlegt und kann von anderen Komponenten dort
angefordert werden.

Neben der Schnittstellenverwaltung bildet die Registrierung auch die Grund-
lage fiir den Ereignisdienst. Mittels des Ereignisdienstes konnen Komponenten
auf Ereignisse in anderen Komponenten reagieren, bspw. auf den erfolgrei-
chen Download einer Webressource. Auch hier muss die ereigniserwartende
Komponente keine Kenntnis von der Implementierung der ereignisauslosen-
den Komponente haben. Vielmehr kann sie einen Listener auf den Ereignistyp
registrieren und erhilt von da an alle Nachrichten dieses Typs, die von einer
beliebigen registrierten Komponente iiber den Ereignisdienst verschickt werden.
Das impliziert, dass auch die ereignisauslosende Komponente keine Kenntnis
von den ereigniserwartenden Komponenten haben muss, was entsprechend
die Abhingigkeiten zwischen den einzelnen Komponenten reduziert und die
Anwendung somit einfacher wartbar macht.

Die wichtigsten Ereignis-Schnittstellen sind in den APIs QueryAPI, SearchAPI
und ResultAPI definiert. Sie sind fiir die Erweiterbarkeit der Suchplattform
von zentraler Bedeutung. Anhand dieser Schnittstellen kann eine Komponente
Informationen {iber den gesamten Suchprozess sammeln, indem sie Listener fiir
die jeweiligen Ereignisse implementiert und registriert. Uber die Ereignisse der
SearchAPI kann bspw. der aktuelle Stand der Suche ermittelt werden, iiber die
QueryAPI die zur Suche gehérenden Suchanfragen. Uber die ResultAPI werden
entsprechend Informationen zu Suchergebnissen publiziert. Neue Komponenten
konnen anhand dieser drei Schnittstellen in alle drei Phasen des Suchprozesses
eingebunden werden und auf alle relevanten Informationen zugreifen.

Registrierung und Ereignisdienst bilden somit den integrierenden Rahmen fiir
alle Komponenten und ermoglichen diesen einen Austausch aller anfallenden
Informationen.
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4.2 Implementierung der Expertensuche auf Basis der

Suchplattform

Im Folgenden wird die prototypische Implementierung einer Suchanwendung
vorgestellt, die auf der oben vorgestellten Suchplattform aufsetzt. Es wird ein
einfacher Suchprozess eingefiihrt und gezeigt, wie die Suchplattform diesen
Prozess unterstiitzt, wie verschiedene Komponenten der Plattform miteinander
interagieren und gegenseitig auf (Teil-)Ergebnissen aufbauen kénnen. Dieser
Abschnitt weist somit die Praxistauglichkeit der im vorangegangenen Kapitel 4.1
vorgestellten Suchplattform nach und bildet die Grundlage fiir die in den
folgenden Kapiteln 5-7 gefiihrten Diskussionen iiber zentrale Konzepte.

Auch die diese Arbeit mit motivierende Fragestellung der Expertensuche ist
in die in Kapitel 2 beschriebene Klasse der komplexen Fragestellungen ein-
zuordnen. Sie wird vornehmlich in Unternehmen aufgeworfen und weniger
in privaten Bereichen des alltdglichen Lebens. In groReren Unternehmen und
Konzernen findet sich benotigtes Wissen oftmals firmenintern. Kleine und mit-
telstindische Unternehmen (KMU) hingegen beklagen in dieser Hinsicht hiufig
einen Mangel, der sich nicht zuletzt aus der geringeren Mitarbeiterzahl und der
haufig grofleren Spezialisierung dieser ergibt. Insbesondere dann, wenn das
benotigte Wissen eher im Randbereich der eigentlichen Firmenkompetenzen
angesiedelt ist oder wenn gar technologisches Neuland betreten werden soll.
Um diesen Mangel an firmeninternem Wissen zu kompensieren, werden in
der Regel externe Experten als Berater zur Durchfiihrung von Projekten oder
zur Einschatzung bestimmter Sachverhalte hinzugezogen. Um solche Experten
ausfindig zu machen, konnen verschiedene Quellen wie Fachzeitschriften und
-biicher oder auch personliche Kontakte genutzt werden. Vor dem Hintergrund,
dass das zentrale Thema dieser Arbeit aber die Suche im WWW ist und aus
der Tatsache heraus, dass das WWW eine grofde und stetig wachsende Infor-
mationsquelle darstellt, soll an dieser Stelle eine Fokussierung auf eine Suche
nach Experten im WWW erfolgen und die Nutzbarkeit von dort verfiigbaren
Informationen fiir diesen Zweck untersucht werden.
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Wie in Kapitel 3.4 dargestellt, ergeben sich verschiedene Schwierigkeiten, die
eine Anwendung existierender Suchwerkzeuge auf die Expertensuche nicht
sinnvoll erscheinen lassen bzw. wo diese an ihre Grenzen stol3en (insbesondere
deren Beschrankung auf Intranets bzw. auf bekannte und vorab umfassend
analysierbare Suchrdume). Allerdings kommen aber auch bei diesen Systemen
teilweise Techniken zum Einsatz, die so oder in dhnlicher Art und Weise auch
im Kontext der Expertensuche gewinnbringend genutzt werden konnen. Auch
wenn also keine direkte Verwendung dieser Werkzeuge moglich bzw. sinnvoll ist,
so kann doch auf ihnen oder den ihnen zugrunde liegenden Ansétzen aufgebaut
und an entsprechender Stelle notwendige Erweiterungen und Anpassungen
vorgenommen werden.

Im Folgenden wird daher ein Losungskonzept vorgeschlagen, das verschiedene
im Information Retrieval bekannte Ansatze zur Grundlage nimmt, sie kombiniert
und an zentralen Stellen um neue Konzepte erweitert. Das Ergebnis dieser
Uberlegungen ist die Expertensuchmaschine EXPOSE [KSJO7].

Im Rahmen des Forschungsprojektes nova-net — Innovation in der Internetoko-
nomie wurden in Zusammenarbeit mit Partnern aus Forschung und Industrie
die Anforderungen an eine solche Expertensuchmaschine analysiert. Ziel war
es, mit moglichst geringem Aufwand Personen, Institutionen und Netzwerke
zu identifizieren, die sich auf einem der Suchmaschine als Eingabe zu spezifi-
zierenden Themenbereich einen Namen gemacht haben und ggf. als externe
Experten zur Losung von Problemen angeworben werden kénnen.

Auf methodischer Ebene wurde ein einfacher dreistufiger Prozess definiert,
der eine typische Suche dieser Art abbildet und durch Softwarewerkzeuge
unterstiitzt werden kann (Abbildung 4.2):

1. Spezifikation des Informationsbediirfnisses

2. Suche nach relevanten Dokumenten im WWW

3. Identifikation und Bewertung von auf diesen Dokumenten genannten
potenziellen Experten
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Abbildung 4.2: EXPOSE — EXPert Search Engine

Im Folgenden werden die einzelnen Schritte dieses Prozesses naher erlautert
und aufgezeigt, wie sie durch Softwaremodule unterstiitzt werden konnen,
welche wiederum auf der in Kapitel 4.1 vorgestellten Suchplattform basieren.

4.2.1 Schritt 1 — Spezifikation des Informationsbediirfnisses

Der erste Schritt bei der Suche nach Experten liegt in der genauen Spezifikation
des Themengebietes, fiir das Experten gesucht werden sollen. Die Spezifikation
einer Suchmaschinen-Anfrage ist eine Herausforderung, vor die jeder Benut-
zer herkommlicher Web-Suchmaschinen gestellt wird. Im Detail besteht diese
Herausforderung aus zwei Aspekten:
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1. Wahl der richtigen Suchbegriffe
Unterschiedliche Quellen benutzen ein teilweise unterschiedliches Voka-
bular um gleiche oder dhnliche Sachverhalte auszudriicken. Herkomm-
liche Suchmaschinen fithren jedoch im Wesentlichen ein syntaktisches
Matching zwischen Anfrage und potenziellen Ergebnissen durch. Wenn
der Benutzer jedoch die in den Quellen verwendeten Vokabulare nicht ex-
plizit beriicksichtigt, bspw. durch gezielte Angabe von Synonymen, dann
werden im Allgemeinen viele relevante Quellen nicht zuriickgemeldet
oder bekommen eine schlechte Bewertung, was die Wahrscheinlichkeit
erhoht, dass sie vom Benutzer nicht wahrgenommen werden.
2. Einfache Suchanfragen vs. komplexe Fragestellungen

Wie in [JSPO5] angefiihrt, spezifizieren die meisten Nutzer ihren In-
formationsbedarf anhand von sehr wenigen Suchbegriffen. Im Fall der
Expertensuche kann jedoch von einem sehr speziellen und komplexen
Informationsbedarf ausgegangen werden, da ansonsten die Frage nach ex-
ternen Experten gar nicht gestellt wiirde. Dabei kann aber nicht erwartet
werden, dass eine Suchspezifikation anhand von wenigen Suchbegrif-
fen eine prazise Spezifikation fiir einen komplexen Sachverhalt darstellt.
Auf unprazise Suchspezifikationen kann jedoch im Umkehrschluss keine
prazise Antwort erwartet werden. D. h., die von herkémmlichen Suchma-
schinen zuriickgemeldeten Ergebnisse sind in der Regel zu unprazise und
verlangen eine manuelle Nachbearbeitung. Aufgrund der geringen Prézi-
sion ist jedoch im Allgemeinen der Umfang der Ergebnisliste derart grol3,
dass eine solche manuelle Nachbearbeitung nicht effizient durchfiihrbar
ist.

Aus dieser Motivation heraus wurde im Rahmen der vorliegenden Arbeit ein
Ansatz entwickelt, der die Spezifizierung des Informationsbedarfs fiir den
Benutzer intuitiver gestaltet und damit die Komplexitét dieses Schrittes senkt:
anstatt der Formulierung einer Suchanfrage mittels Schliisselworten, wird hier
eine Beschreibung der gewiinschten Suchergebnisse anhand von Beispieltexten
eingesetzt [KSJ06] [KSJO7] .
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Diese Beispieltexte konnen dabei prinzipiell aus beliebigen Dokumenten stam-
men, sollten aber einen starken Bezug zum gesuchten Thema besitzen. Die
Reduzierung der Komplexitat besteht dann darin, dass aus diesen Beispieltexten
automatisch eine Suchspezifikation generiert wird bzw. diese Dokumente selbst
als Spezifikation dienen. D. h. der Benutzer wird von der Aufgabe entbunden,
eigenhdndig von den Inhalten der Dokumente bzw. von seinem Informationsbe-
diirfnis auf eine Menge von Suchbegriffen zu abstrahieren, die von herkémmli-
chen Suchmaschinen als Eingabe verlangt wiirden. Das Suchsystem iibernimmt
diese Aufgabe bzw. bietet Konzepte an, mittels derer die eingegebenen Doku-
mente direkt, also ohne eine Extraktion von Schliisselbegriffen, fiir die Suche
genutzt werden konnen. Fiir den Benutzer stellt sich das Verhalten des Systems
derart dar, dass anhand der von ihm angegebenen Beispieldokumente weitere
Dokumente gesucht werden, die eine inhaltliche Ahnlichkeit zu den Beispieldo-
kumenten aufweisen. Fiir eine Diskussion des Begriffs ,inhaltliche Ahnlichkeit“
und die Implementierung dieses Konzepts sei an dieser Stelle auf Kapitel 6

verwiesen.

Dass der Benutzer zum Start der Suche dem System Beispieldokumente als
Eingabe liefern muss, provoziert offensichtlich ein sog. Henne-Ei-Problem: Es
miissen genau solche Dokumente vorab vorhanden sein, wie sie auch in der
folgenden Suche gefunden werden sollen. Untersuchungen bei Praxispartnern
im Rahmen des Forschungsprojekts nova-net haben jedoch gezeigt, dass dies
ein gangbarer Weg ist: in der Regel ist ein gewisser Dokumentensatz bereits
verfligbar bzw. die Suche nach einigen wenigen themenrelevanten Dokumenten
mittels herkommlicher Suchmaschinen ist mit vertretbarem Aufwand durchfiihr-
bar. D. h. es miissen zwar Dokumente bereits verfiigbar sein, die den gesuchten
Dokumenten inhaltlich dhneln, es geniigt jedoch eine dulfderst geringe Anzahl
solcher Beispiele um in der folgenden Suche potenziell eine grofde Menge ver-
wandter Dokumente zu finden. Dennoch wirft dieser Ansatz weitere Fragen
auf:

1. Wie genau ist das bei der direkten Verwendung von Beispieldokumenten
eingesetzte Ahnlichkeitsmaf auf natiirlichsprachigen Texten definiert?
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2. Die Eingabeform der Suchanfrage an herkommliche Suchmaschinen ist
die Form der Schliisselwortanfrage und nicht wie im vorliegenden Fall
benotigt, die Form von Beispieldokumenten. Wie muss eine Suchmaschine
konzipiert sein, um mit einer solchen Anfrageform umgehen zu konnen
und wie konnen existierende Suchmaschinen dennoch in den Suchprozess
integriert werden, um deren Wissen tiber Inhalt und Struktur des WWW
bestmoglich zu nutzen?

Problem (1) ist ein im Bereich Information Retrieval viel beachtetes Problem. In
Kapitel 6 wird ein Ansatz zur Losung dieses Problems vorgestellt und im Detail
diskutiert. Dort wird auch definiert, was die Ahnlichkeit von Dokumenten in
diesem Kontext genau bedeutet.

Problem (2) legt die Entwicklung einer eigenstdndigen Suchmaschine nahe.
Diese soll jedoch bestehende Suchmaschinen zumindest teilweise integrieren
konnen, um deren Wissen gewinnbringend weiter zu verwenden. In der folgen-
den Beschreibung des Schrittes 2 wird auf diese Problematik eingegangen und
ein Konzept zu deren Losung prasentiert.

4.2.2 Schritt 2 — Suche nach relevanten Dokumenten

Wie im vorangegangenen Abschnitt angefiihrt, sind herkommliche Suchmaschi-
nen nicht darauf ausgelegt, Suchanfragen in Form von Beispieldokumenten
direkt zu verarbeiten. Soll mit diesem Prinzip gearbeitet werden, so miissen
entweder die Beispieldokumente in eine Schliisselwortanfrage und damit in ei-
ne fiir Suchmaschinen verstdndliche Form transformiert werden. Oder aber die
Funktionalitit einer solchen Suchmaschine muss teilweise angepasst werden,
was aber im Allgemeinen nur durch eine Eigenimplementierung moglich ist. Im
Rahmen dieser Arbeit wurden beide Ansitze verfolgt und mittels der im Kapi-
tel 4.1 eingefiihrten Suchplattform implementiert. Sie werden im Folgenden
diskutiert.
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4.2.2.1 Transformation der Beispieldokumente in eine Schliisselwortanfrage

Die Transformation eines oder mehrerer Dokumente in eine Schliisselwortan-
frage bedeutet im Wesentlichen eine Reduzierung der im Text verwendeten
Begriffe auf die relevanten, den Text kennzeichnenden Schliisselworte. Sie ist
also vergleichbar mit der Verschlagwortung eines Textes. Die Herausforderung
dieser Aufgabe besteht fiir Mensch wie Maschine gleichermalen in der Bewer-
tung der Relevanz einzelner Begriffe. Dabei ist diese Bewertung keine statische
Abbildung von Begriffen auf Relevanzwerte, sondern dynamisch und abhéngig
vom jeweiligen (Dokumenten-)Kontext. Dieser Kontextbezug ergibt sich aus
der Tatsache, dass ein Begriff in einem Dokument als zentraler Begriff auftreten
kann, wohingegen er in einem anderen Dokument lediglich am Rande erwihnt
wird. Wahrend dieser Prozess der Identifizierung von relevanten Schliisselwor-
ten beim Menschen haufig intuitiv geschieht, miissen fiir eine automatisierte
Bewertung durch Software klare Berechnungsgrundlagen definiert werden.
Hierzu existieren verschiedene Ansitze unterschiedlicher Komplexitat und Er-
gebnisqualitdt. Im Rahmen von EXPOSE wurde ein verhdltnisméallig einfacher
Ansatz als Ausgangspunkt gewahlt, der dann um intelligente Konzepte erweitert
wurde.

Die grundlegende Idee besteht in der Nutzung von tf - id f -Informationen (vgl.
Kapitel 3.1.3.2) zur Selektion der kennzeichnenden Begriffe. Der tf - id f -Wert
wird fiir jeden der n verschiedenen im Text vorkommenden Begriffe bestimmt.
Somit werden n Paare (t,tfidf(t)) gebildet. Anschlielend werden diese Paare
absteigend nach tfidf(t) geordnet und die ersten k Begriffe, also die mit dem
hochsten tfidf (t), als Ergebnis ausgewéhlt. Im Falle von mehreren Dokumen-
ten, wie im Szenario der Beispieldokumentenmenge, konnen die Ergebnismen-
gen der einzelnen Analysen zu einer Gesamtmenge vereinigt werden. Alternativ
lasst auch diese Gesamtmenge sich, ggf. nach einer Normierung der tf-idf -
Werte, erneut ordnen, um wieder die k Begriffe mit der hochsten Bewertung zu
selektieren und somit eine obere Schranke fiir die Anzahl an Suchbegriffen zu
garantieren, unabhingig von der Anzahl der Beispieldokumente.

Das Verfahren implementiert einen einfachen Ansatz zur Extraktion der rele-
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vanten Begriffe eines Textes oder einer Textsammlung. Es bringt allerdings zwei
Schwierigkeiten mit sich:

1. Zur Berechnung der tf-idf-Werte muss ein Textkorpus in der dem Text
zugrunde liegenden Sprache vorgehalten werden. Andernfalls konnte
zwar die t f -Komponente berechnet werden, also die Haufigkeit der Nen-
nung eines Begriffs im Text, nicht jedoch die d f -Komponente, die ein
Mal? fiir die Kennzeichnungskraft des Begriffs in der zugrunde liegen-
den Sprache darstellt (vgl. Kapitel 3.1.3.2). Die Erstellung und Pflege
eines solchen Korpus ist jedoch ein aufwindiges und mitnichten trivia-
les Unterfangen, da der Korpus fiir allgemeine Suchen auch thematisch
und sprachlich moéglichst breit gefachert sein muss, um reprasentative
statistische Kennzahlen iiber die verwendete Sprache zu erhalten.

2. Anhand dieses Verfahrens konnen nur die im Text vorkommenden Begriffe
hinsichtlich ihrer Relevanz bewertet werden. Verwandte Begriffe, die den
Text ebenso charakterisieren wiirden, konnen nicht identifiziert bzw.
bewertet werden. Damit kann dieses automatisierte Verfahren nie die
Qualitét erreichen, die ein Mensch dank seiner Fihigkeit zur Abstraktion
erreichen kann.

Eine Teilfunktionalitidt des in Kapitel 6 vorgestellte Ansatz zur Berechnung
der Ahnlichkeit von Dokumenten kann auch hier eingesetzt werden, um der
in Punkt 2 genannten Schwierigkeit zu begegnen. Dabei wird ein Text auf
die ihn beschreibenden inhaltlichen Konzepte reduziert, die dann fiir eine
Schliisselwort-Anfrage genutzt werden konnen.

Bezug zur Suchplattform

Die Transformation von Dokumenten in eine Darstellung, die aus den kenn-
zeichnenden Begriffen dieser Dokumente besteht, ist eine Funktionalitit, die
im Rahmen der Suchplattform an verschiedenen Stellen genutzt werden kann.
Zum einen kann sie als Einstiegspunkt in die Suche mit herkémmlichen Such-
maschinen dienen, zum anderen aber auch zur Verfeinerung der Suche, wenn
bereits erste passende Dokumente gefunden wurde, die dann zur Feinabstim-
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mung der Suche herangezogen werden kénnen. Dazu ist es hilfreich, wenn
zwischen den einzelnen Darstellungen der aktuell benutzten Suchanfrage hin
und her geschaltet werden kann. Im Rahmen der Suchplattform wurde die
Transformationskomponente dahingehend umgesetzt, dass sie iiber die Que-
ryAPI eine Koppelung an andere installierte Komponenten, wie bspw. den
Schliisselwortanfrage-Editor besitzt, und sich mit diesem automatisch synchro-
nisiert. Das bedeutet, dass iiber die Transformation identifizierte Schliisselworte
automatisch in den Anfrage-Editor ibernommen werden und dort vom Be-
nutzer ggf. mittels Operatoren zusitzlich verkniipft werden konnen. Fiigt der
Benutzer im Anfrage-Editor zusitzliche Begriffe hinzu, so werden diese in der
Transformationskomponente zwar nicht reflektiert, das Konzept der kanoni-
schen Anfragereprédsentation (vgl. Kapitel 4.1.2.1) sorgt jedoch dafiir, dass beide
Komponenten Thre eigene Sicht auf die Anfrage verwalten konnen und dort
wo es technisch moglich und praktisch auch sinnvoll ist, eine Synchronisation
stattfindet.

Ferner erlaubt die Suchplattform die Weitergabe dieser Form der Anfrage an
alle im System registrierten Suchmaschinen-Schnittstellen. Diese konnen dann
die jeweils benotigte bzw. verstandene Form der Anfrage nutzen, um eine Suche
mit der zugrunde liegenden Suchmaschine zu starten.

Typische Suchen weisen keinen geraden Verlauf sondern eine hohe Verzweigung
auf. Sie enden immer wieder in Sackgassen und erfordern eine Riickkehr
zu alteren Zwischenstinden, um die zu diesen Zwischenstinden fithrenden
Suchanfragen zu modifizieren und alternative Suchzweige zu untersuchen. Um
diesem Fakt Rechnung zu tragen, werden alle Anderungen an der Suchanfrage
in der von der Suchplattform verwalteten Datenbank protokolliert. Das erlaubt
es dem Benutzer zu jedem Zeitpunkt zu bereits erreichten Zustdnden zuriick zu
kehren und die Suche in eine andere Richtung zu lenken.
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4.2.2.2 Focused Crawler

Aktuelle Suchmaschinen unterstiitzen die Eingabe der Suchspezifikation an-
hand von Beispieldokumenten nicht direkt sondern lediglich iiber den oben
vorgestellten Transformationsansatz. Um diese Art der Spezifikation dennoch
direkt in einer Suchmaschine verwenden zu konnen, und um ggf. den Verlauf
der Suche besser kontrollieren und steuern zu konnen, bedarf es daher der
Entwicklung einer eigenen Suchmaschinen-Komponente. Die Verwendung der
Indexe existierender Suchmaschinen wére dabei ein wiinschenswertes Ziel, das
jedoch schwer zu erreichen ist. In der Regel werden die Indexe der existieren-
der Suchmaschinen von den Betreibern nur iiber die gewohnten Schnittstellen
der Suchmaschine, wie bspw. ein Web-Interface, zugénglich gemacht. Fiir ei-
ne direkte Berechnung der Ahnlichkeit von Dokumenten, ist die Méchtigkeit
dieser Schnittstellen jedoch zu eingeschriankt. Die Erzeugung eines eigenen
Index fiir signifikante Teile des WWW ist aber in der Praxis auch nicht realisier-
bar, da hierfiir hohe Kapazititen an Netzwerkbandbreite, Speicherplatz und
Rechenleistung notig waren.

Ein sinnvoller Kompromiss besteht nun darin, zwar mit einem eigenen Crawler
das WWW zu durchsuchen, sich dabei jedoch lediglich auf diejenigen Bereiche
des WWW zu konzentrieren, die sich mit den in der Suchanfrage spezifizierten
Themen beschiftigen. In [CvdBD99] wurde hierzu das Konzept des Focused
Crawlers entwickelt, der genau dies ermoglicht. Eine Diskussion dieses Konzep-
tes findet sich in Kapitel 3.1.1.

Die zentralen Merkmale eines solchen Crawlers sind die folgenden:

1. Ein Focused Crawler indexiert das WWW nicht vor der eigentlichen
Suchanfrage, sondern erst auf Anweisung des Benutzers. Dabei 1adt er
nach bestimmten Heuristiken Dokumente aus dem WWW und berechnet
deren Relevanz fiir die Suchanfrage des Benutzers. Der Einsatz solcher
Heuristiken ist notwendig, da der Crawler aus einer unbekannten Do-
kumentenmenge mit moglichst wenigen Zugriffen die grotmogliche
Teilmenge aller relevanten Dokumente selektieren muss.
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2. Eine solche Suche dauert im Unterschied zu Suchen mit herkdmmlichen
Suchmaschinen nicht wenige Millisekunden sondern eher Minuten bis
Stunden, da nicht auf einem vorbereiteten und optimierten Index, son-
dern auf vollstindigen Dokumenten im WWW gesucht werden muss.

3. Da der Crawler auf den tatsidchlichen Dokumenten operiert und nicht auf
einen in seinem Informationsgehalt gegeniiber diesen Dokumenten redu-
zierten Index zuriick greift, sind detailliertere Analysen moglich. Diese
Analysen konnen speziell auf das jeweilige Suchproblem zugeschnitten
sein und damit ungleich mehr Kontextwissen in die Suche einbringen, als
dies bei Suchen mit herkommlichen Suchmaschinen moglich wére.

Auf diese Art und Weise kann ein im Vergleich zu herkdmmlichen Suchmaschi-
nen deutlich langsamerer Focused Crawler dennoch einen Teil dieses Mankos
durch Ergebnisse von potenziell hoherer Qualitit kompensieren.

Hier setzt auch das Konzept der Spezifikation von Suchanfragen anhand von
Beispieldokumenten an: Anhand des in Kapitel 6 vorgestellten Ahnlichkeits-
malles fiir Dokumente kann bewertet werden, wie gut ein heruntergeladenes
Dokument zur Suchanfrage passt. Die Moglichkeit eine Anfrage mittels Such-
begriffen zu spezifizieren, wird dadurch nicht eingeschriankt, sondern um ein
machtiges Konzept erweitert.

Bezug zur Suchplattform

Der Focused Crawler integriert sich dahingehend in die Suchplattform, dass
er eine Suchmaschinen-Schnittstelle bereit stellt und somit von allen anderen
Komponenten iiber diese Schnittstelle angesprochen werden kann. Neben der
Anfragesyntax fiir herkommliche Suchmaschinen kann er zusétzlich die Form
der Spezifikation durch Beispieldokumente interpretieren und diese Suchen
ausfithren. Uber die ResultAPI liefert der Focused Crawler wie jede andere
eingebundene Suchmaschine auch seine Ergebnisse an das System zuriick. Diese
stehen damit anderen Komponenten, wie bspw. Komponenten zur Auswertung
von Hyperlink-Graphen, zur Verfiigung.
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4.2.2.3 Nutzung herkémmlicher Suchmaschinen

Wie oben ausgefiihrt, kann ein Focused Crawler eingesetzt werden, um die Su-
che anhand detaillierter Textanalysen genauer zu steuern. Ein grof3es Problem
fiir solche Crawler stellt allerdings die Tatsache dar, dass sich im Web zwar oft
stark vernetzte Inseln aus thematisch verwandten Dokumenten bilden, diese
Inseln jedoch mit anderen solchen Inseln zum selben Thema deutlich schwacher
vernetzt sind. Da ein Focused Crawler sich aber dadurch auszeichnet, dass er
nur denjenigen Teil des zu einem bestimmten Zeitpunkt noch nicht besuchten
Web durchsucht, der direkt an bereits besuchte und fiir relevant erachtete
Ressourcen grenzt, wird er weiter entfernte Themeninseln oftmals nicht errei-
chen kénnen [DCL*00]. Dieser Schwierigkeit 14sst sich durch die Integration
herkémmlicher Suchmaschinen in den Lauf des Focused Crawlers begegnen.
Im Folgenden werden zwei Anséatze erlautert, die das Wissen herkémmlicher
Suchmaschinen tiber Inhalt und Struktur des WWW fiir den Focused Crawler
nutzbar machen.

Riickwartsverweise  Das Crawling von Dokumenten folgt dem Schema, dass
ausgehend von einer Menge an Start-URLs die von diesen URLs bestimmten
Dokumente geladen werden. Es werden die darin enthaltenen Verweise extra-
hiert und ggf. ebenfalls geladen. Dieser Prozess setzt sich rekursiv fort. Das
bedeutet aber, dass nur solche Dokumente gefunden werden konnen, auf die
von bereits besuchten Dokumenten verwiesen wurde, andernfalls wéare ihre
URL unbekannt und ein Zugriff auf sie nicht moglich.

Problematisch dabei ist, dass sich fiir einen Crawler die Suche im WWW wie
eine Suche auf einem gerichteten Graphen darstellt: Das WWW kann dabei als
ein gerichteter Graph interpretiert werden, dessen Knoten Dokumente repra-
sentieren und dessen Kanten die in den Dokumenten enthaltenen Hyperlinks
darstellen. Die Eigenschaft des Graphen, gerichtet zu sein, bedeutet, dass auch
wenn von einem Dokument A aus (siehe Abbildung 4.3) ein weiteres Dokument
B mittels eines Verweises E,; erreichbar ist, ein Riickwartsverweis E;, nicht
notwendigerweise existieren muss. Das wiederum bedeutet, dass ein von A
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kommender Crawler zwar B {iiber E,; erreichen konnte; kidme er jedoch von B,
so wiirde er A nicht finden, da in Dokument B kein Verweis auf Dokument A ent-
halten ist. Fiir die Suche bzw. den Wunsch des Benutzers nach einer moglichst
umfassenden Ergebnismenge, stellt dies offensichtlich ein Problem dar: zwar
sind evtl. beide Dokumente A und B relevant und zudem noch miteinander
iber einen Verweis verkniipft; dennoch wird Dokument A nicht als Ergebnis
zuriick gemeldet und der Benutzer erfihrt nichts iber dessen Inhalt. Da der
Focused Crawler im Vergleich zu den Crawlern herkommlicher Suchmaschinen
aus Zeitgriinden nur einen verhéltnisméa(3ig kleinen Teil des Web durchsuchen
kann, kann auch nicht generell davon ausgegangen werden, dass er ,iiber
Umwege“ irgendwann auf Dokument A sto(3t.

oy -G

Abbildung 4.3: Verkniipfung von Webressourcen — Riickwartsverweise

Eine Sicht auf das WWW als ungerichteten Graphen wére in diesem Zusam-
menhang daher ein signifikanter Fortschritt, denn dann kénnte Dokument A
auch von Dokument B aus mit einem Schritt gefunden und analysiert werden.
Offensichtlich ist fiir die Erstellung einer solchen Sicht aber umfangreiches
Wissen iiber das gesamte WWW von No6ten, was dem Prinzip eines Focused
Crawlers jedoch entgegen steht.

An diesem Punkt kommen herkémmliche Suchmaschinen ins Spiel. Neben
der Indexierung des reinen Dokumenteninhalts speichern diese Systeme auch
Informationen zum Hyperlink-Kontext einer Webressource, da diese Informa-
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tionen eine signifikante Eingabe fiir das Ranking von Suchergebnissen liefern.
Verschiedene Suchmaschinen machen dem Benutzer Teile dieser Informationen
iber die Nutzung spezieller Anfragen zuganglich. So konnen bspw. bei grof3en
Suchmaschinen wie Google oder MSN so genannte Backlinks einer Webressour-
ce abgefragt werden, was flir Dokument B u. a. der Kante E,; entspricht. Damit
lassen sich also nicht nur diejenigen Dokumente finden, die aus dem bereits
besuchten Teil des WWW heraus verlinkt sind, sondern auch diejenigen, die
lediglich auf den bereits besuchten Teil verweisen. Fiir hochgradig relevante Do-
kumente empfiehlt sich daher eine Untersuchung der Hyperlink-Nachbarschaft
auf diese Art und Weise, um schnell zu weiteren relevanten Dokumenten zu
gelangen.

Suche nach dhnlichen Dokumenten = Um Dokumente zu finden, die nicht iiber
fiir die Focused Crawler notwendigerweise kurzen Verweispfade verbunden sind,
wie bspw. das Dokument C mit den Dokumenten A oder B in Abbildung 4.4,
miissen zusdtzliche Informationsquellen erschlossen werden.

Abbildung 4.4: Verkniipfung von Webressourcen — Ahnliche Dokumente

Herkommliche Suchmaschinen konnen als eine solche Quelle genutzt werden.
Mittels spezieller Schliisselworte bieten sie oftmals die Moéglichkeit nach Do-
kumenten zu suchen, die einem bereits gefundenen Dokument dhneln. Dabei
konnen diese Suchmaschinen zur Beantwortung einer solchen Anfrage auf ihren
gesamten Index zuriick greifen und nicht wie im Falle des Focused Crawler, nur
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auf die wenigen bereits besuchten Dokumente. Die Nutzung dieser Funktiona-
litat bietet somit einen ersten Schritt zur Erweiterung der Sicht des Focused
Crawlers.

Allerdings liegen im Allgemeinen keine Informationen dariiber vor, wie das Kri-
terium der ,Ahnlichkeit” in der jeweiligen Suchmaschine implementiert wurde.
Nahe liegend ist, dass in erster Linie syntaktische Aspekte fiir diese Berechnung
herangezogen werden. Aber auch strukturelle Komponenten werden in der
Literatur diskutiert, bspw. in [DH99]. In jedem Fall jedoch kann von aul3en
kein Einfluss auf diese Berechnung genommen werden, was keine eindeutige
Definition des Konzeptes der ,Ahnlichkeit“ erlaubt und insbesondere keine
Moglichkeiten bietet, eigene Berechnungsvorschriften anzuwenden.

Eine groldere Einflussnahme erlaubt ein Ansatz, der dem in Kapitel 4.2.2.1
vorgestellten Ansatz zur Schliisselwort-Identifikation folgt. Dort wurden mittels
des tf-idf-Konzepts die einen Text kennzeichnenden Begriffe identifiziert.
Diese Methode bzw. die aus deren Anwendung resultierenden Schliisselworte
lassen sich auch hier als Anfrage an eine Suchmaschine nutzen, um weitere
Dokumente zu finden, die den durch diese Begriffe beschriebenen Sachverhalt
behandeln.

Offensichtlich liefert dieses Verfahren jedoch keine perfekten Ergebnisse im
Sinne von Dokumenten, die den urspriinglichen Dokumenten ,dhneln“. So
ist der in Kapitel 4.2.2.1 vorgestellte Ansatz zur Ermittlung kennzeichnender
Begriffe anfillig fiir Fehler und Ungenauigkeiten. Bspw. ist zur Berechnung
der id f -Werte ein verhéaltnismiRig grof3er Referenzkorpus notwendig, um eine
belastbare Aussage tiber die Haufigkeit der Verwendung einzelner Begriffe im
allgemeinen Sprachgebrauch machen zu konnen. Ist der verwendete Korpus je-
doch thematisch nicht hinreichend breit gefichert, so treten hier entsprechende
Ungenauigkeiten auf. Auch stellt dieses Verfahren einen rein syntaxbasierten
Ansatz dar. Beschreiben zwei Dokumente den selben Sachverhalt mit unter-
schiedlichen Worten, so kann diese Ahnlichkeit anhand des hier vorgestellten
Verfahrens nicht in vollem Umfang ermittelt werden. Dazu bedarf es aufwéan-
digerer Ansétze, wie bspw. des in 6 vorgestellten Verfahrens der Berechnung
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von Dokumentendhnlichkeit anhand sog. ,konzeptueller Kontexte®“. Dennoch
stellt dieser verhaltnismiRig einfache Ansatz einen ersten Schritt dar, der die
Integration herkommlicher Suchmaschinen in den Focused Crawler ermoglicht
und somit iiber die Nutzung deren Wissens die ErschliefSung anderweitig nicht
auffindbarer Quellen erlaubt.

Bezug zur Suchplattform

Die Integration herkommlicher Suchmaschinen mit dem Konzept des Focu-
sed Crawlers erlaubt die Nutzung deren Wissens tber Inhalt und Struktur
weiter Teile des WWW. Da der Focused Crawler eine an die Problemstellung
angepasste Analysestrategie verfolgen kann, jedoch nicht iiber die umfassende
Sicht der Suchmaschinen auf das WWW verfiigt, wird er durch die herkdmmli-
chen Suchmaschinen ideal erginzt. Die Suchplattform bietet fiir diese Art der
»,2Zusammenarbeit“ dahingehend Unterstiitzung, dass entsprechende Schnitt-
stellen fiir die einzelnen Systeme vorgesehen sind. So existiert eine generische
Schnittstelle, tiber die Suchmaschinen — sowohl herkommliche als auch der
Focused Crawler — angebunden werden konnen. Sie werden iiber die QueryAPI
an die aktuelle Suchanfrage gekoppelt und erhalten dariiber die fiir sie ver-
standliche Form der Anfrage. Uber die ResultAPI erfolgt die Riickmeldung der
Suchergebnisse fiir die Weiterverarbeitung durch andere Komponenten oder
den Benutzer.

4.2.3 Schritt 3 — Identifikation von Experten

Das WWW stellt ein Netz von Dokumenten mit in aller Regel natiirlichspra-
chigen Texten dar und nicht ein Netz aus strukturierten Informationen, die
automatisiert verarbeitbar und analysierbar sind. Daher kénnen auch keine
direkten Anfragen an das WWW bzw. seine Suchmaschinen gestellt werden
im Sinne von bspw. ,finde Experten zum Thema Brennstoffzelle“. Statt dessen
miissen Dokumente gefunden werden, die das gewiinschte Thema behandeln
und diese Dokumente dann auf die Nennung von Personen hin untersucht
werden, die auf diesem Themengebiet eine vermeintliche Expertise besitzen.
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In Abbildung 4.2 wird das in Schritt 3 dargestellt. Die Schwierigkeit bei dieser
Aufgabe liegt in den Teilaspekten Identifikation von Personennennungen (NER)
und der Bewertung deren Expertise auf dem jeweiligen Themengebiet.

4.2.3.1 Identifikation von Personennennungen

Das Problem der Identifikation von Personennennungen in natiirlichsprachigen
Texten soll an dieser Stelle lediglich im Uberblick diskutiert werden. Eine
detaillierte Analyse des Problems sowie die Ausarbeitung und Analyse eines
Losungsvorschlages erfolgen in Kapitel 7.

Wiahrend es dem menschlichen Leser eines Textes in der Regel nicht schwer
fallt, die Nennung von Entititen wie Personen, Firmen, Orten, Telefonnummern
etc. in einem natirlichsprachigen Text zu identifizieren, so ist diese Aufgabe
fiir automatisierte Verfahren eine ungleich grof3ere Herausforderung, da fiir die
fehlerfreie Erkennung solcher Nennungen ein umfangreiches Sprachverstandnis
erforderlich ist. Die Komplexitdt der Erkennung steigt zudem, wenn auch unben-
amte Referenzen auf diese Entitdten bertiicksichtigt werden, bspw. in Form von
Personalpronomen. Letzteres ist insbesondere notwendig wenn Textpassagen
bzw. deren Inhalt im Rahmen der weiter unten diskutierten Bewertung mit
den identifizierten Personen in Verbindung gebracht werden soll (,,G. Daimler
arbeitete in Stuttgart. Dort entwickelte er den Einzylinder-Viertaktmotor*).

Das Forschungsgebiet NLP (Natural Language Processing) und darin insbesonde-
re die NER (Named Entity Recognition) beschéftigt sich mit diesem Thema und
bietet vielfaltige Konzepte zur Losung des Problems. Wie in Kapitel 7 dargestellt,
sind diese Ansitze jedoch meist nicht mit zufriedenstellender Ergebnisqualitét
auf allgemeine und a priori unbekannte Dokumente bzw. Dokumententypen
anwendbar. Es kann also durchaus sinnvoll sein, die neuesten Erkenntnisse aus
dem Bereich der NER-Forschung nicht umzusetzen und statt dessen eher auf
weniger ausgefeilte Techniken zu setzen, die jedoch in diesem Szenario stabile
Ergebnisse erwarten lassen [PD97] [MMG99]:
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* Anhand einer Datenbank mit Vor- und Nachnamen sowie zuséatzlichen Re-
geln fiir die Bildung von Namensnennungen lassen sich ein Grof3teil aller
direkt benannten Personen erkennen. Beispiele hierfiir wéaren ,,Gottlieb
Daimler” oder durch Anwendung verschiedener Transformationsregeln
auch ,,Daimler, Gottlieb“ bzw. ,,G. Daimler“.

* Eine solche Datenbank wird immer unvollstdndig sein, weil bspw. Namen
aus anderen Sprachen ibernommen oder neue Schreibweisen eingefiihrt
werden. Auch lassen sich Nennungen lediglich des Vor- oder Nachnamens
in der Regel nicht auf diese Art und Weise als Personennennungen identi-
fizieren, da aufgrund von Mehrdeutigkeiten die Fehlerrate stark ansteigen
wiirde. Ein Beispiel hierfiir ist ,,Bei Daimler in Stuttgart ...“; hier kann
aus der Tatsache, dass ,,Daimler“ in der Namensdatenbank als Nachname
gefiihrt wird nicht darauf geschlossen werden, dass auch Herr oder Frau
Daimler gemeint sind. Ahnliches gilt fiir andere mehrdeutige Namen
wie ,Metzger“ oder ,Miiller“. Um die Nennung dieser — zumindest teil-
weise — treffsicher zu erkennen, konnen verschiedene erweiterte Regeln
angewandt werden. Bspw. ,<potenzieller Nachname | Vorname> ’sag-
te’|’'meinte’|...“ oder ,’Herr’|’Frau’|’Dr.’|.. . <potenzieller Nachname>*.
Der vermeintliche Name wird also dann als tatsdchlicher Name erkannt,
wenn die Nennung in einem entsprechenden sprachlichen Kontext erfolgt.

Zusammen mit der genannten Datenbank aus Vor- und Nachnamen lassen sich
diese Regeln in einen deterministischen Automaten iiberfiihren, der einen Text
nach Nennungen von Personen durchsuchen kann. In Kapitel 7 werden weitere
Verbesserungen gegeniiber diesem einfachen Ansatz niher diskutiert.

4.2.3.2 Bewertung der Expertise

Die bspw. anhand des oben vorgestellten Ansatzes identifizierten Nennungen
von Personen oder Institutionen werden nun auf ihre Eignung als Suchergebnis
fiir die Expertensuche hin untersucht. D. h. die genannten Personen/Institu-
tionen werden als potenzielle Experten angesehen und deren vermeintliche
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Expertise auf dem betreffenden Themengebiet bewertet. Die Nennung einer
Person/Institution in einem Text kann dabei in vier Auspragungen erfolgen:

1. Die Person ist Autor des Textes

2. Die Person ist aktiv oder passiv an einer vom Text behandelten Diskussion
beteiligt, somit ein Spezialfall von 1)

3. Die Person bzw. ihre Arbeit wird im Text referenziert

4. Die Person wird erwahnt, obwohl sie mit dem Thema nichts zu tun hat

Die Fille 1-3 fordern die Annahme, die Person sei Experte auf dem betrachteten
Themengebiet. In Fall 4 jedoch kann davon nicht ausgegangen werden. Das
zeigt, dass allein anhand der Nennung einer Person bzw. der Haufigkeit ihrer
Nennung im Kontext eines Themas noch keine qualifizierte Aussage iiber ihre
Expertise auf diesem Themengebiet gemacht werden kann.

Exakte Angaben tiiber die Expertise einer Person oder zumindest dariiber, was
aus den betrachteten Dokumenten iiber deren Expertise herausgelesen wer-
den kann, erfordert ein umfassendes Sprachverstindnis. Dies kann nicht als
gegeben angesehen werden, da der maschinellen Sprachverarbeitung auch
heute noch enge Grenzen gesetzt sind. Insbesondere im Kontext des WWW
mit seinen hochgradig inhomogenen Texten und Texttypen, ist die Analyse
von natiirlichsprachigen Texten fiir Computersysteme nicht mit hinreichender
Prazision realisierbar. Absolute Aussagen, die nicht mehr tiberpriift werden
miissen, konnen also nicht getroffen werden.

Im Rahmen der Expertensuchmaschine EXPOSE wurden daher verschiedene
Kriterien identifiziert, die jede fiir sich zwar die Expertise einer Person nicht
hinreichend genau widerspiegeln, die zusammen betrachtet jedoch einen quali-
fizierten Hinweis auf die Expertise liefern. Zur Bestimmung der Expertise einer
Person werden sie einzeln ausgewertet, normalisiert und zu einem Gesamt-
indikator zusammengefasst. Im Einzelnen handelt es sich dabei um folgende
Kriterien:

1. Haufigkeit der Nennung einer Person
Als erster Anhaltspunkt wird die Haufigkeit der Nennung einer Person
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auf den als relevant erachteten Dokumenten betrachtet. Jede Nennung
wird dabei gemal} der Relevanz des nennenden Dokuments gewichtet.
Je ofter also eine Person genannt wird und je hoher die Relevanz der
sie nennenden Dokumente ist, desto starker wird dieser Indikator eine
vorhandene Expertise anzeigen.

. Kontext der Nennung einer Person

Alleine aus der Tatsache, dass eine Person im Zusammenhang mit dem
gesuchten Thema genannt wird bzw. aus der Anzahl der Nennungen einer
Person kann jedoch nicht auf deren Expertise geschlossen werden. Bspw.
ist auf den Webauftritten wissenschaftlicher Konferenzen oftmals eine
Ubersicht aller Autoren, zusammen mit den Abstracts der Veroffentlichun-
gen verflighar. Wenn nun in einem solchen Fall ein oder mehrere der
Abstracts zum Thema der Suche passen so waren damit automatisch alle
in der Ubersicht genannten Personen iiber den Hiufigkeitsindikator gleich
hoch bewertet. Es erhielten also nicht nur diejenigen eine hohe Wertung,
die tatsachlich als Autor der relevanten Texte genannte sind.

Da jedoch die Bedeutung eines Textes ebenso wie die generelle Struktur
eines Dokuments nicht allgemein ermittelt werden konnen, ist es ohne
spezielles Kontextwissen nicht moglich, zu erkennen, dass es sich bei
der o. g. Ubersicht um eben jene Paarung (Autor(en),Abstract) handelt.
Genau dieses Kontextwissen ist aber von Noten, um eine zuverlissige
Aussage tiber diese Zuordnung automatisiert erhalten zu konnen. Im
vorliegenden Fall kann es bspw. iiber spezielle Konnektoren oder Wrapper
eingefiihrt werden, wie sie in Kapitel 5 diskutiert werden. Sind derartige
Konnektoren nicht verfiigbar, dann liegt der Einsatz von Heuristiken nahe,
die die Struktur des Textes in den meisten Fillen zumindest ansatzweise
erkennen helfen. Dabei haben sich folgende Ansitze als zielfiihrend her-
aus gestellt: i) Personen, die in unmittelbarer textueller Nachbarschaft
zu relevanten Schliisselworten stehen (vgl. auch [SLWMO04] sowie oben
zum Thema Extraktion von Schliisselworten), bekommen bessere Bewer-
tungen. ii) Personen, die bezogen auf das Layout eines Dokuments in
Randbereichen genannt werden, bekommen eine schlechtere Bewertung
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als Personen, die an zentraler Stelle genannt werden. Motiviert wird
diese Heuristik durch das im Web weit verbreitete Vorhandensein von
Navigtationsstrukturen, Angaben zu Webmastern etc. am Layout-Rand
eines Dokuments. Untersuchungen [SMS*08] im Rahmen praktischer
Einsitze im Projekt nova-net haben gezeigt, dass die an diesen Stellen
genannten Personen mit dem gesuchten Thema selten in einem inhalt-
lichen Bezug stehen und statt dessen durch deren Beriicksichtigung in
der Bewertung die Qualitat der Ergebnisse abnimmt. iii) Insbesondere
bei Texten, in denen viele Personennennung identifiziert werden, hat sich
eine Aufteilung des Textes in kleinere Einheiten als sinnvoll herausge-
stellt. In diesen Fillen handelt es sich oftmals um Ubersichtsseiten wie die
o. g. Publikationsliste einer wissenschaftlichen Konferenz. Wird nun der
Text bspw. in einzelne Abschnitte aufgeteilt und werden diese Abschnitte
separat betrachtet, dann kann ein bessere Zuordnung von Personen zu
relevanten Textabschnitten durchgefiihrt werden, wodurch letztlich die
Qualitiat der gesamten Bewertungen signifikant gesteigert werden kann.
Dieser Ansatz ist dhnlich zu dem in i) genannten, erlaubt jedoch eine
erweiterte Betrachtung von Textstrukturen, wie ggf. die Erkennung von
Kapiteln der Abschnitten.
3. Vernetzung der identifizierten Person

Ein weiterer Indikator fiir die Expertise einer Person ist deren Vernetzung
mit anderen Experten. Untersuchungen im Rahmen des nova-net-Projekts
haben gezeigt, dass die Interaktion oder Kommunikation einer Person
mit anderen bereits als Experten identifizierten Personen oftmals einen
Riickschluss auf die Expertise eben dieser Person erlaubt [KSJ06]. Erklart
werden kann dies mit mehreren Uberlegungen: i) Personen, die sich zu
einem Thema austauschen, haben oftmals einen dhnlichen Wissensstand.
In diesem Fall kann darauf geschlossen werden, dass wenn eine Person
bereits als Experte identifiziert wurde, auch die andere Person eine gewis-
se Expertise besitzt. ii) Es wird ein Wissenstransfer von einer bereits als
Experte identifizierten Person hin zu einer anderen Person unterstellt.
Diese Uberlegungen treffen nicht nur auf direkte Kommunikation zwi-
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schen Personen, wie bspw. im Rahmen von Webforen oder Newsgroups zu,
sondern konnen prinzipiell auch auf andere Texte {ibertragen werden, in
denen die Personen lediglich gemeinsam genannt werden. Hinter diesen
Uberlegungen steht die Idee, dass die bereits als Experte identifizierte
Person der aktuell betrachteten Person quasi eine Referenz erstellt. Die
Referenz einer hoch bewerteten Person hat dabei fiir die Weitergabe
ein hoheres Gewicht als die Referenz einer niedriger bewerteten Person.
Dies ist analog zum Ranking von Web-Suchmaschinen-Ergebnissen, bspw.
anhand des PageRank-Algorithmus [BP98], wo die Bewertung von We-
bressourcen dann steigt, wenn sie von anderen, bereits hoch bewerteten
Ressourcen aus verlinkt sind.
4. Verkniipfung zwischen Personen und Dokumenten

Schlief3lich kann analog zur o. g. Personenverkniipfung auch noch die
Verkniipfung der Dokumente als weiterer Indikator zur Bewertung der
Expertise einer Person heran gezogen werden. Personen, die auf Dokumen-
ten genannt werden, welche stark mit anderen Dokumenten verkniipft
sind — insbesondere mit als relevant erachteten Dokumenten oder mit
Dokumenten, die andere hoch bewertete Experten benennen — erhalten
ebenfalls eine hohere Bewertung. Motivation hierfiir ist, dass, gemeinsam
mit dem zuvor genannten Punkt der Verkniipfung von Personen, auf diese
Art und Weise Wissensnetzwerke abgebildet werden konnen.

Zu beachten ist dabei, dass diese Bewertungen von Personen und Dokumenten
nicht in einem Schritt erfolgen kann, sondern dass die Ergebnisse einer Bewer-
tung Einfluss auf die Bewertung selbst haben konnen. Dies wird deutlich am
Beispiel einer Person, die auf mehreren Dokumenten identifiziert wurde, u. a.
als Autor einer relevanten Veroffentlichung. Damit bekommen automatisch alle
anderen Dokumente, die diese Person nennen auch eine hohere Bewertung.
In der Folge werden aber auch diejenigen Personen hoher bewertet, die auf
diesen weiteren Dokumenten genannt werden. Offensichtlich muss die Weiter-
vergabe von Gewichten in jedem weiteren Schritt eingeschrankt werden, da
sich diese ansonsten beliebig rekursiv fortsetzen wiirde. Dennoch wird klar,
dass das Ergebnis einer Bewertung Einfluss auf weitere Bewertungen haben
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kann und dass sich dies in einem bestimmten Rahmen rekursiv fortsetzt. Dieses
Prinzip macht eine Berechnung der Expertise-Bewertungen auf eine iterative
Art und Weise notwendig, auch bedingt durch die Tatsache, dass i.d.R. die
Prasentation von (Teil-)Ergebnissen schon wihrend des Suchlaufs erfolgen soll
und nicht erst nach dessen Abschluss. Ansitze, wie dies erreicht werden kann,
finden sich bspw. im PageRank-Algorithmus oder allgemeiner im Algorithmus
fiir Spreading Activation [Cre97].

Als besonders wichtig fiir die Akzeptanz einer diese Ansidtze implementierenden
Software durch den Benutzer und damit fiir deren praktischen Einsatz haben
sich die Prasentation der Ergebnisse und die Moglichkeit der Einflussnahme
durch den Benutzer herausgestellt (vgl. bspw. Abbildung 4.5). Die o. g. Indikato-
ren stellen lediglich Anhaltspunkte fiir die Bewertung der Expertise einer Person
dar. Sie unterliegen aufgrund des im Allgemeinen fehlenden Textverstdndnisses
der Software dabei einer relativ grolden Unsicherheit. Die Ergebnisse konnen
lediglich eine erste grobe Einschitzung liefern, die jedoch durch den Benutzer
verifiziert bzw. verfeinert werden muss. Dazu ist es notig, die Ergebnisse wo
moglich grafisch aufzubereiten und auf Anforderung die der Berechnung zu-
grunde liegenden Daten zu prisentieren, um die Bewertung fiir den Benutzer
transparent zu machen. Hilfreich ist zudem, dem Benutzer die Moglichkeit
zu geben, einzelne Bewertung oder Indikatoren in ihrer Einflussschwere zu
begrenzen oder diese starker zu gewichten.

Bezug zur Suchplattform

Bei der Suche nach Experten handelt es sich um ein spezielles Problem, das die
Komplexitat einfacher Suchen deutlich iibersteigt. Die Suchplattform in ihrer
bisher beschriebenen Form bietet zur Unterstiitzung des Benutzers bei diesem
Problem in erster Linie Grundfunktionalitat wie die Integration verschiedener
Suchmaschinen. Der eigentliche Mehrwert entsteht aber durch die Modularitat
und Erweiterbarkeit der Plattform. So kénnen speziell auf das Problem der
Expertensuche zugeschnittene Analysekomponenten einfach iiber die jeweiligen
APIs integriert werden. Bspw. wurde eine Komponente entwickelt, die basierend
auf den Verkniipfungen von Personen bzw. Ressourcen und deren Relevanz-
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Abbildung 4.5: Teilergebnis einer Suche: Personen und deren Fundstellen im
Netz

bewertung anhand eines Spreading-Activation-Algorithmus einen erweiterten
Relevanz-Wert berechnet. In die Prdsentationsebene wurden Darstellungskompo-
nenten integriert, die die Vernetzung von Personen und Dokumenten darstellen
und somit dem Benutzer die Steuerung des Prozesses und die Auswahl von
weiter zu verfolgenden Suchzweigen erleichtern (vgl. Abbildung 4.5).

4.3 Zusammenfassung

In den zuriickliegenden Abschnitten wurde zunichst diskutiert worin die Vortei-
le einer universellen Suchplattform bestehen. Diese sind zum einen zu sehen in
einer durchgéngigen Unterstiitzung des Benutzers bei der Suche, insbesondere
wenn diese sich iiber eine Vielzahl von Einzelschritten erstreckt. Zum anderen
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in einem gegeniiber der herkommlichen Entwicklung von Suchkomponenten
deutlich reduzierten Aufwand fiir die Erstellung von problemspezifischen Such-
und Analysewerkzeugen, da diese auf bereits vorhandene und gut integrierte
Komponenten mit Basisfunktionalitdt aufsetzen konnen.

Im Anschluss wurde ein Konzept fiir die Entwicklung einer solchen Plattform
vorgeschlagen und ein grober Uberblick iiber seine Bestandteile, deren Zusam-
menhinge und Zusammenwirken gegeben. Im darauf folgenden Teil wurde
schliel3lich eine prototypische Implementierung der Expertensuche auf Basis
der Suchplattform prasentiert und daran die Stiarken der Plattform verdeut-
licht. Diese prototypische Implementierung bildet den Rahmen fiir die in den
folgenden drei Kapitel 5-7 diskutierten Komponenten und Speziallosungen.
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KAPITEL

EIN KONNEKTOR- UND
ANALYSEFRAMEWORK

In Kapitel 2 wurde dargestellt, weshalb die alleinige Nutzung herkommlicher
Suchmaschinen in vielen, insbesondere komplexeren Suchszenarien nicht ziel-
fiihrend ist. Zusammenfassend lasst sich an dieser Stelle wiederholen, dass
herkommliche Suchmaschinen in der Regel zu wenig Wissen tiber den Kontext
der Fragestellung oder des Fragestellenden besitzen, um komplexe Fragestellun-
gen direkt beantworten zu konnen. Zudem st63t der durchschnittliche Benutzer
bei der ausreichend prizisen Formulierung seines Informationsbediirfnisses in
Form einer Suchanfrage schnell an seine Grenzen. Aus diesem Grund kénnen
herkommliche Suchmaschinen lediglich als ein Teil der Losungsstrategie fiir
komplexe Suchszenarien angesehen werden, der jedoch um weitere Konzepte
und Komponenten erganzt werden muss.

Die technische Grundlage fiir solche Ergdnzungen wurden in Kapitel 4 anhand
der Suchplattform und beispielhaft mittels einer auf ihr bauenden Implemen-
tierung der Expertensuche diskutiert. In diesem Zusammenhang wurde an
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verschiedenen Stellen auf die im Folgenden behandelten Details zu Konzeption
und Umsetzung einzelner Komponenten verwiesen. In den Kapiteln 5-7 sollen
nun die drei zentralen Elemente der Suchplattform detailliert diskutiert werden.
Zusammen mit der Suchplattform selbst stellen sie das wesentliche Ergebnis
dieser Arbeit dar.

Eine zentrale Schwierigkeit fiir Softwaresysteme zur Analyse von Texten im
WWW besteht darin, dass das WWW eine heterogene Sammlung von Inhalten
darstellt. Selbst thematisch verwandte Inhalte werden selten in d&hnlicher Form
prasentiert, es unterscheiden sich Vokabular sowie die verwendete Sprache und
zudem oftmals auch die zur Présentation der Inhalte verwendeten Techniken.
Jeder dieser Faktoren bringt Unsicherheiten in die von einer Analysekomponen-
te erzielbaren Ergebnisse und reduziert damit potenziell deren Ergebnisqualitét.
Im Gegenzug kann daher jedes Wissen tiber eine Dokumentenquelle, sei es
bspw. Wissen tiber die Struktur einer Webprasenz oder Wissen tiber das dort
verwendete Vokabular oder die behandelten Themen, eine Steigerung der Ergeb-
nisqualitdt bewirken — sofern dieses Wissen der Analysekomponente zuganglich
gemacht werden kann.

Theoretisch konnte fiir jede Webprasenz eine spezielle Analysekomponente
implementiert werden. Jegliches Wissen iiber die Site konnte in diese Kompo-
nente integriert werden und damit die Ergebnisqualitat positiv beeinflussen.
Praktisch ist es aber nicht moglich, fiir jede Doméne oder Webprasenz eine
spezielle Analysekomponente zu entwickeln, die dieses Wissen umsetzt, da der
Entwicklungs- und Wartungsaufwand hierfiir nicht zu leisten ware. Fiir spezi-
elle Sites und Ressourcen jedoch, die bereits als relevant identifiziert wurden,
wird ein solcher Aufwand mit qualitativ hochwertigeren Ergebnissen belohnt.
Vor dem Hintergrund der in Kapitel 4.1 vorgestellten Suchplattform stellt sich
jedoch die Frage, wie eine solche Spezialisierung generisch und wiederverwend-
bar gestaltet werden kann, so dass die Integration weiterer Webpriasenzen mit
moglichst geringem Aufwand erzielbar ist.

Um diese Frage beantworten zu kénnen, miissen zunichst die zwei wesentli-
chen Komponenten der Problemstellung naher betrachtet werden. In beiden
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Fillen geht es um das Wissen iiber eine Webpréisenz oder eine Klasse von Web-
prasenzen bzw. Webressourcen. Der eine Aspekt betrifft den technischen Zugriff
auf die gesuchten Informationen, wohingegen der andere Aspekt die Extraktion
der gewiinschten Informationen aus den gefundenen Daten behandelt.

Das Problem des Zugriffs auf die gesuchten Informationen lasst sich anhand
des Crawler-Beispiels erlautern: Ein Crawler durchforstet das WWW, indem
er eine vorgegebene Menge an Start-Dokumenten ladt und rekursiv den dar-
in enthalten Verweisen folgt. Die geladenen Dokumente werden dann von
nachgelagerten Komponenten weiter verarbeitet. Zum Beispiel kann daraus
ein angepasster Index fiir eine eigene Suchmaschine erstellt werden oder die
0. g. Analyse-Komponenten untersuchen die Dokumente und extrahieren dar-
aus die Eingabe fiir weitere nachgelagerte und ggf. Webprasenz-iibergreifende
Analysekomponenten (vgl. Kapitel 3.1).

Das einfache Prinzip der rekursiven Verfolgung von Hyperlinks ist jedoch nicht
immer anwendbar. So liegen grol3e Teile der im Web vorhandenen Informatio-
nen nicht in Form statischer Dokumente vor, die iiber Hyperlinks miteinander
verkniipft sind. Der weitaus grof3te Teil des Web ist im Bereich des so genannten
,Deep Web“ zu finden und ist klassischen Crawlern somit zunéchst vorenthalten
(vgl. Kapitel 2.2).

Die Herausforderung besteht aus Sicht der Crawler-Komponente also darin,
einen Weg zu finden, wie Wissen iiber Schnittstellen solcher Webprasenzen in
den Crawler integriert werden kann, um dariiber diese Quellen zu erschliel3en.

Der zweite oben angefiihrte Aspekt, die Extraktion der gesuchten Informationen
aus den gefundenen Daten, betrifft weniger die Crawling-Komponente als
vielmehr die Komponente zur Analyse der gefundenen Ressourcen. Hier kann
das Wissen tiiber das Layout eines Textes (bspw. die Lokation der zentralen
Informationen), tiber die Struktur einer Webprasenz (bspw. im Hinblick auf die
Semantik der internen und externen Verkniipfungen) und damit das Wissen
tiber behandelte Themen und handelnde Personen etc. gewinnbringend genutzt
werden. Nicht nur in den oben behandelten Fragen des technischen Zugriffs
auf diese Daten existieren hier gro3e Unterschiede zwischen Webprasenzen.
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Offensichtlich ist gerade die Frage des Inhalts und dessen Analysierbarkeit eine
hochdynamische Problemstellung.

Um nun genau solche Ressourcen von besonderem Interesse im ersten Schritt
fiir das Crawling zuginglich zu machen, und im zweiten Schritt fiir detail-
lierte Analysen wie bspw. fiir die Expertensuche zu erschliefen, wurde im
Rahmen der Suchplattform ein Zusatzframework, das , Konnektorframework",
entwickelt, welches die Teilaufgaben Crawling und Analyse unterstiitzt. Das
Framework ist dahingehend flexibel und erweiterbar, dass verschiedene do-
manenspezifische Konnektoren eingebunden werden konnen, die den Zugriff
auf die gesuchten Ressourcen ermoglichen. Neben verbindungstechnischer
Funktionalitit wie Authentifizierung und Sessionmanagement wurde zusitzli-
che Funktionalitadt vorgesehen, mittels derer Kontextwissen fiir die Extraktion
von Informationen genutzt werden kann. In diesem Rahmen kann das System
Wissen tiber Inhalte und Strukturen einer Webprasenz nutzen, um bspw. die
Relevanz von dort enthaltenen Hyperlinks einzuschétzen, oder um mit hoher
Prazision Namen von im Text genannten Personen zu extrahieren, bspw. im Fall
von Patentautoren in einer Patentdatenbank. Die Erweiterbarkeit ist dabei eine
zentrale Forderung an dieses Konnektorframework, um solche Konnektoren und
Analyse-Komponenten mit geringem Aufwand fiir neue Quellen implementieren
zu konnen.

5.1 Anforderungen und Konzepte der Umsetzung

Im Folgenden werden verschiedene Anforderungen an ein solches Konnektor-
framework diskutiert und zentrale Konzepte vorgestellt, anhand derer diese
Anforderungen im Framework umgesetzt werden.

5.1.1 Asynchrone Verarbeitung

Beim Laden einer einzelnen Ressource aus dem Web sind zwei Partner direkt
beteiligt — die herunterladende Anwendung als Client, im vorliegenden Fall der
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(Focused) Crawler, und auf Seiten des Inhalteanbieters der Server. Die Verbin-
dung zwischen diesen beiden Partnern erfolgt iiber ein Netzwerk, das Internet.
Da der Server aber in der Regel mehrere Clients bedient, ihm jedoch nur eine be-
schrankte Netzwerkbandbreite zur Verfiigung steht oder an einer anderen Stelle
ein Bandbreitenengpass zwischen Client und Server besteht, erhélt ein einzelner
Client die angeforderten Daten oftmals nicht mit der maximalen dem Client
zur Verfiigung stehenden Netzwerkbandbreite. Demzufolge nutzt der Client das
Betriebsmittel ,Netzwerk“ nicht optimal aus. Ferner ist offensichtlich, dass bei
den nacheinander ablaufenden Schritten ,,Herunterladen der Ressource“ und
,verarbeiten der Daten“ jeweils ein einzelnes Betriebsmittel vorrangig genutzt
wird: beim Herunterladen ist dies das Netzwerk, bei der Verarbeitung der Daten
in erster Linie der Prozessor bzw. der Festspeicher. Fiir eine Maximierung des
Durchsatzes, d. h. um mehr Ressourcen pro Zeit herunterladen und verarbei-
ten zu konnen, ist die Parallelisierung dieser Schritte naheliegend. Paralleler
Zugriff auf Webressourcen kann verhindern, dass sich einzelne Betriebsmittel
im Leerlauf befinden und dass in der Folge Teile des Systems unnotig warten,
wihrend z. B. eine Datei aus dem Web heruntergeladen wird. Ahnliches gilt fiir
die Verarbeitung: wiahrend der Prozessor mit der Verarbeitung einer Ressource
beschiftigt ist, kann parallel der ndchste Download gestartet werden, da hierfiir
kaum Prozessor-Zeit erforderlich ist. Auch lassen sich mittels dieses Konzepts
Multi-Core oder Multi-Prozessor-Architekturen besser ausnutzen.

Das Konzept der Parallelitidt wird im Framework an verschiedenen Stellen ein-
gesetzt, weshalb hier kurz seine softwaretechnische Umsetzung skizziert wird.
Das Framework stellt dabei die Infrastruktur zur Ausfithrung und Uberwachung
paralleler Aktionen bereit, wobei die Implementierung der jeweiligen vom Fra-
mework gesteuerten Komponente fiir die wechselseitige Isolierung der Abléaufe
und die damit einhergehende Wahrung der Konsistenz selbst verantwortlich ist.

Eine parallelisierbare Aktion wird in einem ,,Command“-Objekt (vgl. Ent-
wurfsmuster Command in [GHJV95]) gekapselt und zur Ausfiihrung an ei-
ne TaskFactory tibergeben. Diese kapselt die Abarbeitung des Kommandos
und erzeugt als Riickgabe an die aufrufende Komponente eine Instanz von
Task<R>. Der generische Typ R beschreibt dabei den konkreten Ergebnistyp
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des Kommando-Objekts. Uber einen auf diesem Task registrierten Observer
(vgl. Entwurfsmuster Observer) kann sich die aufrufende Komponente iiber
Fortschritt und Erfolg des Kommandos informieren lassen. Zwischenergebnisse
sowie das abschlieRende Ergebnis des Kommandos konnen iiber die Methode
Task.getResult () erfragt werden und stehen der aufrufenden Komponente
damit zur Weiterverarbeitung zur Verfiigung.

Die Konzipierung aller parallelen bzw. asynchronen Systemelemente nach die-
sem Design hilft, den Implementierungsaufwand sowohl im Bereich des Sys-
temkerns zu reduzieren, als auch den fiir Konnektoren, die zu einem spéateren
Zeitpunkt im Rahmen der Anpassung an bspw. eine Web-Datenbankanwendung
hinzugefiigt werden. Auch trdgt die einfachere Implementierung mehrerer
Bausteine sowie die Verlagerung eines Teils der Komplexitit in eine einmal zu
testende Komponente signifikant zur Fehlerreduktion bei.

5.1.2 Container fiir Quell- und Analysedaten

Das Herunterladen und Analysieren von Daten ist als Prozess zu verstehen, bei
dem unstrukturierte Textdaten sukzessive mit neu gewonnenen Informationen
wie bspw. Strukturwissen oder Wissen iiber Inhalte angereichert werden.

Unter Umstdnden muss in einem Analyseschritt auf Ergebnisse nicht nur des
direkt vorangegangenen Schrittes zuriickgegriffen werden, sondern auch auf
die Ergebnisse eines weiter zurtick liegenden Schrittes. Dies legt nahe, Teiler-
gebnisse mit der eigentlichen Ressource zu kombinieren und in einem Con-
tainerobjekt durch die einzelnen Verarbeitungsstufen zu propagieren. Mit der
Klasse Document ist ein solcher Container geschaffen (Abbildung 5.1).

Vom Framework bereits vorgehaltene Strukturen werden im Folgenden auf-
gelistet. Diese Liste der bereits implementierten Typen kann jedoch fiir neue
Konnektoren beliebig erweitert werden.

PlainSrcData Urspriinglicher Quellcode der heruntergeladenen Ressource,
meist HTML.
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Abbildung 5.1: Reprisentation einer Ressource (Document) und der zugehori-
gen Inhalte

XmlSrcData XML-Reprasentation der Ressource. Meist der von HTML nach
XHTML bzw. XML tiberfiihrte Quellcode, um die Verarbeitung und Navi-
gation im Dokument zu vereinfachen.

LinkData Fasst Informationen {iber Hyperlinks zusammen, die auf einer Res-
source identifiziert wurden. Dabei kann neben Link-Ziel und Link-Text
auch ein Typ-Deskriptor hinterlegt werden, der angibt, welcher Ressour-
centyp unter dieser Adresse zu erwarten ist. D. h. ein Konnektor kann hier
Kontextwissen verwalten, das in den nachfolgenden Schritten bspw. zur
Priorisierung der gefundenen Verweise genutzt werden kann.

CustomData Dient als Basisklasse fiir doméanenspezifische Erweiterungen.

Dieser offene, prozessorientierte Ansatz hat sich als flexibel und erweiterungs-
freundlich herausgestellt. Er unterstiitzt damit wesentlich das Konzept der
Erweiterbarkeit des Frameworks und ermoglicht eine durchgingige Sicht auf
das Datenmaterial, vom Download iiber die Analyse bis hin zur Prasentation
[KSJO7].
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5.1.3 Registrierung

Um das Framework auch mit neu entwickelten, auf ein spezielles Suchproblem
abgestimmten Konnektoren einsetzen zu konnen, wird eine Erweiterungsmog-
lichkeit benotigt, die mittels eines Plugin-Konzeptes umgesetzt wurde. Die
Registry stellt bei diesem Ansatz die zentrale Komponente dar. Sie bietet
die Moglichkeit, Klassenbibliotheken in Form von Plugins abzulegen und diese
dem Framework zuginglich zu machen. Uber entsprechende Filtermethoden
ermoglicht sie dem Framework und den darin ausgefiihrten Komponenten den
Zugriff auf Klassen dieser Bibliothek. Die Selektion erfolgt dabei {iber den Typ
der benotigten Klasse, d. h. es konnen wahlweise exakt spezifizierte Klassen ge-
sucht und instantiiert werden, oder aber Listen von Klassen erfragt werden, die
eine bestimmte Schnittstelle implementieren und iiber Properties spezifizierte
Eigenschaften besitzen. Auf diese Art und Weise kann das Framework bspw.
automatisch den fiir eine bestimmte Webprasenz vorgesehenen, weil speziell
angepassten, Konnektor identifizieren und fiir das Crawling dieser Webprésenz
einsetzen.

Ferner lassen sich in der Registry XML-Dateien ablegen und anhand von
XML-Schemata nach diesen suchen. Dies kann bspw. dazu genutzt werden, Au-
thentifizierungsdaten fiir bestimmte Webprasenzen oder Doméanen anzugeben,
und diese Daten vom System automatisch verarbeiten zu lassen.

5.2 Entwurf und Implementierung

Die Abbildung 5.2 stellt die im Framework vorhandenen Funktionsblocke dar.
Ein zentraler Leitgedanke bei der Konzeption des Frameworks war, die funk-
tionale Trennung von Datenbeschaffung und der Weiterverarbeitung auch in
einer architektonischen Trennung widerzuspiegeln. Dadurch kénnen Abhingig-
keiten der einzelnen Komponenten untereinander reduziert werden, was die
Entwicklung neuer Konnektoren sowie deren Wiederverwendung signifikant
vereinfacht.
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Abbildung 5.2: Funktionsblocke des Konnektorframeworks

Die Zweiteilung wird anhand der in zwei Paketen umgesetzten Funktionsblocke
deutlich: Linker Hand ist das Paket WebRetrieval skizziert. Es umfasst Klas-
sen, die fiir die Datenbeschaffung zustdndig sind. Dies schlief3t u. a. Aspekte wie
Authentifizierung und Sessionmanagement ein. Rechts dagegen ist das Paket
DataProcessing skizziert, dessen Klassen Funktionalitdt zur Weiterverarbei-
tung der heruntergeladenen Daten bereit stellen.

5.2.1 Das Paket WebRetrieval

Wahrend die vorherigen Abschnitte die direkte, fiir externe Komponenten bereit
gestellte Schnittstelle des Frameworks diskutierten, so wird im Folgenden
nun auf die beiden zentralen in Abbildung 5.2 dargestellten Komponenten
WebRetrieval und DataProcessing eingegangen und deren Funktionalitat
erlautert.

Das Paket WebRetrieval kapselt Funktionalitit fiir das Herunterladen von
Web-Ressourcen. Die drei wesentlichen Bausteine sind dabei das Session Mana-
gement, die Authentifizierung sowie das Connection Management.
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5.2.1.1 Session Management

Viele Anfragen eines Clients an einen Webserver sind derart einfacher Natur,
dass lediglich fiir die kurze Zeit der Dateniibertragung eine Verbindung zwi-
schen Client und Server aufgebaut werden muss. Der Client spezifiziert die
gewiinschten Daten und diese werden vom Server geliefert. Danach wird die
Verbindung abgebaut und weder Client noch Server miissen Informationen iiber
die getitigte Transaktion speichern, da diese Transaktion vollstdndig isoliert von
anderen ist und keine spatere Transaktion auf einer Vorhergehenden aufbaut.

Der Sachverhalt ist komplizierter wo diese Isolation von Anfragen nicht mehr
gegeben ist. Dies ist meist der Fall wenn bspw. auf Seiten des Servers Infor-
mationen iiber das Benutzerverhalten gesammelt werden sollen, also Abfolge
von Seitenaufrufen und ggf. die Verweildauer auf einzelnen Seiten protokolliert
werden. Auch wenn die Auslieferung oder Darstellung einer Seite von den zuvor
besuchten Seiten abhingt, wie dies bspw. bei aufwindigeren Webanwendungen
der Fall ist, oder auch zwangslaufig immer dann, wenn der Zugriff auf eine
Ressource eine vorangehende Authentifizierung erfordert, miissen auf Seiten
des Servers Zustandsinformationen gehalten werden, die dem jeweiligen Client
zugeordnet werden. Die serverseitige Verkniipfung von zusammengehorigen
Anfragen erfolgt dabei in der Regel iiber sog. , Sitzungen® (engl. ,,Sessions®),
die mittels vom Server generierten ,,SessionIDs“ gekennzeichnet werden.

Das im WWW verwendete Protokoll fiir den Datenaustausch zwischen Client
und Server, das ,,Hypertext Transfer Protocol“ (HTTP) [RFCa], ist jedoch ein
zustandsloses Protokoll. Zustandslosigkeit bedeutet in diesem Zusammenhang,
dass das Protokoll keine Moglichkeit vorsieht, den aktuellen Zustand der Client-
Anwendung, bspw. ,,(nicht) authentifiziert“, auf Protokollebene zu verwalten.

Statt dessen miissen Informationen iiber den aktuellen Zustand des Clients bzw.
der Client-Anwendung auf der Applikationsebene verwaltet und auf3erhalb des
Protokolls im Rahmen der Nutzdaten bei jeder Anfrage iibertragen werden. Das
HTTP-Protokoll sieht dafiir zwei Moglichkeiten vor:

1. Die Ubertragung von Zusatzdaten in Form eines sog. ,Cookies®
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2. Die Ubertragung von Zusatzdaten als Bestandteil der URL der angefragten
Ressource

Da es sich beim Sessionmanagement um grundlegende Funktionalitit handelt,
die von potenziell vielen Konnektoren genutzt werden soll, liegt eine Imple-
mentierung im Rahmen des Konnektorframeworks nahe. Im Folgenden wird
daher kurz auf die beiden o. g. Méglichkeiten der Ubertragung von Zustandsin-
formationen eingegangen.

Cookies

Der Internetstandard RFC 2965 [RFCc] spezifiziert eine Moglichkeit zur Uber-
tragung von Zustandsinformationen iiber das zustandslose HTTP-Protokoll,
das sog. ,,Cookie“. Das Cookie wird im Rahmen der Headerdaten bei Anfrage
und Antwort, auferhalb der Nutzdaten tibertragen. Hat ein Webserver eine
Session angelegt und ihr eine SessionID zugeordnet, so kann er mittels des
Antwort-Headers Set-Cookie diese SessionID an den Client melden.

Ein RFC 2965-konformer Client wird — sofern der Benutzer keinen Widerspruch
einlegt — von diesem Moment an den Cookie in jede weitere Anfrage an den
selben Server in den Anfrage-Header einbinden und an den Server {ibermitteln.

Damit ist der Server in der Lage, iiber mehrere auf Protokollebene unabhéngige
Anfragen hinweg, einen Zustand zu verwalten.

GET-Parameter

Als Alternative zur Ubertragung von Zustandsinformationen in Form von Coo-
kies konnen diese Daten auch in die URL der angefragten Ressource integriert
werden. In der Praxis wird dieses, aus kosmetischer Sicht weniger ansprechende,
Verfahren haufig als Riickfallebene fiir den Fall verwendet, dass der Client keine
Cookies unterstiitzt bzw. der Benutzer die Annahme des Cookies verweigert.

Eine URL setzt sich aus mehreren Komponenten zusammen (vgl. Abbildung 5.3).
Der fiir die Integration von Zusatzinformationen interessante Teil ist dabei der
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http://user:password@www.example.com:80/path/file.html?key=value#anchor

Protokoll Identifikation Domain Port Pfad Query Anker

Abbildung 5.3: Aufbau einer URL. Quelle: [Gei0O8]

Parameter-Teil. Durch das Anhdngen eines ,,?“ an den Ressourcen-Pfad kann im
URL-String dessen Ende angezeigt werden und eine Folge von Zusatzparame-
tern angegeben werden.

Um nun diese Zustandsinformation {iber mehrere aufeinander aufbauende
Anfragen hinweg zu erhalten, verdndert der Server den Quelltext der von ihm
an den Client gelieferten Ressourcen dahingehend, dass er allen Hyperlinks der
Ressource, die nicht zu fremden Ressourcen fiihren, den entsprechenden Para-
meter anhéngt, sie also gewissermalen ,,verbiegt“. Folgt nun der Client einem
dieser modifizierten Verweise, so iibermittelt er automatisch die SessionID an

den Server.
Umsetzung
| Authentication™... = | | SessionManager ¥ | | SessionToken z) |
Class Clazz Class
= B A AuthenticationManager 4 SessionTokens | = Fieids
% IsAuthRequired #* Domains
% Login o ExpirationDate
I, b -
| CookieSession Z) | | GetParameterSe... (¥ | | Mullsession ¥
Class lass Clazs
= SeszionToken = SezzionToken = SeszionToken

Abbildung 5.4: Unterpaket SessionManagement

Abbildung 5.4 zeigt den Aufbau des im Framework umgesetzten Sessionmana-
gements. Die zentrale Komponente dabei ist der SessionManager, der fiir eine
angegebene Webprasenz bzw. URL die Verwaltung der Session ibernimmt. Er er-

116 5 | Ein Konnektor- und Analyseframework



zeugt iiber den im nédchsten Abschnitt diskutierten AuthenticationManager
neue SessionTokens, bzw. verwaltet die Tokens bereits existierender Ses-
sions. Flur Ressourcen, die kein Sessionmanagement benotigen, wird eine
NullSession-Instanz erzeugt (vgl. Entwurfsmuster ,Null Object“ in [Fow99]),
um eine einheitliche Behandlung des SessionTokens iiber das gesamte Fra-
mework hinweg zu erreichen.

Das auf diese Art erzeugte und bei folgenden Aufrufen wiederverwendete
SessionToken dient der Erstellung einer HTTP-Anfrage fiir das Herunterladen
der spezifizierten Ressource. Dazu implementieren die Klassen CookieSession
und GetParameterSession die SessionToken-Schnittstelle. Sie setzen da-
mit die beiden zuvor beschriebenen Methoden des Sessionmanagements ent-
sprechend um.

5.2.1.2 Authentifizierung

Verschiedene WWW-Ressourcen sind mit einer Zugriffskontrolle versehen, um
bestimmte Inhalte nur fiir bestimmte Personen oder Systeme zugreifbar zu
machen, bspw. weil es sich um kostenpflichtige Inhalte handelt. Um Zugriff auf
die gewiinschte Ressource zu erhalten, muss der Client dem Server gegeniiber
nachweisen, dass er die notige Berechtigung fiir den Zugriff besitzt. Dazu
existieren zwei standardisierte sowie weitere nicht standardisierte Verfahren,
die im Folgenden kurz beschrieben werden.

Basic Authentication und Digest Access Authentication

Der Internetstandard RFC 2617 [RFCb] sieht vor, dass ein Webserver die Aus-
lieferung einer passwortgeschiitzten Ressource verweigern kann, wenn der
Client zuvor nicht authentifiziert wurde. Er teilt dies dem Client in der Antwort
anhand des HTTP-Statuscodes 401 - Unauthorized mit.

Fiir den Client existieren nun zwei Moglichkeiten, die Authentifizierung durch
den Server zu erreichen:
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1. Basic Authentication
2. Digest Access Authentication

Um dem Client mitzuteilen, dass er die Basic Authentication-Methode unter-
stiitzt, schickt der Server einen zusitzlichen HTTP-Header in der o.g. Ant-
wort: WWW-Authenticate: Basic .... Der Client seinerseits wiederholt
seine zuvor abgelehnte Anfrage und erweitert diese um einen HTTP-Header
Authorization: Basic <basic-credentials>. Da die Zugangsdaten des
Clients bei diesem Verfahren unverschliisselt iibertragen werden, entsteht an
dieser Stelle ein gewisses Sicherheitsrisiko.

Um diese Schwachstelle zu eliminieren, wurde die zweite Variante entwickelt,
das Digest Access Authentication-Verfahren. Dabei sendet der Server zusammen
mit der Ablehnung der ersten Anfrage eine zuféllige Zeichenfolge, den sog.
,honce value“ an den Client. Dieser kombiniert den nonce value mit seinen
Zugangsdaten und bildet dariiber einen Hash-Wert. Dieser Hash-Wert wird nun
anstelle des Passworts zusammen mit dem Benutzername und dem nonce-value
in der zweiten Anfrage an den Server gesendet. Da die Hashfunktion nicht
umkehrbar ist, lasst sich das Passwort somit nicht zuriickrechnen, auch wenn
die Verbindung abgehort wird. Der nonce value stellt dabei sicher, dass ein
einmal abgehortes Triple (Benutzername, noncevalue, Hash) nicht fiir weitere
Anfragen missbraucht werden kann, da er vom Server jedes mal neu vergeben
wird und somit auch der Hashwert bei jeder Anfrage ein anderer ist.

Authentifizierung mittles HTML-Formularen

In vielen Fillen jedoch greifen Inhalteanbieter zur Benutzerauthentifizierung
nicht auf die im HTTP-Protokoll vorgesehenen o. g. Methoden zuriick, sondern
implementieren die Zugriffskontrolle auf der Applikationsebene. Die Griinde
hierfiir liegen neben der ggf. hoheren Sicherheit auch oftmals in einer einfa-
cheren Benutzerverwaltung sowie in erster Linie in der erhohten Flexibilitét in
Sachen optischer Gestaltung des Authentifizierungsvorgangs.
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Umgesetzt wird dies i. d. R. anhand von HTML-Formularen, in die der Benutzer
vor der erstmaligen Anforderung einer geschiitzten Ressource seine Zugangsda-
ten — Benutzername und Passwort — eintragt. Diese werden dann im Rahmen
des HTTP-Headers an den Server gesendet, ggf. iiber eine verschliisselte Ver-
bindung (HTTPS). Im Gegensatz zu den o. g. Standard-Methoden, erfolgt die
Ubertragung in diesem Fall nicht bei jeder weiteren Anfrage, sondern beschrinkt
sich auf dieses eine mal. Der Server liberpriift nun die Zugangsdaten auf Giiltig-
keit und authentifiziert den Client im Erfolgsfall. Die Authentifizierung erfolgt
dadurch, dass der Server eine Sitzung erzeugt und dem Client die entspre-
chende SessionID zuriickmeldet (siehe Kapitel 5.2.1.1). Konnte der Benutzer
nicht authentifiziert werden, so wird eine solche Sitzung nicht erzeugt. Bei
nachfolgenden Anfragen geniigt also die Ubertragung der SessionID in Form
eines Cookies bzw. als URL-Parameter, um dem Server gegeniiber den Nachweis
zu fithren, dass der Client im Vorfeld bereits authentifiziert wurde.

In der Praxis existieren verschiedene Abwandlungen dieses Verfahrens [Gei08].
Sie wurden im Rahmen des Frameworks ebenfalls umgesetzt bzw. vorbereitet,
um einen moglichst breite Abdeckung zu erreichen und die Entwicklung neuer

Konnektoren zu vereinfachen.

Umsetzung
Die Umsetzung im Framework erfolgte wie in Abbildung 5.5 dargestellt.

Der Ablauf einer Authentifizierung gestaltet sich folgendermalden: zunichst
stellt der SessionManager eine Anfrage an den AuthenticationManager:
Login(). Dieser ermittelt {iber die Registry die zu verwendende Authentisie-
rungsmethode, bspw. die DynamicFormAuthentication, welche tiber den im
ndchsten Abschnitt diskutierten ConnectionManager zunichst das vom Server
vorgehaltene HMTL-Formular ladt. Aus dem Formular werden ggf. dynamische
Parameter extrahiert [Gei08], es werden die Zugangsdaten gesetzt und diese
Daten im Rahmen einer zweiten Anfrage iiber den ConnectionManager an
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Abbildung 5.5: Unterpaket Authentication

den Server gesendet. Bei erfolgreicher Authentifizierung wird aus der Antwort
ein SessionToken generiert und an den SessionManager zuriick geliefert.

Ein XML-Schema legt fest, wie Zugangsdaten und Typ des von einer Ressource
verwendeten Kontrollmechanismus spezifiziert werden konnen. Instanzen die-
ses Schemas konnen dem Framework tiber die Registry zuganglich gemacht

werden.

5.2.1.3 Connection Management

Die beiden zuvor diskutierten Komponenten Authentifizierungund Session
Management implementieren wichtige Details fiir das automatisierte Herunter-
laden von Webressourcen. Analog dazu zeichnet die Komponente Connection-
Management verantwortlich fiir die Verwaltung der einzelnen Serververbindun-
gen. Sie bedient sich der beiden zuvor genannten Komponenten, um Verbindun-
gen zu Webservern aufzubauen und Ressourcen aus dem Web zu laden. Anhand
des SessionManagers erfolgt dabei die Zuordnung zu evtl. vorangegangenen
Anfragen an den selben Server, sowie ggf. eine Authentifizierung durch diesen.
Daraufthin wird die Ressource vom Server angefordert und im Erfolgsfall eine
Instanz der Document-Klasse erzeugt. Diese wird zunédchst mit PlainSrcData,
also dem Quelltext der Ressource gefiillt.
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Das Verbindungsmanagement ist aber nicht nur fiir die eigentliche Durchfiih-
rung von Downloads verantwortlich, sondern iibernimmt auch die Koordinie-
rung von parallelen Verbindungen. Parallelitét ist notig, da eine rein sequentielle
Abarbeitung von Downloads die verfiigbare Netzwerk- und Rechenkapazitit
meist nicht auslasten wiirde und durch Parallelisierung entsprechende Ge-
schwindigkeitssteigerungen erreicht werden konnen (vgl. Kapitel 5.1.1). Bei
der Koordinierung paralleler Ablaufe miissen verschiedene Randbedingungen
beachtet werden. Bspw. ist es im Web {iblich, einen einzelnen Server nicht
durch eine hohe Anzahl Anfragen innerhalb kurzer Zeit unter Last zu setzen
und somit unangemessen viele Serverkapazitaten zu beanspruchen. Solche
und dhnliche Regeln werden vom ConnectionManager implementiert und
liberwacht, da ein Verstof3 gegen sie in der Praxis oftmals dazu fiihrt, dass der
Client fiir weitere Anfragen vom Server ausgeschlossen wird.

5.2.2 Das Paket DataProcessing

Nachdem eine Ressource vom Webserver herunter geladen wurde, erfolgt die
weitere Verarbeitung. Fiir verschiedene Arten der Weiterverarbeitung wird
im Framework im Rahmen des Pakets DataProcessing Funktionalitat zur
Verfiigung gestellt. Die zwei wesentlichen Komponenten sind dabei der XML
Transformer und die Data Extraction.

5.2.2.1 XML Transformer/HTML Fehlerkompensation

Die im Web vorherrschende Sprache zur Beschreibung von Inhalten ist die
L~Hypertext Markup Language“ (HTML). Sie vereint Konzepte zur Beschreibung
von Inhalten und solche zur Beschreibung des Layouts einer Ressource. Beide
Arten von Informationen sind je nach Einsatzszenario mehr oder weniger rele-
vant, und konnen — zumindest teilweise — durch Analyse des HTML-Quellcodes
extrahiert werden.
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Eben diese Analyse stellt sich in der Praxis jedoch als ein Problem dar. Zwar
existiert fiir HTML eine Spezifikation [HTM], die auch permanent vom W3C
weiter entwickelt wird. Allein entlang der Spezifikation kann jedoch kein prak-
tisch einsetzbares Analyse-Werkzeug entwickelt werden, da die meisten HTML-
Ressourcen im Web eine Vielzahl an Fehlern im HTML-Quelltext enthalten,
d. h. sie entsprechen nicht vollstandig der HTML-Spezifikation. Eine Untersu-
chung [ValO5] aus dem Jahr 2005 hat gezeigt, dass lediglich knapp 4% aller
deutschsprachigen Webressourcen mit fehlerfreiem HTML codiert sind. Ahn-
liches hat eine Untersuchung [Wil08] des Browserherstellers Opera aus dem
Jahr 2008 gezeigt: lediglich ca. 4 % von 3,5 Mio untersuchten internationalen
Webressourcen waren mit korrektem HTML beschrieben.

Das Problem fiir die Verarbeitung von HTML-Daten ergibt sich nun aus der
Tatsache, dass gangige Webbrowser viele dieser Fehler kompensieren kénnen
und dadurch die Verbreitung von fehlerhaften HTML eher férdern denn ein-
ddmmen. Der Ersteller von Webinhalten bekommt also bei kleineren Fehlern
keine Riickmeldung tiber diese und wird sie daher in den seltensten Fillen
korrigieren.

Fiir selbst entwickelte Analysekomponenten bedeutet dies jedoch, dass auch
sie in der Lage sein miissen, diese Fehler zu kompensieren, um nicht in Feh-
lersituationen zu geraten bzw. um keine falsche Bedeutung in die Daten zu
interpretieren. Ferner bedeutet dies, dass entweder jede einzelne Komponente
die fiir sie relevante Fehlerkompensation implementieren muss, oder aber dass
das Framework eine umfassende Kompensation selbst vornimmt. Ersteres ist
offensichtlich aus Griinden der Redundanzvermeidung, Fehleranfalligkeit, des
hohen Entwicklungsaufwandes und der Wartbarkeit als die schlechtere Alterna-
tive anzusehen und statt dessen ist die zentrale Kompensation vorzuziehen.

Da die Entwicklung entsprechender Fehlerkompensationstechniken als Teil der
Analyse im Rahmen dieser Arbeit zu aufwandig war, wurde ein einfacherer und
dennoch praktikabler Ansatz gewahlt. Mit der Open Source Software JTidy
[JTi] existiert eine frei Bibliothek, mittels der ein potenziell fehlerbehaftetes
HTML-Dokument in ein wohlgeformtes XML-Dokument tiberfiihrt werden kann.
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Die XML-Struktur besitzt gegeniiber der HTML-Struktur den Vorteil, dass sie
sich einfacher verarbeiten lasst, da fiir das Handling von XML-Strukturen
entsprechende Softwareldsungen zur Verfiigung stehen.

Das bei dieser Transformation von HTML nach XML entstandene XML-Dokument
wird als Ergebnis dieses Prozessschrittes in Form eines Xm1SrcData-Objekts in
den Document-Container eingefiigt und steht somit allen weiteren Komponen-
ten zur Verfligung.

5.2.2.2 Data Extraction

Der letzte Schritt des im Framework definierten Prozesses besteht aus der
,Data Extraction“, d.h. aus der Analyse der heruntergeladenen Ressource
und der Bereitstellung der extrahierten Informationen in Form von Laufzeit-
Datenstrukturen an die aufrufende externe Komponente.

Neben der verbindungstechnischen Erschlielfung von Webressourcen {iiber-
nimmt das Framework an dieser Stelle auch die inhaltliche Erschlieldung. Fiir
das Suchsystem besteht eine Webressource zunachst aus einer Sammlung
struktureller und textueller Daten, deren Semantik jedoch im Allgemeinen
weitgehend unbekannt ist. Wahrend sich nun mit relativ einfachen Mitteln
offensichtliche Informationen extrahieren lassen, bspw. alle Hyperlinks einer
Ressource, so ist eine weiter gehende Analyse meist nur durch die Nutzung von
Kontextwissen moglich — welche Art Informationen sollen gefunden werden, in
welchem Bereich des Dokuments konnen sie gefunden werden etc.

Um nun die Nutzung solchen Kontextwissens zu erméglichen, wurde im Frame-
work das Konzept des Extractor implementiert (im Folgenden auch deutsch
LExtraktor” genannt). Ein Extraktor ist zugeschnitten auf eine bestimmte Klasse
von Webressourcen und kann das Wissen iiber deren Struktur und Inhalt in
die Analyse einfliel3en lassen, um somit die Qualitdt des Analyseergebnisses
zu verbessern. Dazu operiert der Extraktor auf der aus dem vorherigen Schritt
gewonnen XML-Reprasentation der Ressource und extrahiert Informationen,
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die er dann in Form von Laufzeitdatenstrukturen den iibrigen Komponenten
des Systems zur Verfiigung stellt.

Die in Kapitel 5.1.3 diskutierte Registry verwaltet eine Liste der im System
bekannten Extraktoren und bietet sie dem ExtractionCoordinator zur Aus-
wahl. Dieser iibergibt nun an jeden der vorhandenen Extraktoren die URL
und alle bekannten Metadaten der aktuell bearbeiteten Ressource. Er erhélt
als Antwort eine Wertung, die angibt, wie geeignet der jeweilige Extraktor
fiir die Weiterverarbeitung der spezifizierten Ressource ist. Auf diese Art und
Weise kann ein mehrstufiges Extraktoren-System implementiert werden, das
stark spezialisierte Extraktoren fiir besonders relevante Doméanen vorhélt. Eben-
so kann aber auch das Konzept des FallbackExtractor greifen, der dann
zum Zuge kommt, wenn kein spezialisierter Extraktor existiert. Ein solcher
FallbackExtractor extrahiert bspw. lediglich alle vorhandenen Hyperlinks
aus einem Dokument und nutzt ansonsten keine weiteren Kontextinformatio-
nen.

Der auf diese Art und Weise ermittelte, am besten geeignete Extraktor, fiihrt nun
die Analyse und Extraktion der Daten aus. Abhdngig von der Zielsetzung kann er
dabei bspw. lediglich alle Hyperlinks extrahieren und diese ggf. mit Metadaten
angereichert im Document-Container ablegen. Es sind aber auch Extraktoren
moglich, die speziell auf die Dokumente einer Doméne oder Webanwendung
zugeschnitten sind und entsprechendes Wissen tiber Struktur und Inhalte der
Ressourcen in den Extraktionsprozess einflie3en lassen. An dieser Stelle werden
nun die Vorteile der XML-Struktur gegentiber der potenziell fehlerbehafteten
HTML-Struktur deutlich: Anhand einfacher Baumtraversierungalgorithmen
kann die gesamte Dokumentenstruktur durchsucht werden. Alternativ lassen
sich auch Informationen, deren Position innerhalb der Dokumentenstruktur
bekannt sind, einfach bspw. mittels XPath-Ausdriicken extrahieren.

Um die extrahierten Informationen zu persistieren und bei einem Neustart des
Programms und damit des Frameworks wieder verfiigbar zu machen, werden
der Document-Container zusammen mit den Metadaten in einer Datenbank
abgelegt. Dies ist bspw. notwendig fiir die URL-Warteschlange des Crawlers und
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die zu den darin verwalteten URLs gespeicherten Metadaten wie ,erwarteter
Typ der Ressource®, , Text des Hyperlink® oder ,,Quellressource des Hyperlink*.
Somit kann bei einem Neustart an der vorherigen Stelle aufgesetzt werden und
kein Wissen iiber bereits besuchte und noch zu besuchende Ressourcen geht
verloren.

5.3 Evaluation

Konzeption und Entwicklung des hier beschriebenen Konnektoren-Frameworks
haben sich in erster Linie an den Anforderungen der Analyse von Patentdaten-
banken orientiert. Hier sollten im Rahmen der Expertensuche u. a. Personen
und Firmen in Patentschriften identifiziert werden. Im Fokus der Arbeiten
stand dabei das DEPATISnet-System des Deutschen Patent- und Markenamtes
(DPMA) [DEP]. Der in diesem Rahmen entstandene Konnektor [ Gei08] stellt
ein machtiges Werkzeug zur Analyse von Patentinformationen dar. Er nutzt
die Funktionalitdt des Frameworks — insbesondere das Authentifizierungs- und
Sitzungsmanagement sowie das Konzept der Extraktoren — um im Rahmen
der Expertensuche Informationen aus Patentschriften zur Identifikation von
Personen und zur Bewertung deren Expertise zu unterstiitzen. Der Konnektor
wurde zur Expertensuche bei Praxispartnern des Forschungsprojekts nova-net
eingesetzt [ GVKO8]. Er eignet sich aber nur bedingt zur Evaluation des Fra-
meworks, da die Frameworkentwicklung durch diesen Konnektor motiviert
wurde. Eine darauf basierende Evaluierung wire also nicht neutral und wiirde
zwangslaufig zu positiven Ergebnissen gelangen.

Um dennoch Funktionalitat, Flexibilitit und die durch das Framework an-
gestrebte Reduzierung von Implementierungsaufwand bewerten zu konnen,
wurde nach Abschluss der Framework-Implementierung ein weiterer Konnektor
entwickelt. Der Aufwand fiir seine Entwicklung dient dabei als Mal3 fiir die
Erreichung der Frameworkziele. Gegenstand dieses Konnektors war der Webauf-
tritt der Abteilung Andwendersoftware (AS) des Institut fiir Parallele und Verteilte
Systeme (IPVS) der Universitat Stuttgart [[PV]. Anhand der dort vorgehaltenen
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Informationen sollte ein Graph erstellt werden, der die Verbindungen zwischen
Forschungsprojekten, an den Projekten beteiligten Lehrstuhlmitarbeitern, deren
Publikationen und von ihnen angebotene studentischen Arbeiten sowie die an
diesen Arbeiten beteiligten Studenten aufzeigt. Die im Rahmen einer solchen
Analyse gewonnenen Information liel3en sich in einem realen Suchszenario
Gewinn bringend bspw. fiir die Expertensuche (vgl. Kapitel 1.1) einsetzen.

Im Folgenden wird zunéchst ein kurzer Uberblick iiber die relevanten Bereiche
des Webaulftritts der Abteilung Anwendersoftware gegeben. Im Anschluss erfolgt
der Entwurf und die Beschreibung des eingesetzten Datenmodells sowie Details
zur Implementierung. Der Abschnitt endet mit der Bewertung des Aufwands.

5.3.1 Struktur des IPVS/AS Webauftritts

Der Definitionsbereich des Konnektors beschrankt sich auf den Anwendersoftwa-
re-relevanten Bereich des IPVS-Webauftritts. Abbildung 5.6 zeigt den Einstieg in
diesen Bereich. Die Verweise, die zu den relevanten Inhalten fithren, sind
Abteilung|Mitarbeiter, Forschung|Projekte, Publikationen sowie
Lehre|Studentische Arbeiten. Dort finden sich Listen aller Mitarbeiter
des Lehrstuhls, deren Publikationen, die von ihnen angebotenen und betreuten
studentischen Arbeiten sowie eine Liste aller Forschungsprojekte und der in
diesen Projekten aktiven Mitarbeiter.

5.3.2 Datenmodell

Aus dieser Webprasenz kann folgendes Daten- bzw. Klassenmodell abgeleitet
werden (Abbildung 5.7):

* Die Startseite selbst bietet keine in diesem Zusammenhang relevanten
Informationen und muss daher nicht modelliert werden.

* Die Mitarbeiterliste wird durch die Klasse EmployeeList modelliert
und in die Ergebnismenge aufgenommen, indem sie die Framework-
Schnittstelle CustomData implementiert.
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Abbildung 5.6: Startseite der Abteilung Anwendersoftware

* Analog dazu erfolgt die Modellierung der Ubersichtsseite fiir Forschungs-
projekte (ProjectList), Publikationen (PublicationList) und stu-
dentische Arbeiten (StudentWorkList).

* Die Mitarbeiter, Studenten, Projekte und Publikationen selbst werden
durch entsprechende Klassen modelliert (Employee, Student, Project
und Publication). Auch sie werden in die Ergebnismenge aufgenom-
men.

5.3.3 Implementierungsdetails

Der eigentliche Konnektor erfordert keinen Entwicklungsaufwand, da der Web-
auftritt des IPVS weder eine Authentifizierung des Besuchers erfordert, noch
Sitzungsinformationen verwaltet. Die Verbindung zu den gewiinschten Ressour-
cen konnen also komplett mit den vom Framework zur Verfiigung gestellten
Mitteln durchgefiihrt werden. Allgemein gilt dies auch fiir andere Konnektoren-
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Abbildung 5.7: Datenmodell der Webpréasenz der Abteilung AS (Ausschnitt)

Entwicklungsprojekte. Lediglich in besonderen Fillen, in denen eine Webpra-
senz spezielle Authentifizierungsmechanismen verwendet, fallt hier zusatzlicher
Entwicklungsaufwand an.

Der Fokus der Konnektoren-Entwicklung lag daher auf der Komponente zur
Extraktion relevanter Daten aus den auf der Webprasenz angebotenen Res-
sourcen. Prinzipiell wére aufgrund des einfachen Szenarios eine Umsetzung
der Funktionalitét in einem einzigen Extraktor moglich gewesen. Aus Griinden
der besseren Ubersicht wurde jedoch ein eigener Extraktor pro Ressourcentyp
entwickelt. Damit sinkt die Komplexitat der einzelnen Extraktoren, was diese
prinzipiell besser wartbar und an zukiinftige Anderungen des IPVS-Webauftritts
anpassbar macht.

Das zur Informationsextraktion genutzte Kontextwissen kommt nun bei der
Analyse der Ressourcen im Rahmen der einzelnen Extraktoren zum Tragen. Da
das Framework automatisch eine Uberfiihrung der Quelldaten (HTML) in eine
bereinigte XML-Struktur durchfiihrt, kann im Extraktor mit einfachen Mitteln
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// £
Node

ind the table rows that list an employee
List tableRows = (Nodelist)

xpath.evaluate("//table/tr/td[@bgcolor=\"£f0£f0£f0\"]/..",

C..
// £

for

//
No

//
No

//
L.

htmlData.getDOMTree (), XPathConstants.NODESET);

-]

or all employees...
(int i=1; i<tableRows.getLength(); i++) {
find the hyperlink to the employees homepage
de link = (Node)
xpath.evaluate("./td[1]/font/a/Qhref",
tableRows.item (i),
XPathConstants .NODE) ;

find the name of the employee
de name = (Node)
xpath.evaluate("./td[1]/font/a/span/text ()",
tableRows.item (i), XPathConstants.NODE) ;

create a result object with URI, name and the Employee-type
..] new LinkImpl(
new URI(link.getNodeValue()),
name .getNodeValue (), Employee.class);

Abbildung 5.8: XPath-Ausriicke und Programmcode zur Extraktion von Mitar-

beiterinformationen vom IPVS/AS-Webauftritt

auf dieser definierten Struktur operiert werden. Am Beispiel des Extraktors

fiir die Ubersichtsseite der Mitarbeiter lisst sich erkennen, dass allein mittels

dreier XPath-Ausdriicke die gesamte Mitarbeiterliste generiert werden kann

(vgl.

3.

Listing 5.8):

. In einem ersten Schritt werden die Zeilen der Mitarbeitertabelle identifi-

ziert, um die Daten der Mitarbeiter zu ermitteln (NodeList tableRows
= ...). Uber diese Zeilen wird im Folgenden iteriert.

Dabei wird zunachst die URL ausgelesen, die zur personlichen Seite des
Mitarbeiters fithrt (Node link = ...).
Danach wird der Name des Mitarbeiters ausgelesen (Node name = ...).

Diese Informationen werden in Form eines LinkData-Objekts an die Ergebnis-

menge {ibergeben (new LinkImpl(...)).
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Abbildung 5.9: Extrahierte Inhalte der Webprasenz IPVS/AS: Mitarbeiter, For-
schungsprojekte und Studentische Arbeiten
(Stand: November 2008)
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Analog zur in Listing 5.8 dargestellten Vorgehensweise sind die Extraktoren fiir
die tibrigen Ressourcen-Typen (Forschungsprojekte, Publikationen und Studen-
ten) konzipiert. Die Ergebnisse werden von einer einfachen Demonstrations-
Anwendung in eine Graph-Datei exportiert. Abbildung 5.9 zeigt einen Ausschnitt
aus dem dabei entstanden Graph. Die Publikationsdaten sowie die Namen der
Studierenden wurden aus Griinden der Ubersichtlichkeit ausgeblendet.

5.4 Aufwand fiir die Implementierung

Tabelle 5.1 gibt einen Uberblick iiber den Aufwand zur Konzeptionierung und
Umsetzung des IPVS/AS-Konnektors. Der Gesamtaufwand lag dabei bei 385 Mi-
nuten, also ca. 6,5 Stunden. Allerdings sind in diesem Aufwand auch Tatigkeiten
enthalten, die lediglich eine Ausfiihrungsumgebung fiir den Konnektor bereit
gestellt und die Ergebnisse in eine iibersichtliche Darstellung in Form eines
Graphen tiberfiihrt haben. Der eigentliche Konnektor konnte in 265 Minuten —
also ca. 4,5 Stunden - deutlich schneller realisiert werden.

Tatigkeit | Aufwand
Uberblick {iber den Aufbau der Webprisenz 20 min
Definition und Implementierung Datentypen 30 min
Extraktor fiir Liste Mitarbeiter 50 min
Extraktor fiir Liste Forschungsprojekte/Studentische Arbeiten 20 min
Extraktor fiir Stammdaten Mitarbeiter und Studenten 35 min
Extraktor fiir Studentische Arbeit 25 min
Extraktor fiir Forschungsprojekt 15 min
Extraktor fiir Publikationen 30 min
Debugging 40 min
Zwischensumme Konnektoren/Extraktoren 265 min
Implementierung Demo-Anwendungsrahmen 60 min
Generierung der Graph-Bitmap 60 min
Summe 385 min

Tabelle 5.1: Zeitliche Ubersicht iiber die Implementierung des IVPS-Konnektors

Die Zahlen fiir beide Komponenten, den eigentlichen Konnektor/Extraktor

5.4 | Aufwand fir die Implementierung 131



sowie die Demoanwendung sollen im Folgenden diskutiert werden.

Wie bereits oben angefiihrt, ist fiir den Zugriff auf den offentlichen Webauf-
tritt des IPVS/AS keine Authentifizierung notig. Es findet auch keine anfrage-
libergreifende Sitzungsverwaltung statt, weshalb keine Cookies o. d. verwaltet
werden miissen. In solchen Fillen muss kein gesonderter Konnektor spezifi-
ziert werden, da das Framework dies als Standard ansieht und entsprechende
Konnektorenfunktionalitdt automatisch einbindet. Im vorliegenden Fall entfiel
damit also der Aufwand fiir die genaue Analyse der Konnektorenparameter
und somit auch deren Spezifikation in der XML-Datei fiir Konnektoren der
Registry. Ware dies jedoch notig gewesen, so hitte sich Dank der bereits im
Framework implementierten Funktionalitat erneut eine deutliche Aufwands-
reduktion gegeniiber einer Implementierung ohne Frameworkunterstiitzung
ergeben.

Signifikanter Aufwand floss hingegen in die Extraktor-Entwicklung. Da fiir
diese bisher noch keine Werkzeugunterstiitzung existiert, musste die Analyse
der Dokumente von Hand durchgefiihrt werden. Die Probleme resultierten in
diesem Fall hauptsachlich aus der hohen Anzahl an Fehlern im HTML-Code der
Dokumente. Da die externe HTML-Korrekturkomponente (JTidy) diese Fehler
nicht vollstindig korrekt kompensieren konnte, besal die den Extraktoren zu-
grunde liegende XML-Struktur eine geringfligig andere Struktur als die original
HTML-Seite. Dies dulderte sich in aufwandigen Suchen und Abgleichen von
XML- bzw. HTML-Reprasentation und fiihrte letztlich beim Extraktor fiir die
Mitarbeiterliste zu einem hohen Entwicklungsaufwand von ca. 50 Minuten.
Hierauf entfiel auch ein wesentlicher Teil des Debugging-Aufwands. Leistungsfa-
higere HTML-Korrekturkomponenten kénnen hier jedoch zu einer erheblichen
Aufwandsreduktion fiihren.

Da die iibrigen Dokumenttypen nach einem dhnlichen Schema aufgebaut sind,
konnten deren Extraktoren entsprechend schneller umgesetzt werden. Nicht
zuletzt deshalb, weil ein signifikanter Teil des Codes fiir den Mitarbeiterlisten-
Extraktor mittels Vererbung wiederverwendet werden konnte.

Tabelle 5.1 beziffert die Entwicklungsdauer fiir die Extraktoren auf knapp 4,5
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Stunden. Mit dieser Zahl alleine kann das Potenzial des Frameworks jedoch
nicht klar wieder gegeben werden. Bspw. wére es mit einfachen Mitteln wie
Perl/Reguldren Ausdriicken sicherlich moglich gewesen, zur reinen Datenex-
traktion diese vier Stunden zu unterbieten. Allerdings sind dabei zwei Aspekte
zu beachten:

* Zum einen musste kein spezieller Konnektor entwickelt werden, da die
vom Framework bereit gestellte Basisfunktionalitadt in diesem Fall ausrei-
chend ist. Ware jedoch ein Konnektor fiir die Authentifizierung oder das
Sessionmanagement notig gewesen, dann hatte sich mit dem Framework
der Aufwand fiir die Entwicklung des Konnektors im Wesentlichen auf die
Spezifikation der Konnektorenparameter in einer XML-Datei beschrankt,
da das Framework umfangreiche Funktionalitit fiir viele Standardfélle be-
reit hilt. Einfache Skripting-Ansitze wiren an dieser Stelle gescheitert, da
insbesondere die Authentifizierung teilweise komplexe Anfrageabfolgen
verlangt und daher entsprechend implementierungsaufwindig ist.

* Der zweite Aspekt betrifft die Demo-Anwendung. Hier konnte gezeigt
werden, dass innerhalb von insgesamt nur 6,5 Stunden eine Anwendung
entwickelt werden kann, die den gesamten Webauftritt des IPVS/AS nach
relevanten Daten durchsucht, diese ggf. persistent zwischen mehreren
Suchlaufen verwaltet und sie somit sogar einem Monitoring zuganglich
machen kann. Letzteres wiirde eine Entwicklung der Webprasenz iiber
die Zeit beobachtbar machen und konnte weitere Hinweise auf bspw. die
Entwicklung von aktuellen Themenfeldern geben. Von diesen 6,5 Stunden
wurde eine Stunde fiir die grafische Ausgabe der Ergebnisse benotigt,
womit die Kernfunktionalitdt der Sammlung und Auswertung von Daten
in lediglich 5,5 Stunden implementiert werden konnte.

Der grof3te Einzelaufwand wurde, wie oben bereits geschildert, in die Entwick-
lung der ersten Extraktor-Komponente investiert. An dieser Stelle existiert noch
signifikantes Optimierungspotenzial. Da fiir die Entwicklung eines Extraktors
im vorgestellten System noch eine manuelle Analyse von Inhalten und Struk-
turen der zugrunde liegenden Ressourcen notig ist, ist dieser Prozessschritt
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entsprechend aufwandig. Hier konnte durch eine Werkzeugunterstiitzung fiir
wiederkehrende Aufgaben, wie bspw. die zeilenweise Extraktion von Daten
aus einer Tabelle, viel Aufwand eingespart werden. In [GeiO8] findet sich eine
Ubersicht iiber aktuelle und mégliche Entwicklungen in diesem Bereich.

5.5 Zusammenfassung

In diesem Abschnitt wurde ein Framework vorgestellt, das die Entwicklung
von Softwarekomponenten zur Sammlung und Auswertung von Webressourcen
erleichtert. Der Schwerpunkt lag dabei auf den zwei Bereichen Konnektivitdt
und Informationsextraktion. Anhand eines einfachen Beispielszenarios wurde
gezeigt, dass das hier entwickelte Framework einfach einsetz- und erweiterbar
ist und die Entwicklung von Suchanwendungen beschleunigen kann. Neben
der kiirzeren Entwicklungsdauer solcher Suchanwendungen liegt ein weiterer
Vorteil des Frameworks in der potenziell hoheren Codequalitdt der Anwendung
sowie in deren besserer Wartbarkeit. Dies sind Eigenschaften, die allgemein mit
der Nutzungen von Frameworks einhergehen. Sie sind bedingt durch eine klare
Strukturierung der Anwendung und eine klare Modularisierung, was beides
die Wartbarkeit der Software fordert. Der Aspekt der hoheren Codequalitat
liegt vor allem darin begriindet, dass von vielen Komponenten benotigter Code
lediglich einmal entwickelt wurde, zentral gewartet wird und dabei vielfach
getestet ist [Pre01].

Zusammenfassend lasst sich festhalten, dass dieses Framework auf flexible
und erweiterbare Art und Weise die Liicke zwischen der Crawlersteuerung und
der eigentlichen Analysekomponente schliel3t. Es reduziert den Aufwand fiir
die Entwicklung von Komponenten zur Sammlung von Daten und unterstiitzt
deren Auswertung, indem es hilft, Kontextwissen in den Auswertungsprozess
einzubringen.
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KAPITEL

BERECHNUNG VON INHALTLICHER
DOKUMENTENAHNLICHKEIT

In Kapitel 5 stand die Frage nach dem Zugriff auf Dokumente im WWW im Vor-
dergrund. Ferner wurde diskutiert, wie relevante Daten in diesen Dokumenten
identifiziert und extrahiert werden konnen. Aussagen iiber die Relevanz einer
Ressource fiir eine Suchanfrage wurden in diesem Zusammenhang aber nicht

gemacht.

Kapitel 4.2 diskutiert ein Focused-Crawler Szenario, in welchem diese Rele-
vanz anhand der Ahnlichkeit von Dokumenten berechnet wird. Der Crawler
durchsucht dabei das WWW und fokussiert sich auf Dokumente, die zu dem
Themenbereich gehoren, welcher durch die Suchanfrage spezifiziert wurde.
Die Ahnlichkeit von Dokumenten kommt nun ins Spiel, wenn der Crawler
eine Ressource 14dt und auf Thre Ahnlichkeit zu bereits als relevant klassifi-
zierten Ressourcen priift. Damit lassen sich bei vertretbarem Initialaufwand
fiir das Zusammenstellen der Referenzdokumente schnell weitere themen-
relevante Dokumente finden. Ferner kann mittels eines dabei eingesetzten
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AhnlichkeitsmaRes die URL-Warteschlange des Crawlers dahingehend priori-
siert werden, dass zuerst solchen Verweisen gefolgt wird, die auf Dokumenten
gefunden wurden, welche als ,dhnlich“ zu anderen relevanten Dokumenten
gelten. Diese Priorisierung setzt die Idee um, dass Verweise in erster Linie zu
verwandten Dokumenten fithren und daher relevante Dokumente zunéchst in
der Hyperlink-Nachbarschaft anderer relevanter Dokumente gesucht werden
sollten [DCL*00].

Daneben existieren verschiedene weitere Szenarien, in denen ein Ahnlichkeits-
mal? fiir Dokumente benotigt wird, teilweise relevant im Kontext dieser Arbeit,
teilweise aufderhalb dieser Arbeit. Beispiele sind die Funktion ,,Finde dhnliche
Dokumente® vieler Standardsuchmaschinen oder das Clustering von Doku-
menten, mit dem Ziel, eine Dokumentenmenge so in Teilmengen aufzuteilen,
dass die Ahnlichkeit aller Dokumente innerhalb einer Teilmenge maximal und
die Ahnlichkeit mit Dokumenten anderer Teilmengen minimal ist (vergleiche
Kapitel 3.2.1).

Viele Vorschlige zur Definition eines solchen Ahnlichkeitsmafes fiir Dokumente
bzw. Texte wurden bereits gemacht. Frithe Arbeiten beschéftigen sich dabei
hautpsichlich mit der Frage der syntaktischen Ahnlichkeit. Neuere Arbeiten
hingegen fokussieren stirker auf die inhaltliche Ahnlichkeit von Texten. In
Kapitel 3.1.3 werden einige solche Anséatze vorgestellt. Thnen allen ist gemein,
dass sie zusatzliches Hintergrund- oder Kontextwissen nutzen, um im Vergleich
zu rein syntaxbasierten Verfahren bessere Ergebnisse zu erzielen und dazu an-
statt auf textueller Ebene auf einer abstrakteren Ebene so genannter Konzepte
arbeiten. Die Idee hinter der Orientierung an Konzepten, die konkreten (syntak-
tischen) Termen iibergeordnet sind, besteht darin, dass auch das menschliche
Verstandnis der Ahnlichkeit von Texten weniger auf begrifflicher, als auf kon-
zeptioneller Ebene angesiedelt ist [GMO07]. D. h. dass Menschen in der Lage
sind, von der Syntax eines Textes auf seinen Inhalt zu abstrahieren und Textver-
gleiche auf dieser konzeptionellen Ebene durchzufiihren. Der Vorteil gegeniiber
eines syntaxbasierten Vergleichs ist offensichtlich: zwei Texte A und B bleiben
inhaltlich vergleichbar, auch wenn sie auf syntaktischer Ebene verhéaltnismaf3ig
geringe Ubereinstimmungen aufweisen — bspw. wenn unterschiedliches Vokabu-

136 6 | Berechnung von inhaltlicher Dokumenten&hnlichkeit



lar eingesetzt wird, wenn die Texte auf jeweils einen anderen Teilaspekt des
gesuchten Themas fokussieren oder ihnen eine unterschiedliche Spezialisierung
(bspw. ,,Auto” in Text A vs. ,,Porsche 911 Turbo“ in Text B) zugrunde liegt.

Wihrend sich verschiedene Ansitze mit der Ahnlichkeit von Texten auf seman-
tischer Ebene befassen, war das Ziel im Rahmen dieser Arbeit, herauszufinden,
mit welchen Mitteln eine inhaltliche Ahnlichkeit bewertet werden kann, ohne
jedoch aufwiandige semantische Analysen durchfiihren zu miissen. Der Unter-
schied zwischen inhaltlicher Ahnlichkeit und semantischer Ahnlichkeit wird am
folgenden Beispiel deutlich:

1) Alice spricht mit Bob.
2) Alice spricht nicht mit Bob.

Die Semantik beider Satze ist verschieden bzw. sie beschreiben sogar gegen-
sitzlich Sachverhalte. Auf semantischer Ebene ist die Ahnlichkeit also als eher
gering einzuschitzen. Dennoch weisen beide Sétze eine hohe inhaltliche Ahn-
lichkeit auf: in beiden Fillen geht es um Kommunikation zwischen Alice und
Bob. Genau diese inhaltliche Ahnlichkeit soll im Rahmen der vorliegenden
Arbeit quantifiziert werden, da auf dieser Ebene relevante Ergebnisse fiir eine
grolde Klasse von Websuchen zu erwarten sind: In dem in Kapitel 1.1 vorge-
stellten Szenario geht es bspw. um die Erkundung neuer Technologiefelder.
Dabei kommt es offensichtlich weniger darauf an, Dokumente mit identischen
Aussagen oder Inhalten zu identifizieren, als vielmehr solche Dokumente, die
das selbe Thema oder den selben Sachverhalt behandeln.

Dazu wird im Folgenden ein Ansatz vorgestellt, anhand dessen unter Nutzung
von Inhalts- und Strukturinformationen des Wikipedia-Hypertext-Korpus ein
Modell eines Textes — der sog. ,konzeptionelle Kontext“ — berechnet werden
kann. Ferner wird auf diesen Kontexten ein Ahnlichkeitsmal} definiert [KSJ09]
welches das oben diskutierte Konzept der ,inhaltlichen Ahnlichkeit“ abbildet.
Von der Ahnlichkeit dieser Kontexte wird dabei auf die Ahnlichkeit der ihnen
zugrunde liegenden Dokumente geschlossen. Nachfolgend wird dieser Ansatz
vorgestellt und im Rahmen einer Evaluierung in verschiedenen Szenarien
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diskutiert. Fiir einen Uberblick iiber verwandte Arbeiten sei an dieser Stelle auf
Kapitel 3.1.3 verwiesen.

6.1 Nutzung von Wikipedia-Daten

In den letzten Jahren haben sich im Bereich des Information Retrieval viele
Arbeiten damit beschéftigt, wie die in grol3en 6ffentlichen Datensammlungen
wie bspw. der Wikipedia zur Verfiigung stehenden Daten und Informationen
gewinnbringend fiir die Losung von Suchproblemen eingesetzt werden konnen.
Der Reiz solcher Sammlungen besteht darin, dass unzahlige Personen dort
Informationen zusammen tragen, diese Informationen zumindest rudimentar
strukturiert sind und eine breite thematische Facherung aufweisen. Im Falle der
freien Enzyklopéadie ,,Wikipedia“ bedeutet dies konkret:

» Wikipedia bietet eine umfassende Sammlung von Texten zu allen erdenk-
lichen Themen. Kann ein Softwaresystem aus diesen Texten relevante
Informationen extrahieren, so kann es zur Losung oder Unterstiitzung bei
Suchproblemen auf all diesen Themenbereichen eingesetzt werden.

* Neben den rein textuellen Informationen der Wikipedia existieren ver-
schiedene Konzepte der Verkniipfung von Informationen: wer einen Ar-
tikel erstellt oder modifiziert, der kann Verweise zu anderen Artikeln
einfiigen, die er fiir relevant erachtet. Daneben existiert das System der
Kategorien, das eine n:m-Beziehung zwischen Artikeln und diese Artikel
enthaltenden Kategorien widerspiegelt. Beide Konzepte konnen wertvolle
Eingaben fiir die inhaltliche Analyse von Texten liefern, da sie Begriffe
oder Texte in eine inhaltliche Beziehung setzen und die daraus gewonne-
nen Erkenntnisse unter bestimmten Voraussetzungen auf andere Texte
angewandt werden konnen [KSJO9][SPO6].

» Wikipedia ist in verschiedenen Sprachen verfiigbar. Zudem existieren hau-
fig Verweise zwischen Artikeln, die den selben Gegenstand in unterschied-
lichen Sprachen behandeln. Das erlaubt prinzipiell den Einsatz von auf
Wikipedia bauenden Systemen {iber Sprachgrenzen hinweg [MLD*10].
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* Wikipedia erlaubt jedem, eigene Inhalte einzufiigen und Existierendes
zu erweitern bzw. zu modifizieren. Aufgrund dieses Ansatzes steigt die
dort abgelegte Informationsmenge besténdig an, wobei verschiedene
Regeln und eine diese Regeln iiberwachende Community eine gewisse
Informationsqualitit sicher stellen.

Die grundlegende Idee des in dieser Arbeit verfolgten Ansatzes ist die, einen Text
auf eine Menge von Wikipedia-Artikeln abzubilden, die diesen Text hinreichend
beschreiben. Wird dieser Ansatz nun auf weitere Texte angewandt, so kénnen
auf den daraus resultierenden charakteristischen Artikel-Mengen verschiedene
Berechnungen durchgefiihrt werden, die schliel3lich in einem Mafd fiir die
Ahnlichkeit der zugrunde liegenden Texte miinden. Die Abbildung des Textes
auf Wikipedia-Artikel sowie die Bewertung der Ahnlichkeit solcher Abbildungen
basiert dabei auf Wikipedias Hyperlink-Struktur. Diese Verweise stellen eine
wertvolle Datenbasis dar, die Wissen sichtbar macht: Verweise werden explizit
von den Autoren eines Artikels gesetzt und bilden dessen Verstindnis von
Zusammenhingen zwischen Artikeln bzw. Inhalten ab. Im Folgenden wird
gezeigt, wie sich diese Verweise zur Berechnung der Ahnlichkeit von Texten
nutzen lassen.

6.2 Konzeptueller Kontext eines Textes

Bevor nun in Kapitel 6.3 auf den eigentlichen Algorithmus eingegangen wird,
soll zunéachst die generelle Idee von Konzepten und Kontexten erldutert werden.

Ein Kongept sei definiert als ein Begriff, der — gegebenenfalls zusammen mit
weiteren Begriffen — einen Text charakterisiert. Dies konnen entweder Begriffe
sein, die wortlich im Text vorkommen, oder aber Begriffe, die zum Text in
einem gewissen Bezug stehen.

In der Folge sei daher das in Bezug stehen so definiert, dass ein Begriff genau
dann mit einem Text in Bezug steht, wenn es im Wikipedia-Hyperlink-Graphen
eine Verbindung zwischen dem den Begriff reprasentierenden Wikipedia-Artikel
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und einem weiteren Artikel gibt, der den Text gemaf3 obiger Definition charak-
terisiert.

Ferner sei der konzeptionelle Kontext, oder auch der Kontext der Konzepte der
folgende Graph

V=(N,E,¢) (6.1)

Dabei stellt N die Menge der Konzepte dar, welche den Text direkt reprasentie-
ren oder mit einem der den Text direkt repriasentierenden Konzepte in Bezug
stehen. E ist die Menge der gerichteten Kanten {(n;,n;)|n;,n; € N} und repré-
sentiert damit die Verweise zwischen den durch die Menge N reprasentierten

Konzepten (=Wikipedia-Artikeln).

Offensichtlich hat nicht jedes dieser Konzepte eine gleich grof3e Relevanz fiir
den reprasentierten Text. Daher wird mittels einer Gewichtungsfunktion ¢
jedem n; € N ein Gewicht zugeordnet, welches n;s Relevanz fiir den Text
anhand der Relevanz fiir den Kontext V bestimmt. Dieses Mal} ergibt sich aus
der Anzahl der Verkniipfungen mit anderen n € N und dem Verhaltnis zwischen
eingehenden und ausgehenden Verweisen (siehe Gleichung 6.5 in Kapitel 6.3).

Abbildung 6.1 zeigt den kongeptionellen Kontext fiir den einzelnen Begriff
,Brennstoffzelle“ (engl. ,,Fuel cell). Jedes weitere Konzept ist Teil des Wikipedia-
Hyperlinkgraphen, der um das Konzept ,,Fuel cell“ berechnet wurde. Farbung
und Verkniipfungsdichte spiegeln dabei die Relevanz des jeweiligen Konzepts fiir
den Gesamtgraphen (=Kontext) wider, wobei dunkler gefarbte Konzepte eine
hohere Relevanz anzeigen. Um die Darstellung zu vereinfachen, wird in diesem
Beispiel der Kontext lediglich eines Begriffes prasentiert. Die Berechnung fiir
einen kompletten Text unterscheidet sich jedoch nicht prinzipiell, lediglich die
Darstellung wird komplexer.

Die Idee des Ansatzes ist nun, dass sich aus zwei dhnlichen Dokumenten auch
zwei dhnliche Kontextgraphen V; und V, ergeben. Um also die Ahnlichkeit
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Abbildung 6.1: Konzeptueller Kontext fiir den Begriff , Brennstoffzelle“
(engl. ,Fuel cell“)

zweiter Texte zu quantifizieren, kann dann auch die Ahnlichkeit dieser Graphen
bestimmt werden:

similarity(dy,d,) :=similarity(Vy,V5) (6.2)

Im Folgenden wird die genaue Berechnung des Graphen V erldutert und ein
AhnlichkeitsmaR fiir diese Graphen vorgeschlagen.
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6.3 Algorithmus und Ahnlichkeitsma®}

Die Daten der Wikipedia sind in verschiedenen Formen erhaltlich. Neben den
reinen Artikeltexten kénnen auch strukturelle Daten wie bspw. die Verkniipfung
der einzelnen Artikel oder Themenzuordnungen in Form von MySQL-Dumps
von der Wikipedia-Site herunter geladen werden'. Diese Daten bilden die
Grundlage fiir die nachfolgenden Berechnungen. Auf die Struktur des verwen-
deten Datenbankschemas wird im Rahmen der Evaluierung nidher eingegangen.

Generalisierung
Kontextberechnung

\
1 g
Abbildung

Dokumente
d, und d,

o 0[9)
J

Ahnlichkeit Transformation

sim € [0.0..1.0]

C C
P N

Abbildung 6.2: Schematische Darstellung des Konzept-Kontext Algorithmus

Abbildung 6.2 stellt den Prozess der Abbildung von Texten auf sog. ,,Konzept-
vektoren“ und die Berechnung deren Ahnlichkeit dar. Die einzelnen Schritte
werden nachfolgend erlautert.

'http://download.wikimedia.org/enwiki/
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6.3.1 Schritt 1 — Abbildung auf Konzepte

In einem ersten Schritt wird ein Dokument d auf eine Menge von Wikipedia-
Artikeln abgebildet und deren Relevanz fiir d bestimmt. Bei dieser Abbildung
kommen zwei Techniken zum Einsatz: Zunachst werden all jene Wikipedia-
Artikel ausgewahlt, deren Titel im Text von d vorkommt. Diese werden in einen
sog. Feature-Vektor im Vektorraum aller Wikipedia-Artikel-Titel iiberfiihrt. Die
skalaren Werte v; des Vektors entsprechen dabei der Haufigkeit, mit der der
Term i (=Titel des entsprechenden Wikipedia-Artikels) in d erscheint.

Bei manchen Texten, insbesondere bei sehr kurzen, kann es vorkommen, dass
diese Art der Abbildung nur eine geringe Anzahl an Wikipedia-Artikeln ergibt
und damit fiir eine sinnvolle weitere Verarbeitung nicht geniigend Informa-
tionen zur Verfiigung stehen. In diesem Fall wird eine alternative Abbildung
gewahlt. Mittels eines Invertierten Index [GF04] iiber dem textuellen Inhalt al-
ler Wikipedia-Artikel werden die k Artikel ausgewahlt, die auf rein syntaktischer
Ebene die stirkste Ahnlichkeit mit d aufweisen. Details zu dieser syntaktischen
Ahnlichkeitsberechnung finden sich in Kapitel 3.1.3.2, in [HG04] bzw. unter
den Stichworten ,,t f-id f “ und ,,Cosinus-Ahnlichkeit“ in der einschligigen Li-
teratur zum Thema Information Retrieval. Die skalaren Werte v; ergeben sich
dabei aus der tf-id f -Auswertung auf dem Invertierten Index.

Beide Abbildungen zielen lediglich auf syntaktische Elemente ab und stellen
keine Konzeptionalisierung dar. Sie sind daher nur ein erster Schritt und bilden
die Grundlage fiir nachfolgende Berechnungen.

6.3.2 Schritt 2 — Berechnung des Kontexts

Im zweiten Schritt erfolgt die Konzeptionalisierung. D. h. es erfolgt eine Abkehr
von der reinen Darstellung des Dokuments d durch Begriffe, die direkt im Text
genannt werden. Zusétzlich wird nun der Kontext A berechnet. Dies geschieht
indem die in Schritt 1 gefundenen Wikipedia-Artikel als Grundlage verwendet
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und um weitere Wikipedia-Artikel ergdnzt werden, die mit diesen gemaél$ obiger
Definition in Bezug stehen.

Sei A die Menge aller im vorherigen Schritt identifizierter Wikipedia-Artikel a;.
Dann berechnet sich A" also wie folgt:

A'=Au{a,|3a,,((a,,a,) €EV(a,,a,) €E);a, €V,a,, €A} (6.3)

6.3.3 Schritt 3 — Reduzierung des Kontexts

In Schritt 2 nimmt der Umfang der an der Berechnung beteiligten Daten expo-
nentiell zu. Nach oben abgeschitzt werden kann dies mittels |A’|, wobei der
Exponent f die durchschnittliche Anzahl der ein- und ausgehenden Verweise
eines Wikipedia-Artikels ist. Auf dem im Rahmen dieser Arbeit verwendeten
Datensatz lag dieser Wert bei f ~ 20. In der Praxis ist der Wert von f zwar
geringer, da der so generierte Kontext einen Themenbereich reprasentiert und
ein Grol3teil der Verkniipfungen auch innerhalb dieses Themenbereichs besteht,
also weniger ,neue“ Artikel hinzukommen, als dies zunichst den Anschein hat.
Dennoch steigt der Umfang der Daten signifikant und muss fiir eine sinnvolle
Weiterverarbeitung entsprechend reduziert werden. Dies geschieht, indem all
die Konzepte bzw. Wikipedia-Artikel entfernt werden, die im Kontext von d
nicht relevant sind. Dies ist hier derart definiert, dass genau die Konzepte
als nicht relevant erachtet werden, die nicht iiber mindestens eine ein- und
ausgehende Verbindung mit anderen Konzepten aus A’ in Beziehung stehen.

A" ={a,|3a,,3a,((a,,a,,) €E A(ay,a,) €E);a,,a,,,a, €A’} (6.4)

A” wird verwendet, um den Kerngraphen V" = (A”,E”, ¢) zu definieren, also
die kennzeichnende Menge der Konzepte und deren Verbindung. E” ist die
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Teilmenge von E, die aus allen Verbindungen (a,,a,,)|a,,a,, € A” besteht und
¢ bezeichnet wieder die Gewichtungsfunktion.

6.3.4 Schritt 4 — Gewichtung der Konzepte

In Schritt 3 wurden viele Konzepte aus dem Graphen entfernt, die mit einer
hohen Wahrscheinlichkeit geringe Relevanz im Kontext von d haben. Dennoch
ist auch die Relevanz der verbleibenden Konzepte nicht einheitlich. Daher wird
im anschlieenden Schritt 4 die Gewichtungsfunktion ¢ angewandt. Diese
Funktion basiert auf der im IR-Bereich verbreitet eingesetzten t f - id f -Formel
und wurde auf die Verwendung im Rahmen der Kontext-Graphen angepasst.

gDFl tDFl

¢(a;)=a- (6.5)

Sie enthélt zwei Komponenten, die jeweils mit einem Faktor a bzw. 8 gewichtet
werden. Der f3-Teil entspricht dem klassischen tf-id f und ordnet jedem a; den
t f-id f -Wert beziiglich des Dokuments d (¢t TF) und des Wikipedia-Textkorpus
(tDF) zu.

Der a-Teil stellt die Anpassung der tf -id f -Formel an den Kontext-Graphen dar.
g TF; sagt dabei aus, wie haufig a; innerhalb des Graphen referenziert wird und
stellt damit in erster Naherung dar, wie relevant a; in diesem Kontext ist. Das
geschieht analog zu ,term frequency” (tf) in klassischem tf-idf, wo tf die
Haufigkeit der Nennung eines Begriffs in einem Dokument quantifiziert. Wie im
klassischen tf-id f, so wird auch hier das g TF normalisiert. Dort geschieht das
mittels der ,,document frequency“ (df), die aussagt, wie hiufig ein Begriff in
einer Dokumentensammlung auftritt, und damit, in wie weit er charakteristisch
fiir ein Dokument sein kann. Hier quantifiziert gDF hingegen, wie hiufig ein
Konzept in der gesamten Wikipedia referenziert wird. Die Aussage ist dabei
aber vergleichbar: je seltener ein Begriff/Konzept verwendet/referenziert wird,
desto charakteristischer ist er/es, wenn es tatsidchlich einmal genannt/verlinkt
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wird. Fiir den gesamten a-Teil bedeutet das, dass ein Konzept dann gewichtig
ist, wenn es innerhalb des Kontextes hiufig referenziert wird, jedoch in der
gesamten Wikipedia eher selten vorkommt, weil es dann als charakteristisch fiir
genau den vorliegenden Kontext angesehen werden kann. Im Gegenzug wird
ein Konzept als nicht sonderlich gewichtig angesehen, wenn es zwar im Kontext
verschiedentlich referenziert wird, aber auch in der gesamten Wikipedia viele
Verweise auf dieses Konzept existieren. In diesem Fall hat die Existenz des
Konzepts im Kontext nur eine geringe Aussagekraft und das Konzept kann
daher nicht als charakteristisch fiir den Kontext angesehen werden.

Das Ergebnis der Anwendung von ¢ ist der Konzept-Vektor

C= (()b(aO): cee ()b(ak))T'

6.3.5 Schritt 5 — Konzeptuelle Ahnlichkeit

Die Schritte 1-4 fiihren zum Vektor C; fiir Dokument d,. Sie werden fiir d,
wiederholt und fithren dabei zu C,. C; und C, werden dann anhand der Cosinus-
Ahnlichkeit miteinander verglichen (vgl. Kapitel 3.1.3.2). Das aus dieser Be-
rechnung resultierende AhnlichkeitsmalR fiir die Kontext-Vektoren dient nun als
MaRstab fiir die Ahnlichkeit der zugrunde liegenden Dokumente.

Bei genauerer Betrachtung der Schritte 1-5 fallt auf, dass Schritt 3 konzeptionell
nicht unbedingt notig ist, da er kaum Einfluss auf die Qualitéit der Ergebnisse hat.
Dies liegt in der Tatsache begriindet, dass irrelevante Konzepte in Schritt 4 zwar
nicht entfernt werden, jedoch eine schwache Gewichtung bekommen, also kaum
in die folgenden Berechnungen einflieen. Dennoch hat sich die Anwendung
von Schritt 3 in der Praxis als sinnvoll erwiesen, da durch die Reduzierung der
an der weiteren Berechnung beteiligten Konzepte eine signifikante Verkiirzung
der Berechnungsdauer erzielt werden konnte.
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6.4 Evaluation

Im Folgenden werden die Experimente beschrieben, anhand derer der Ansatz
evaluiert wurde. Als Testdaten kamen drei Dokumentensammlungen zum Ein-
satz, die bei Evaluationen im Information Retrieval haufig verwendet werden:
NPL (National Physical Laboratory, GB), LISA (Library and Information Science
Abstracts)! und Reuters-215782. Diese Sammlungen wurden urspriinglich zu-
sammen getragen, um Suchmaschinen bzw. Suchansitze zu evaluieren, sie
kommen also aus dem Umfeld der Dokumentensuche. Die Sammlungen NPL
und LISA beinhalten zusatzlich zu den eigentlichen Texten weitere Daten in
Form von Suchanfragen und entsprechenden Referenz-Ergebnismengen, die
von Menschen zusammen gestellt wurden. Die Reuters-21578-Sammlung un-
terscheidet sich in dieser Hinsicht von LISA/NPL, da sie keine Suchanfragen
mit zugehorigen Referenz-Ergebnissen bietet, sondern jedes Dokument einem
oder mehreren vordefinierten Themen zuordnet.

6.4.1 Anmerkung zur Wahl der Textsammlungen

Die Textsammlungen NPL und LISA werden seit vielen Jahren fiir die Evalua-
tion von Softwaresystemen im Bereich des Information Retrieval eingesetzt.
Aufgrund deren verhiltnismafig geringen Umfangs gewinnen neuere Sammlun-
gen in der Information Retrieval-Community zwar mehr und mehr Bedeutung
und l6sen die alteren zunehmend ab. Dennoch existieren gute Griinde, diese
Sammlungen im Rahmen der vorliegenden Arbeit einzusetzen, die wichtigsten
werden im Folgenden genannt und diskutiert.

1. Ein zentrales Argument fiir den Einsatz dieser Sammlung ist deren freie
Verfiigbarkeit. Die meisten neueren Sammlungen sind nur eingeschrankt

INPL, LISA und andere Sammlungen sind verfiigbar unter
http://ir.dcs.gla.ac.uk/resources/test_collections/

2Die Sammlung Reuters-21578 ist verfiigbar unter
http://www.daviddlewis.com/resources/testcollections/reuters21578/
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verfligbar — sie werden nur gegen Zahlung einer Gebiihr zuginglich ge-
macht, unterliegen besonderen Nutzungsbedingungen oder sind manch-
mal sogar nur einer erlesenen Nutzerschaft vorbehalten. Diese Einschrén-
kungen sind zwar in der Regel nachvollziehbar, bspw. handelt es sich
um sensible Daten oder deren Zusammenstellung war zu teuer, um sie
frei verfiigbar zu machen. Dennoch schrénkt das die Vergleichbarkeit
zwischen verschiedenen Anséatzen stark ein, da nicht alle Systeme von
ihren Entwicklern auf den gleichen Daten getestet werden konnen.

2. Da viele Untersuchungen im IR-Bereich auf die Analyse grof3er Daten-
mengen abzielen, ist offensichtlich, dass anhand kleiner Textsammlungen
schwerlich Aussagen getroffen werden konnen tiber das Verhalten eines
Algorithmus auf den heute in der Praxis {iblichen Datenmengen. Dennoch
existieren auch Szenarien, in denen es auf den Umfang der Sammlung
nicht ankommt, wie bspw. im vorliegenden Fall eines Focused Crawlers.
Hier werden Dokumente paarweise auf ihre Ahnlichkeit hin untersucht,
im Unterschied zu anderen Szenarien, wie bspw. einer herkommlichen
Suchmaschine, wo ein Dokument gegen alle {ibrigen oder zumindest
eine grof’e Untermenge der gesamten Sammlung verglichen wird. Da
fiir eine hier betrachtete Ahnlichkeitsberechnung aber immer nur zwei
Dokumente untersucht werden miissen, hat die Gro3e der Sammlung
keinen Einfluss auf die Qualitdt bzw. auf die Aussagekraft der Ergebnisse.

Auf den ersten Punkt beziehen sich auch folgende Anmerkungen zum ESA-
Ansatz (vgl. Kapitel 3.1.3.6): ESA ist in diesem Zusammenhang der interessan-
teste Wettbewerber. Jedoch ist die Textsammlung, die zur Evaluierung von ESA
genutzt wurde, nicht frei zuginglich. Dabei handelt es sich um eine — ebenfalls
relativ kleine — Sammlung von 50 Nachrichtentexten der Australian Broadcas-
ting Corporation (ABC), sowie detaillierte Ahnlichkeitsbewertungen, die von
menschlichen Beurteilern abgegeben wurden. Frei zugénglich in [Pin04] sind
zwar die eigentlichen Texte, die Bewertungen jedoch sind es nicht und keinem
der Versuche, sie fiir eine Auswertung im Rahmen dieser Arbeit zu erhalten,
war Erfolg beschieden. Ein direkter Vergleich von ESA und dem vorliegenden
Algorithmus auf Basis der selben Daten ist daher nicht moéglich.
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6.4.2 Evaluationsszenario

Die verwendeten Dokument-Sammlungen enthalten keine explizite Informati-
on zur Ahnlichkeit der Dokumente. Dennoch kénnen fiir NPL und LISA zwei
Szenarien definiert werden, in deren Rahmen die Sammlungen fiir die Evaluie-
rung von Algorithmen zur Berechnung von Dokumentendhnlichkeit verwendet

werden konnen.

Szenario A Die Suchanfrage q; wird mit den zugehdrigen Referenzdokumen-
ten d; verglichen. Dazu werden sowohl die Anfrage, als auch die Refe-
renzdokumente geméil} obiger Beschreibung in einen Konzept-Kontext
tiberfithrt und auf dieser Ebene verglichen. Idealerweise sollten bei die-
sem Vergleich signifikant hohere Ahnlichkeitswerte ermittelt werden als
beim Vergleich von g; mit Dokumenten, die nicht zur Referenzmenge fiir

q; gehoren.

Szenario B Die Dokumente der Referenzmenge einer Suchanfrage q; werden
auf der Ebene von Konzept-Kontexten untereinander verglichen. Auch hier
sind signifikant hohere Ahnlichkeitswerte zu erwarten als beim Vergleich
von Dokumenten, die in keiner Referenzmenge gemeinsam enthalten

sind.

Szenario B ist dasjenige, das im Kontext dieser Arbeit die Herausforderungen
und Ziele am besten wieder gibt: Aufgrund der Art und Weise, wie die Refe-
renzmengen fiir solche Textsammlungen generiert werden, liegt Szenario A ein
starker Fokus auf syntaktische Ahnlichkeit zugrunde: Menschen bekommen An-
fragen und Dokumente zur Bewertung der Ahnlichkeit bzw. der Zugehorigkeit
zur Ergebnismenge vorgelegt und fithren diese Bewertung durch. Da es sich
dabei um umfangreiche Dokumentensammlungen handelt, kann die Priifung
nur verhaltnismiaRig oberflachlich erfolgen. Ein inhaltlicher Vergleich kann
dabei aus Komplexitatsgriinden nicht durchgefiihrt werden. Statt dessen erfolgt
in erster Naherung eine Beschriankung auf die Syntax, um ggf. in Grenzféllen
auch auf den Inhalt einzugehen. Somit wird die Bewertung grof3er Anfrage-
und Dokumentensammlungen moglich, allerdings auf Kosten der Prazision.
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Der im Rahmen dieser Arbeit interessante Aspekt ist jedoch, wie dhnlich der
entwickelte Algorithmus diejenigen Dokumente bewerten wiirde, die von Men-
schen als Ergebnis zu ein und der selben Suchanfrage klassifiziert wurden.
Interessant deshalb, weil immer noch eine gewisse Wahrscheinlichkeit besteht,
dass zwei Dokumente d; und d,, die beide als Treffer zu Anfrage q klassifiziert
wurden, dennoch nur eine verhiltnisméiRig geringe syntaktische Uberlappung
vorweisen. Da aber beide Dokumente zu Anfrage g passen, behandeln beide
das selbe Thema und sollten daher eine hohe Ahnlichkeit besitzen. Im Gegenzug
werden zwei Dokumente dann als nicht dhnlich angesehen, wenn sie nicht
gemeinsam in der Referenzmenge zu einer beliebigen Anfrage q; enthalten sind,
da sie dann im Allgemeinen auch kein — durch eine Suchanfrage spezifiziertes —
gemeinsames Thema behandeln.

Die Sammlung Reuters-21578 ermoglicht noch detailliertere Untersuchungen.
Hierfiir wurden Untermengen der Dokumente dergestalt gebildet, dass eine
solche Untermenge all die Dokumente enthéilt, denen in der Referenz die selbe
Menge an Themen zugeordnet wurde:

S={d,,...,d;|topics(d;) = --- = topics(d;)} (6.6)

Diese Untermengen wurden anhand der Kardinalitit der sie definierenden
Themenmengen gruppiert, um die Qualitiat des Algorithmus hinsichtlich der
Ahnlichkeitsberechnung von Dokumenten zu bewerten, welche ein, zwei, drei
etc. gleichen Themen zugeordnet wurden.

SS, = {S;|In = |topics(S;)|} (6.7)

Auch hier wurden zwei Dokumente als nicht dhnlich angesehen, wenn sie kein
gemeinsames Thema in der Referenz besitzen.
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Da keine der drei Sammlungen explizit auf einer Ordinalskala angeordnete Ahn-
lichkeitswerte nennt, wurde eine binére Klassifikation genutzt: dhnlich /nicht
dhnlich gemil der obigen Definition. Der Konzept-Kontext-basierte Ahnlich-
keitsvergleich hingegen liefert Werte im Bereich 0.0 — 1.0. Daher wurde ein
Schwellwert t definiert, um die Bewertungen dhnlich /nicht dhnlich voneinander
zu trennen. Dabei war t der einzige Parameter, der iiber die Auswertungen
hinweg beim Wechsel der Sammlung gedndert wurde. D. h. insbesondere, dass
keine weiteren Optimierungen oder Anpassungen fiir eine Sammlung durchge-
fiihrt wurden.

Um zu evaluieren, ob der Algorithmus korrekt klassifiziert, wurde fiir jedes
positive (=in der Referenz enthaltene) Dokumentenpaar ein zufilliges negatives
Paar (=nicht in der Referenz enthalten) generiert.

Als Nulllinie wurden die Ergebnisse definiert, die von einem auf rein syntakti-
scher Ebene arbeitenden Algorithmus erzielt wurden. Dazu wurde ein Standard-
Ansatz auf Basis von tf -id f mittels der Lucene-Bibliothek implementiert. Wie
fiir die Auswertungen des Konzept-Kontext-Algorithmus, so wurde auch im Fall
der Lucene-Auswertungen vor der Erzeugung des Index und bei der Anfrage im
Vorfeld eine Reduktion auf die Wortstimme (stemming) durchgefiihrt.

Die Qualitat des Algorithmus wurde dabei anhand dreier Metriken gemessen:

Korrelation mit der Referenz: Es wurde die Korrelation zwischen dem vor-
geschlagenen Algorithmus bzw. der Nulllinie und den aus der Referenz
abgeleiteten Vorgaben berechnet.

Anteil der korrekt Kklassifizierten Paare: Um zu quantifizieren, wie viele Do-
kument-Paare korrekt als dhnlich /nicht dhnlich bewertet wurden, wird
der Anteil der korrekten Klassifizierungen wie folgt angegeben:

0s
frac pos:= _PO (6.8)
ref pos
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neg

frac neg := ———
- ref neg

(6.9)

1
correcty,, := E(frac_pos + frac_neg) (6.10)

pos gibt die Anzahl der korrekterweise als ,,ahnlich“ erkannten Paare an,
ref pos die Anzahl der in der Referenz als ,,dhnlich“ bewerteten Paare.
frac_pos bezeichnet also den Anteil der vom jeweiligen Algorithmus
korrekt erkannten ,,dhnlichen® Paare. Analog dazu bezeichnet f rac_neg
mit neg und ref neg den Anteil der vom jeweiligen Algorithmus korrekt
erkannten ,,nicht &hnlichen® Paare. correct,,, gibt somit den {iber posi-
tive und negative Paare gemittelten Anteil der korrekten Ergebnisse des
Algorithmus an.

Harmonisches Mittel der korrekten Klassifikationen: Zusatzlich wird auch

152

das harmonische Mittel angegeben, um zu evaluieren, ob der Algorithmus
auf dhnlichen oder nicht dhnlichen Dokumenten besser arbeite, oder ob
die Ergebnisse auf beiden Doménen vergleichbar sind.

2-frac_pos-frac_neg
correcty mean :=

6.11
frac_pos+ frac_neg ( )

Letzteres ist Fall wenn der Wert von correct,,, nahe bei correcty peqn

liegt, da dann keine Ausreil3er in signifikantem Umfang enthalten wéren,
was eine Gleichmaligkeit bestatigen wiirde.
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6.4.3 Ergebnisse und Diskussion

Im Folgenden werden die Ergebnisse der Untersuchung in den beschriebenen
Szenarien und Textsammlungen prasentiert und diskutiert.

6.4.3.1 LISA/NPL

Tabelle 6.1: Evaluationsergebnisse fiir LISA & NPL
Szenario A Szenario B
| Alg. Korrel. | @ | Harm. || Korrel. | @ | Harm.

LISA | Nulllinie 0.73 0.87 0.87 0.16 0.59 0.52
LISA | K-Kontext 0.44 0.71 0.70 0.25 0.64 0.60

NPL Nulllinie 0.73 0.89 0.89 0.48 0.74 0.72
NPL | K-Kontext 0.64 0.82 0.82 0.59 0.80 0.78

Tabelle 6.1 zeigt die Ergebnisse der Evaluation anhand der Textsammlungen
LISA und NPL. Die folgenden Beobachtungen werden diskutiert:

1. Der Konzept-Kontext-Algorithmus ist dem Nulllinien-Algorithmus in Sze-
nario A unterlegen. In Szenario B jedoch liefert er bessere Ergebnisse.

2. Absolut gesehen ist die Qualitét beider Algorithmen, des Konzept-Kontext-
Algorithmus wie die des Nulllinien-Algorithmus, in Szenario A besser als
in Szenario B.

3. Beide Algorithmen liefern auf der NPL-Sammlung bessere Ergebnisse als
auf der LISA-Sammlung.

Wie aus 1) ersichtlich ist, hingt die Sinnhaftigkeit des Einsatzes des vorgeschla-
genen Algorithmus stark davon ab, was der Benutzer erwartet. Der Algorithmus
liefert dann schlechtere Ergebnisse als der Lucene-Ansatz, wenn er im Rahmen
von Szenario A eingesetzt wird. Andererseits liefert er im Rahmen von Szenario
B deutlich bessere Ergebnisse als der Nulllinien-Algorithmus. Verantwortlich
dafiir ist die Nutzung von abstrakten Konzepten gegeniiber der Nutzung konkre-
ter Begriffe, welche lediglich eine syntaktische Ahnlichkeit aufdecken wiirden.
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Auch wenn zwei Dokumente unterschiedliche Aspekte ein und des selben The-
mas behandeln, ein unterschiedliches Vokabular benutzen etc., so findet der hier
vorgeschlagene Algorithmus dennoch Ubereinstimmungen auf konzeptioneller
Ebene. Abhéngig von der Dokumentensammlung kann dies die Ergebnisqualitit
deutlich verbessern.

Punkt 2) bestitigt die Erwartungen an den Algorithmus. Jedes Referenzdoku-
ment d; zur Anfrage q; fokussiert moglicherweise auf einen anderen Teilaspekt
von ¢;. Bspw. behandelt d; den Aspekt 1 der Anfrage q, d, behandelt Aspekt 2
und kein weiteres Dokument ist relevant im Kontext von q. Dann wiirden d; und
d, in Szenario A hohe Wertungen bekommen. In Szenario B hingegen waren
diese Wertungen im Allgemeinen niedriger, da beide Dokumente jeweils auf
einen eigenen Teilaspekt von q fokussieren. Die Herausforderung besteht jedoch
darin, zu erkennen, dass sie iiberhaupt ein gemeinsames — evtl. ibergeordnetes
— Thema haben. Offensichtlich wird damit ein gewisses Maf3 an Unsicherheit
eingefiihrt, was sich auch in niedrigeren Korrelationswerten in Szenario B zeigt.
Das bedeutet, dass — insbesondere in Szenario B — der Algorithmus keinesfalls
perfekte Ergebnisse liefert. Dennoch sind die Ergebnisse bei Weitem besser als
die des rein syntaxbasierten Nulllinien-Algorithmus.

Die Beobachtung 3), dass beide Algorithmen auf der NPL-Sammlung bessere
Ergebnisse liefern als auf der LISA-Sammlung, lasst sich folgendermalen er-
klaren: Viele der Anfragen in LISA behandeln mehrere Themen im Stile von
,In meiner Dissertation beschéftige ich mich mit A. Das beinhaltet B, C und
D. Auch E ist wichtig. Gib mir eine Liste der relevanten Veroffentlichungen®.
Daher ist sowohl in Szenario A, als auch in Szenario B die Referenzmenge
sehr heterogen im Sinne der syntaktischen oder semantischen Fokussiertheit.
Die Anfragen in NPL hingegen besitzen nicht diese Komplexitit und haben
daher eine homogenere Referenzmenge, die von beiden Algorithmen leichter
reproduziert werden kann. Das Problem der Ahnlichkeitsberechnung ist also
auf NPL einfacher als auf LISA, weshalb dort auch naturgemal} die Ergebnisse
besser sind.

Aus den unterschiedlichen Ergebnissen auf NPL und LISA lasst sich ableiten,
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dass die Ergebnisqualitat maldgeblich von der Dokumentensammlung abhangt.
Daher ist der Vergleich verschiedener Algorithmen auf unterschiedlichen Do-
kumentensammlungen problematisch und birgt wenig Aussagekraft. Wie oben
bereits angefiihrt, gelang es im Rahmen dieser Arbeit nicht, an die Daten zu
gelangen, die zur Evaluierung des interessantesten Wettbewerbers ESA verwen-
det wurden. Daher lassen sich auch die Ergebnisse nicht direkt miteinander
vergleichen. Gabrilovich und Markovitch [GMO07] geben Korrelationswerte von
~ 0.7 fiir ESA an. Thre Dokumentensammlung besteht aus 50 Nachrichtenarti-
keln zu verschiedenen Themen. Es kann davon ausgegangen werden, dass der
hier vorgestellte Algorithmus auf dieser Sammlung deutlich bessere Ergebnisse
liefert als auf NPL, da NPL im Wesentlichen aus Dokumenten zum Thema Physik
und Elektrotechnik besteht. D. h. die Dokumente in NPL besitzen von sich aus
eine gewisse Grundahnlichkeit, was die Bewertung verkompliziert. Im Falle
der ESA-Sammlung sind die Themen der Dokumente deutlich breiter gefichert,
was offensichtlich Komplexitat aus der Bewertung nimmt und somit bessere
Ergebnisse erwarten lasst. Dennoch soll an dieser Stelle angemerkt werden,
dass es sich bei dieser Aussage um eine theoretische Annahme handelt, die nicht
ohne Zugriff auf die gesamten Daten der ESA-Sammlung und die Bewertungen
belegt werden kann.

6.4.3.2 Reuters-21578

Tabelle 6.2: Evaluationsergebnisse fiir Reuters-21578
Nulllinie K-Kontext
Themen | Korrel. %) Harm. | Korrel. %) Harm.

0.18 0.60 0.59 0.53 0.74 0.73
0.25 0.63 0.63 0.56 0.78 0.77
0.43 0.73 0.72 0.63 0.81 0.80
0.46 0.74 0.72 0.74 0.87 0.87
0.50 0.76 0.73 0.74 0.86 0.85
(6) 0.65 0.81 0.77 0.82 0.91 0.90
(7) 1.00 1.00 1.00 1.00 1.00 1.00

ua b WN -
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Tabelle 6.2 zeigt die Ergebnisse der Evaluation auf der Dokumentensammlung
Reuters-21578. Sowohl der hier vorgeschlagene Algorithmus, als auch der
Nulllinien-Algorithmus entsprechen den Erwartungen, bessere Ergebnisse auf
den Dokumentenklassen zu erzielen, die sich durch mehrere Themenannota-
tionen definieren. Das ist darin begriindet, dass es fiir einen Algorithmus dann
tendenziell einfacher ist, die Charakteristik eines Textes zu bestimmen, wenn
auch ein menschlicher Beurteiler eine prazise Charakterisierung vornehmen
kann. Im Falle der Reuters-21578-Sammlung also dann, wenn menschliche
Beurteiler den Text prazise anhand der in der Sammlung vorgegebenen Schlag-
worte Kklassifiziert haben. Wenn jedoch ein solcher Beurteiler einem Text le-
diglich ein oder zwei generelle Themen/Schlagworte zuordnen kann, dann
wird auch ein Algorithmus, der das menschliche Verstandnis von Dokumenten-
dhnlichkeit modelliert, Schwierigkeiten mit dieser Aufgabe haben. Auch auf
dieser Sammlung wird anhand der Evaluationsergebnisse deutlich, dass hier
der Konzept-Kontext-Algorithmus deutlich bessere Ergebnisse liefert, als der
rein syntaxbasierte Nulllinien-Algorithmus, da er das menschliche Verstandnis
von Dokumentendhnlichkeit besser widerspiegelt.

Anmerkung: Die Werte fiir die Klassen SS¢g und SS, werden als irrelevant
angesehen, da die Anzahl der Dokumente, die genau sechs bzw. sieben Themen
gemeinsam haben zu klein ist und die Ergebnisse somit nicht signifikant sind.

6.4.4 Aussagen zur Performanz

Als Erganzung zu den oben genannten qualitativen Untersuchungen soll im
Folgenden eine Diskussion von Performanz-Aspekten erfolgen. Neben den qua-
litativen Aspekten stellen diese ein weiteres Kriterium fiir den erfolgreichen
Einsatz des Konzeptes in der Praxis dar. Zundchst wird die Testumgebung
beschrieben. Im Anschluss erfolgt die Diskussion von Messergebnissen.
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6.4.4.1 Testumgebung

Als Testsystem kam die folgende Kombination aus Hard- und Software zum
Einsatz:

e 2x Intel Xeon 3,2GHz mit 2 MB Cache, 3 GB Hauptspeicher

e Linux Kernel 2.6.9

* MySQL-Datenbankserver 4.1.22, MyISAM-Engine. Abweichend von den
Standard-Einstellungen: 500 MB Index-Cache (Default: 8 MB)

e DB-Dump der englischsprachigen Wikipedia vom 26.09.2006 und vom
24.05.2008

Article

— dd

— title

— stemmed _title

— count_links

— count_is_linked

~— -

Abbildung 6.3: Datenbankschema

Abbildung 6.3 zeigt das den Berechnungen zugrunde liegende Datenbank-
schema. Tabelle Article listet alle Wikipedia-Artikel. Tabelle Link verwaltet
die gerichteten Verweise zwischen den in Article beschriebenen Wikipedia-
Artikeln.
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Die Tabelle Article besteht aus 5,2 Mio. Eintrdgen, wobei gegeniiber den
urspriinglichen Wikipedia-Inhalten eine Reduzierung vorgenommen wurde: es
wurden alle Eintrdge zu Jahreszahlen oder Tagen entfernt. Dieser Schritt be-
schleunigt die Berechnung, da Verkniipfungen von zwei Artikeln iiber derartige
Briickenartikel haufig sind und somit in der Berechnung auch entsprechend
héufig Beriicksichtigung finden. Werden sie ignoriert, so fiihrt dies zu keinen
messbaren Qualitdtseinbulen, da die meisten dieser Verkniipfungen eine Briicke
iber in zwei Artikeln genannten Jahreszahlen darstellen und die Semantik der-
artiger Verkniipfungen im Kontext der Bestimmung der inhaltlichen Ahnlichkeit
zweier Texte meist irrelevant ist.

Die Tabelle Link ist mit iiber 100 Mio. Eintrdgen um ein Vielfaches gré3er. Die-
se Eintrdage reprasentieren die Verkniipfungen der 5,2 Mio. Article-Eintrage.
Gegeniiber den urspriinglichen Wikipedia-Daten wurden jedoch Redirects auf-
gelost. Redirects sind Eintrage in der Wikipedia, denen kein Text zugeordnet
ist, sondern die lediglich einen Verweis auf einen anderen Eintrag darstellen.
Diese Technik wird u. a. zur Beschreibung und Verwaltung von Synonymen
eingesetzt. Um die Berechnung zu beschleunigen, erfolgte eine Auflosung der
Redirects dahingehend, dass bei Verweisen auf ein Redirect als neues Ziel der
Inhalt des Redirects gesetzt wurde. Zur weiteren Beschleunigung der Netz- bzw.
Vektor-Berechnungen wurden in der Tabelle Article die Werte der Attribute
count_links und count_is_linked vorab berechnet. Sie geben fiir jeden
Eintrag an, wie viele Verweise von diesem Eintrag aus auf weitere Eintrage
existieren bzw. wie viele andere Eintriage auf diesen verweisen.

Um die Extraktion von Features aus einem Text zu beschleunigen, wurde in der
Tabelle Article zudem ein weiteres Attribut vorab berechnet: stemmed_title
enthilt den auf den Wortstamm reduzierten Artikel-Titel (title). Besteht der
Titel aus mehreren Begriffen, so erfolgt die Wortstammreduktion fiir jeden
einzelnen Begriff und stemmed_title ergibt sich aus der Konkatenierung der
einzelnen Wortstdimme. Damit konnen im Text anhand von Datenbanksuchen
sowohl Einwort- als auch Mehrwort-Terme identifiziert werden.
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Um diese Datenbanksuche effizient durchfithren zu konnen, wurde neben
dem Primérschliissel id zudem ein Index auf stemmed_title erstellt. Fiir die
effiziente Berechnung von Nachbarschaften wurden zuséatzliche Indexe auf der
Tabelle Link erstellt: from(to) sowie to(from).

6.4.4.2 Untersuchungen

Die folgenden beiden Untersuchungen zur Geschwindigkeit und Parallelisier-
barkeit des Algorithmus werden diskutiert:

1. Abhéngigkeit des Berechnungsdauer von Grof3e und weiteren Eingeschaf-
ten des zu analysierenden Textes
2. Parallelisierbarkeit und die Nutzung von Multiprozessorsystemen

Untersuchung 1 — GréRRe des Textes/der initialen Feature-Menge
3

2,5

15

o|IIIIIIIII

10 20 30 40 50 60 70 80 90 100
Maximale Anzahl Features

=

0

Transformationen/Sekunde
a

Abbildung 6.4: Durchsatz in Abhingigkeit der Anzahl erkannter Features im
Text

Die Linge eines Textes bzw. dessen Informationsgehalt, hier quantifiziert durch
die Anzahl der extrahierbaren Features, hat einen wesentlichen Einfluss auf die
Geschwindigkeit der Berechnung des zugehorigen Vektors. Die Textgrolde selbst
stellt in diesem Zusammenhang keinen geeigneten Eingabeparameter dar, da
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der groldte Teil des Aufwandes bei der Berechnung der Beziehungen zwischen
im Text enthaltenen Features und deren Wikipedia-Nachbarschaft entsteht. Die
Anzahl der aus einem Text extrahierten Features hangt aber nicht allein von
der Lange des Textes ab, sondern zudem von Art und Stil des Textes.

Aus diesem Grund wird die Liange des Textes in dieser Untersuchung nicht
betrachtet und statt dessen direkt die Anzahl der extrahierten Features als
Eingabeparameter verwendet. Aus Abbildung 6.4 wird ersichtlich, dass erwar-
tungsgemal} eine kleine Anzahl Features eine schnelle Berechnung ermoglicht,
bei Zunahme der Featureanzahl die Dauer der Berechnung jedoch stark ansteigt.
Dies erklart sich aus der in erster Naherung exponentiellen Zunahme der in
der weiteren Berechnung zu bertiicksichtigenden Menge an Knoten, die mit den
Knoten der initialen Featuremenge verlinkt sind (vgl. 6.3, Schritt 2). Letztlich
wird dieser exponentielle Anstieg jedoch gedampft, da die durchschnittliche
Anzahl Knoten, die ein weiteres Feature als Nachbarn in die Berechnung neu
einbringt mit zunehmender Anzahl Features sinkt. Diese Tatsache begriindet
sich darin, dass alle Features eines Textes zusammen das Thema des Textes
reprasentieren. Wenige Features geben bereits den groben Kontext wieder und
zusitzliche Features helfen, diesen Kontext zu prazisieren. Zwangslaufig brin-
gen sie aber Redundanzen in Form von gemeinsamen verlinkten Knoten mit
sich. Diese Redundanzen werden in der weiteren Berechnung erkannt und
berticksichtigt, was sich positiv auf die Dauer der Berechnung auswirkt.

Fiir die Anwendbarkeit des Ansatzes auf praxisrelevanten Texten stellt dies
eine gewisse Einschriankung dar. Sollen auch langere Texte bzw. Texte mit
hohem Informationsgehalt, d.h. Texte, aus denen sich viele Features extrahieren
lassen, verarbeitet werden, so miissen zusatzliche Anstrengungen unternommen
werden, um die Verarbeitungsdauer zu reduzieren. Zwei Ansétze haben sich als
zielfithrend heraus gestellt:

* Die aus einem Text extrahierten Features tragen alle in unterschiedlichem
Mal3e zur Beschreibung des Textes bei. Aus diesem Grund wird bei der
Berechnung des Vektors eine Gewichtungsfunktion eingesetzt, um diesem
Sachverhalt Rechnung zu tragen. Diese Eigenschaft der Features bzw.
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des Textes kann sich aber auch dafiir zu Nutze gemacht werden, im
Vorfeld der eigentlichen Netz- bzw. Vektorberechnung eine Selektion der
Features durchzufiihren. Da das Ziel eine Reduzierung der Featuremenge
ist, besteht ein Ansatz darin, diejenigen Features zu selektieren, die den
Text am besten charakterisieren. Ein Mal} fiir diese Eigenschaft kann
in Anlehnung an tf-idfbzw. die ¢-Funktion aus Kapitel 6.3 definiert
werden: Die tf-Komponente spiegelt die Haufigkeit wider, mit der ein
Feature im Text vorkommt. Die d f -Komponente hingegen stellt ein Maf3
dafiir dar, wie relevant das Feature im Kontext der gesamten Wikipedia
ist und damit, wie hoch seine Kennzeichnungskraft ist. Diese Berechnung
kann mit minimalem Aufwand erfolgen, da sie neben der einfachen
Haufigkeitszdhlung lediglich einen Datenbank-Lookup und eine einfache
Multiplikation fiir jedes Feature erfordern (die d f -Werte aller Features
sind vorberechnet). Werden die Features nun nach ihrer auf diese Art
berechneten Relevanz sortiert, so konnen die n Relevantesten fiir die
weitere Berechnung ausgewahlt werden.
Es bleibt dennoch festzuhalten, dass diese Reduzierung offensichtlich
nicht beliebig einsetzbar ist. Jede Reduzierung geht mit einem Informati-
onsverlust einher und hat daher Einfluss auf die Qualitdt des Ergebnisses.
e Um diesen Nachteil zu kompensieren, kann je nach Einsatzszenario alter-
nativ ein zweistufiger Ansatz angewandt werden. In einem ersten Schritt
werden die Features der Texte extrahiert und die Vektoren anhand einer
kleinen Anzahl dieser Features berechnet. Aufgrund der wenigen Features
kann dieser Berechnungsschritt schnell im Vergleich zur vollen Berech-
nung durchgefiihrt werden. Da aber, wie oben angefiihrt, mit dieser
Reduzierung ein Informationsverlust und damit eine verminderte Ergeb-
nisqualitat einhergehen, wird dieses Ergebnis lediglich zur Vorfilterung
fiir eine weitere Berechnungsrunde verwendet. Die Evaluierung hat ge-
zeigt, dass selbst bei Verwendung von lediglich zehn bis 20 Features eine
sehr gute Unterscheidung zwischen “nicht dhnlich” und “dhnlich” erreicht
wird. Lediglich der Grad der Ahnlichkeit kann mit einer héheren Anzahl
Features genauer bestimmt werden. Aus diesen Beobachtungen ergibt
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sich der Ansatz, lediglich fiir diejenigen Texte eine detaillierte Berechnung
durchzufiihren, deren Relevanzwerte nach der ersten Berechnungsstufe
iiber einem bestimmten Grenzwert liegen.

Eine weitere Steigerung der Berechnungsgeschwindigkeit kann erreicht
werden, indem der erste Schritt nicht anhand des hier diskutierten Al-
gorithmus berechnet wird, sondern auf rein syntaxbasierten Verfahren
wie dem klassischen tf - id f in Kombination mit der Cosinusidhnlichkeit
baut. Damit kommen zwar die oben diskutierten Vorteile dieses Ansatzes
nicht in vollem Umfang zum Zuge, fiir eine einfache Vorfilterung sind
jedoch die Ergebnisse syntaxbasierter Verfahren in vielen Suchszenari-
en hinreichend gut. Texte, fiir die sich in dieser Stufe eine iiber einem
bestimmten Grenzwert liegende Ahnlichkeit ergeben hat, werden dann
in der nachfolgenden Stufe wieder mit dem aufwiandigeren aber auch
detaillierteren hier diskutierten Verfahren analysiert.

* Wird das zweistufige Verfahren aus Punkt 2 mit dem Algorithmus der
Konzeptuellen Kontexte in beiden Stufen eingesetzt, dann ist offensicht-
lich eine Kombination mit der Feature-Selektion aus Punkt 1 sinnvoll, um
die Ergebnisqualitit des Vorfilters zu steigern.

Der relevante Aufwand fillt alleine bei der Berechnung der die Dokumente
reprisentierenden Vekoren an. Die anschlieRende Berechnung der Ahnlichkeit
anhand der Cosinus-Ahnlichkeit der Vektoren erfordert nur wenige Millisekun-
den und fallt somit nicht ins Gewicht. Sie wird daher an dieser Stelle nicht
gesondert betrachtet.

Untersuchung 2 — Parallelisierbarkeit

Abbildung 6.5 zeigt die Anzahl der Transformationen d — C; pro Sekunde in
Abhangigkeit der Anzahl parallel gestarteter Prozesse. Da es sich bei der Te-
stumgebung um ein Doppelprozesser-System handelt, entspricht die Steigerung
des Durchsatzes bei Nutzung von zwei Prozessen (1,13 Transformationen/Se-
kunde) gegeniiber lediglich eines Prozesses (0,65 Transformationen/Sekunde)
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Abbildung 6.5: Durchsatz in Abhingigkeit der Anzahl paralleler Prozesse

den Erwartungen. Die Steigerung des Durchsatzes um 74% liegt unter der Ideal-
marke von 100% und erklart sich aus dem hoheren I0-Aufwand bei mehreren
parallelen Prozessen, wodurch der Festspeicher zur Performanz bestimmenden
Komponente wird. Werden weitere Prozesse parallel gestartet, so sinkt der
Durchsatz wieder auf einen konstanten Wert von 0,9 Transformationen pro
Sekunde. Dieser Riickgang erklart sich durch hohere Kosten fiir das Prozessma-
nagement sowie aus der Tatsache, dass der hier verwendete Datenbankserver
MySQL keinen konfigurierbaren Datencache verwaltet und statt dessen auf den
Dateisystem-Cache des Betriebssystems zuriickgreift. Bei der Nutzung mehrerer
paralleler Prozesse werden damit aber auch grof3ere Datenvolumina prozessiert,
was zu vermehrten Cache-Misses fiihrt und somit zusitzlichen 10-Aufwand
produziert. Der dritte Prozess nimmt jedoch eine Sonderrolle ein. Hier fallt
die Reduktion des Durchsatzes geringer aus im Vergleich zu vier und mehr
Prozessen. Der Grund dafiir ist in der Tatsache zu sehen, dass der dritte Pro-
zess CPU-Zeit nutzen kann, die bei lediglich zwei Prozessen aufgrund von
[I0-Wartezeiten ungenutzt bliebe. Zwar tritt auch hier die Cache-Problematik zu
Tage, jedoch wirkt sie sich nicht so stark aus wie bei einer weiteren Steigerung
der Parallelitét.
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6.4.4.3 Zusammenfassung der Performanz-Messungen

Die Ergebnisse der Performanz-Messungen lassen sich wie folgt zusammenfas-
sen:

* Der hier vorgestellte Ansatz eignet sich insbesondere fiir den Einsatz
in Szenarien wie den in Kapitel 4.2.2.2 vorgestellten Focused Crawling
Szenarien. Diese Art von Suche findet typischerweise unter starker Be-
grenzung der verfiigbaren Bandbreite statt, was in einer geringen Anzahl
von Texten resultiert, die in einem bestimmten Zeitraum verarbeitet wer-
den miissen. Beim motivierenden Szenario handelt es sich um kleine
und mittelstindige Unternehmen, die lediglich einen Teil der Bandbrei-
te der Internetanbindung fiir langfristig angelegte Suchen wie einen
Focused-Crawler-Lauf reservieren konnen. Vor diesem Hintergrund be-
trachtet, ist ein Durchsatz von zwei Dokumenten pro Sekunde akzeptabel.
Insbesondere vor dem Hintergrund der zunehmenden Verbreitung von
Mehrprozessor- und Mehrkern-Architekturen sind die notwendigen Be-
rechnungen auch auf im typischen Biiroumfeld eingesetzten PCs effizient
durchfiihrbar.

e Im Rahmen von herkdmmlichen Suchmaschinen hingegen erscheint der
Ansatz nicht praktikabel. Selbst bei massiver Parallelisierung der Netz-
bzw. Vektorberechnung konnen die heute von typischen Suchmaschinen
indexierten Dokumentenmengen nicht in akzeptabler Zeit verarbeitet
werden.

e Dort wo eine Steigerung des Durchsatzes notig ist oder umfangreiche
Texte verarbeitet werden, konnen mehrstufige Losungen zum Einsatz
kommen, die den durchschnittlichen Durchsatz steigern, ohne in nen-
nenswerten Qualititseinbulden zu resultieren.
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6.5 Zusammenfassung

In den vorangegangenen Abschnitten wurde ein Ansatz zur Berechnung der
Ahnlichkeit von Texten vorgestellt. Dieser Ansatz geht iiber die Berechnung der
rein syntaktischen Ahnlichkeit hinaus und liefert ein MaR fiir die inhaltliche
Ahnlichkeit. Diese inhaltliche Ahnlichkeit bestimmt sich dabei aus der Ahnlich-
keit der tiber den Texten berechneten Wikipedia-Artikel-Graphen. Sie bietet
jedoch insbesondere kein Maf fiir die semantische Ahnlichkeit der Texte, was
aber fiir den hier vorgestellten Anwendungsfall nicht nur keine Einschrankung,
sondern vielmehr ein gewiinschtes Verhalten darstellt.

Neben einer detaillierten Beschreibung des Algorithmus zur Berechnung dieser
Graphen und des zur Bestimmung der Ahnlichkeit von Texten eingesetzten
Mafes, wurden qualitative und quantitative Messungen prasentiert, die die
Nutzbarkeit dieses Ansatzes bestitigen bzw. ihre Grenzen aufzeigen.
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KAPITEL

ERKENNUNG VON
NAMENSNENNUNGEN IN TEXTEN

In den beiden vorangegangenen Kapiteln 5 und 6 wurde diskutiert, wie Informa-
tionsquellen im Web aus technischer Sicht erschlossen werden konnen und wie
eine Filterung der relevanten Dokumente erfolgen kann. Diese beiden Schritte
sind aus Benutzersicht jedoch lediglich als Vorbereitung fiir den eigentlichen
Schritt der Informationsextraktion zu sehen. Dieses Problem der Extraktion
strukturierter Informationen aus unstrukturierten Texten wird im Folgenden
diskutiert und rundet somit das Konzept der Softwareplattform fiir komplexe
Suchprobleme ab.

Die Extraktion von Information aus Texten oder Dokumenten ist eine zentrale
Aufgabe im Bereich Information Retrieval. Die in einem Text enthaltenen Infor-
mationen sind dabei unterschiedlicher Natur, und nicht alle diese Informationen
lassen sich Stand heute mittels automatisierter Verfahren auch vollstdndig extra-
hieren — bspw. ob eine Person einen Sachverhalt gutheif3t oder nicht (Sentiment
Detection, vgl. Kapitel 3.2). In anderen Bereichen, insbesondere wo es um die
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Erkennung einfacher Fakten geht, funktioniert dies hingegen besser. Ein solcher
Bereich ist die Named Entity Recognition (NER). Dabei geht es darum, die Nen-
nung von Entitdten wie Personen-, Firmen- oder Ortsnamen, Telefonnummern,
Adressen etc. in einem Text zu identifizieren. Dem menschlichen Leser fallt diese
Aufgabe im Allgemeinen nicht schwer, da er anhand des Kontextes oder mittels
Methoden der Mustererkennung schnell und einfach die Nennung von Namen,
Orten etc. in einem Text erkennt. Doch auch auf diese Art und Weise nicht
eindeutig identifizierbare Nennungen stellen fiir den menschlichen Leser eines
Textes kein Problem dar. Aufgrund seines Wissens iiber die verwendete Sprache
kann der Mensch den Inhalt eines Textes verstehen und einzelnen Begriffen eine
Bedeutung zuordnen — bspw. Ort, Person oder Telefonnummer. Software hat die-
ses Sprachverstdndnis im Allgemeinen nicht in dem hierfiir benétigten Umfang,
weshalb eine derartige Analyse meist nicht die Ergebnisqualitit erreicht, die
ein Mensch erreichen wiirde. Andererseits ist die Verarbeitungsgeschwindigkeit
eines solchen Softwaresystems ungleich hoher als die eines Menschen, weshalb
oft zu Gunsten des hoheren Durchsatzes auf solche Systeme zuriick gegriffen
wird und somit Kompromisse zwischen Qualitit und Quantitit eingegangen
werden.

Prinzipiell lassen sich die bei der Erkennung solcher Entitdten von Software
bzw. auch von Menschen gemachte Fehler in zwei Klassen teilen:

1. Es werden nicht alle Nennungen von Entititen in einem Text erkannt
2. Worter oder Wortsequenzen werden als Entititen identifiziert, obwohl sie
eigentlich keine solche reprasentieren

Die Reduzierung der Erkennungsfehler einer Klasse fiihrt dabei in der Regel zu
einer Zunahme der Fehler in der anderen Klasse, da es sich um gegenlaufige
Optimierungsziele handelt: wenn mehr Entitatennennungen erkannt werden
sollen, so steigt auch die Gefahr, falschlicherweise Begriffe als Entititen zu
identifizieren, die keine sind. Anders herum werden manche Begriffe nicht
als Entitdten erkannt wenn darauf Wert gelegt wird, dass das System nur
diejenigen Begriffe zuriick meldet, bei denen es ganz sicher ist, dass es sich um
Entitdtennennungen handelt.
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Bewerten lassen sich solche Systeme durch den Vergleich ihrer Ergebnisse mit
einer Referenz. Diese Referenz setzt sich aus Texten zusammen, die manuell
oder halbautomatisch mit manueller Nacharbeit auf Entititennennungen hin
untersucht und um diese Informationen in Form von zusitzlichen Metadaten
erganzt wurden. Die Erkennungsleistung eines solchen Systems kann nun mit
der im Information Retrieval weit verbreiteten Metriken Precision und Recall
bewertet werden:

Precision Die Precision gibt an, wie verldsslich die Ergebnisse eines Systems
im Hinblick auf falschlicherweise erkannte Textbereiche sind. Sie setzt
dabei den Anteil der vom System korrekt identifizierten Nennungen ins
Verhaltnis zu der Gesamtzahl der vom System gefundenen vermeintlichen
Nennungen.

TP

P=——— (7.1)
TP+ FP

Die Anzahl der korrekt identifizierten Nennungen wird als korrekt positiv
bzw. True Positive (TP) bezeichnet. Die Gesamtzahl der vom System ge-
fundenen vermeintlichen Nennungen hingegen setzt sich aus den korrekt
positiv und den falsch positiv (False Positive (FP)) gewerteten Nennungen
zusammen. Letztere bezeichnen die Anzahl der vom System félschli-
cherweise als Entitdten-Nennungen identifizierten Textstellen. Eine hohe
Precision bedeutet somit, dass es unter allen identifizierten vermeintlichen
Nennungen nur wenige gibt, die tatsdachlich keine Nennungen sind. Sie
stellt damit ein MaR fiir die Genauigkeit des Systems dar.

Recall Der Recall hingegen setzt den Anteil der vom System korrekt identifizier-
ten Nennungen ins Verhéltnis zur Anzahl der in der Referenz hinterlegten
Nennungen.

TP

R=——— (7.2)
TP+FN
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Neben den fiir die Berechnung der Precision bereits diskutierten Maf3en
TP und FP wird hierzu ein weiteres Malf3 FN eingefiihrt. Es bezeichnet die
Anzahl der in der Referenz hinterlegten Nennungen, die jedoch vom be-
trachteten System félschlicherweise nicht erkannt wurden. Sie werden als
falsch negativ bzw. False Negative (FN) bezeichnet. Der Recall ist damit ein
Mal} dafiir, welcher Anteil aller in einem Text vorhandenen Nennungen
von einem System erkannt werden.

Wie oben bereits angedeutet, stellen Precision und Recall zwei gegenlaufige
Optimierungsziele dar. Um einen hohen Recall zu erhalten, konnte man alle
Worter eines Textes als Namensnennungen ,erkennen®. Jedoch wiirde dies
zu einer extrem schlechten Precision fiihren, da das Ergebnis von Gleichung
7.1 aufgrund der vielen False Positives stark gegen Null tendieren wiirde. Ent-
sprechend wiirde der Ansatz, nichts bzw. nur absolut sichere Nennungen zu
,erkennen“, zur Maximierung der Precision P fiihren. Es wiirden die False Nega-
tives in Gleichung 7.1 an Einfluss verlieren und P wére immer 1.0 bzw. 100%.
Dann jedoch wiirde FN in Gleichung 7.2 bestimmend und der Recall R wiirde
gegen Null gehen.

Da nun unterschiedliche Systeme unterschiedlich stark auf Precision bzw. Recall
hin optimiert sind, ist ein direkter Vergleich oftmals schwer. Die beiden Mal3e
werden daher meist zusitzlich in ein kombiniertes Maf3, den F-Score, iiberfiihrt:

_(B*+1)-P-R

P~ P+p2R 7:3)

Anhand des Faktors 3 kann das Gewicht von Recall bzw. Precision im kombi-
nierten Mal} beeinflusst werden. Fiir gewohnlich wird 8 = 1 gewahlt, wodurch
sich dann der F;-Score zum harmonische Mittel ergibt.

(7.4)

P+R
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Das Ergebnis ist ein Wert im Intervall zwischen 0.0 und 1.0 bzw. zwischen
0% und 100%, wobei ein Wert von 1.0 ein in Bezug auf Precision und Recall
perfektes System reprisentieren wiirde.

7.1 Probleme herkommlicher Ansatze

Die Diskussion existierender und moglicher Verfahren beschrankt sich im Fol-
genden auf die Erkennung von Personennamen. Die selben oder zumindest
dhnliche Verfahren konnen jedoch im Allgemeinen auch fiir die Erkennung
anderer Typen von Entitdten verwendet werden. Diese Fokussierung dient da-
her lediglich der Vereinfachung der Diskussion und stellt keine funktionale
Einschrankung dar.

Die Technologie der NER ist mittlerweile so weit fortgeschritten, dass aktu-
elle Verfahren Precision- und Recall-Werte von {iber 90% erreichen [MPO1 ]
[TKSDMO3]. Allerdings werden solche Werte derzeit nur unter Laborbedin-
gungen erreicht, d.h. auf den Texten, die zur Entwicklung der jeweiligen
NER-Systeme verwendet wurden bzw. auf Texten, die diesen Trainings-/ Ent-
wicklungstexten in Stil und oftmals auch Inhalt dhneln [Law06]. Bspw. wurde
und wird auf wissenschaftlichen Veranstaltungen wie den MUC- (Message
Understanding Conference) und CoNLL- (Conference on Computational Natu-
ral Language Learning) Konferenzen, eine Sammlung von Nachrichtentexten
sowohl als Entwicklungs- als auch als Evaluationskorpus [Chi01] verwendet.
Dazu wird die Textsammlung in zwei Untermengen aufgeteilt, so dass die
Entwicklung bzw. das Training von NER-Systemen auf der einen Teilmenge
vorgenommen wird. Die Evaluation dieser Systeme erfolgt dann auf der ande-
ren Teilmenge. Motivation fiir dieses Vorgehen ist dabei, die Systeme anhand
der ersten Teilmenge auf die Eigenarten und Besonderheiten zu trainieren bzw.
darauf zuzuschneiden. Mit dem Testlauf auf den iibrigen Texten, die nicht fiir
die Entwicklung der Systeme genutzt wurden und daher noch als unbekannt
gelten, kann nun ermittelt werden, ob das jeweilige System fiir alle Texte der
Sammlung dhnlich gute Ergebnisse erzielt.
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Problematisch an diesem Ansatz bzw. am Streben nach immer héheren Precision-
und Recall-Werten ist jedoch, dass die publizierten Systeme hochgradig auf
die jeweiligen Texte spezialisiert sind. Diese Spezialisierung aulfert sich darin,
dass sowohl die Textsorte und das Genre Einfluss auf die Erkennungsleis-
tung haben und oftmals sogar auch das Thema der Texte. In [Gri03] wird
ein Beispiel angefiihrt, in dem es um NER in Nachrichtentexten geht. Die Er-
kennungsleistung des Systems ging dabei um 3% zuriick, als Nachrichten zu
einem bisher unbekannten, d. h. nicht trainierten Thema analysiert werden
sollten. Bei einem anderen Beispiel aus der Bioinformatik ist der Riickgang
noch deutlicher: In einer Textsammlung sollten Gennamen erkannt werden.
In [LHO5] wurde dabei ein Riickgang von 13% beobachtet, wenn Texte ei-
ner bisher unbekannten Sammlung zur Evaluation genutzt wurden, d. h. das
System auf einen anderen Korpus angewandt wurde. Beziiglich des Textgen-
res kann festgestellt werden, dass diese Systeme auf Nachrichtentexten die
besten Ergebnisse in absoluten Zahlen erzielen. Insbesondere bei Texten, die
nicht professionell verfasst wurden, wie bspw. personliche E-Mails, E-Mails in
Newsgruppen oder Diskussionsforen, liegen die Erkennungsraten mit F-Scores
um 68% deutlich niedriger [MWCO5]. Eine Erkldrung fiir dieses Phanomen ist
die im Vergleich zu journalistischen (Nachrichten-) Texten mangelnde Sorgfalt,
mit der die im Beispiel genannten Texte erstellt werden. Es wird weniger auf
eine saubere Grammatik geachtet, Rechtschreibung hat zumindest im privaten
E-Mail-Verkehr oftmals nicht den Stellenwert wie im Bereich der Print-/Online-
Medien oder im geschaftlichen Umfeld und nicht zuletzt werden Beziige auf fiir
das Textverstdndnis relevante zuséatzliche Informationen oftmals nicht explizit
niedergeschrieben, da sie den Kommunizierenden aus dem Kontext bekannt
sind [MTU"01][MWCO05][Law06].
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7.2 Bessere Erkennungsraten durch Kombination mehrerer

Systeme

Wiahrend die Spezialisierung der oben angefiihrten Systeme auf spezielle Texte
in vielen Bereichen nicht hinderlich oder sogar gewollt ist, so stellt sie doch
bei der Anwendung solcher Systeme auf das allgemeine WWW den zentra-
len Schwachpunkt dar. Das WWW besteht aus einer Sammlung hochgradig
heterogener Dokumente, die Genre-iibergreifend miteinander verkniipft sind.
Nachrichtentexte verweisen auf Enzyklopadie-Eintrédge, diese wiederum auf
Newsgroup-Beitrage, auf Webforen oder private Homepages etc. Das oben ge-
schilderte Sonderszenario, in dem ein NER-System Texte verarbeitet die nicht
zu dem Genre passen auf dessen Texten es trainiert wurde, stellt somit im
Kontext des WWW den Normalfall dar, mit den entsprechenden Konsequenzen

fiir die Erkennungsleistung.

Ein Ansatz zur Losung des Problems wire das Trainieren der Systeme auf einem
thematisch breiteren Korpus, der sich aus Texten unterschiedlicher Medien
zusammensetzt. Dies wiirde jedoch zum einen die manuelle Annotation groRer
Textmengen erfordern. Zum anderen kann aber der Korpus aus praktischen
Griinden nicht so umfassend sein, als dass man tatsichlich ein von der Doméne
unabhéangiges System erhalten wiirde.

Statt dessen wurden im Rahmen dieser Arbeit andere Wege gesucht, wie ausge-
hend von bestehenden Systemen und Sprachmodellen die Erkennungsleistung
verbessert werden kann. Zwei Ansétze wurden dazu betrachtet [Law06][KSJO7]:

* Die Kombination mehrerer existierender Systeme.

* Die Nutzung von Informationen iiber bereits erkannte Namen.

7.2.1 Kombination mehrerer existierender Systeme

Fiir die im Folgenden beschriebenen Analysen wurden drei frei verfiigbare
NER-Systeme eingesetzt: OpenNLP [Ope] als Vertreter der Maximum-Entropy-
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Modelle, LingPipe [Lina] mit einem Hidden-Markov-Modell sowie der Stanford
Named Entity Recognizer [FGMO05] auf Basis von Conditional Random Fields.
Fiir eine grundlegende Erlduterung dieser Modelle und Techniken sei an dieser
Stelle auf die Fachliteratur verwiesen: [Bor99] [BSW99] [FGMO05] [MS99].

Die Idee, mehrere Systeme zu kombinieren, wird motiviert durch die Beobach-
tung, dass unterschiedliche Systeme ihre Fehler an unterschiedlichen Stellen
im Text machen [FIJZ03]. Kombiniert man jedoch die Ergebnisse dieser unter-
schiedlichen Systeme, so konnen diese Fehler, zumindest teilweise, verhindert
werden. Die Kombination kann mittels verschiedener Strategien erfolgen: eine
UND-Verkniipfung der Ergebnisse wiirde genau diejenigen Ergebnisse liefern,
die alle beteiligten Systeme iibereinstimmend erzielt haben. In erster Linie
wiirde das die Precision erhohen, wohingegen der Recall als obere Schranke
den Recall-Wert des ,schlechtesten Systems bekdme. Alternativ zur UND-
Verkniipfung kann eine ODER-Verkniipfung angewandt werden. Damit wiirde
der Recall optimiert, fiir die Precision jedoch miisste mit Einbul3en gerechnet
werden, da auch mehr falsch-positive Ergebnisse geliefert wiirden. Um diese Fo-
kussierung der UND-/ODER-Verkniipfung auf Precision bzw. Recall aufzuheben,
wird im Folgenden eine Voting-Strategie [HZDO01] diskutiert. Dabei wird eine
Textstelle nur dann in die Ergebnismenge tibernommen, wenn eine Mehrheit
der Systeme sie als Entitat erkannt hat. Sind am Voting-Verfahren bspw. drei
Systeme beteiligt und wird als Quorum die einfache Mehrheit angesetzt, so
kann jeder Fehler (falsch-positiv sowie falsch-negativ) behoben bzw. vermieden
werden, der nur in einem der Systeme auftritt. Soll dennoch in bestimmten
Szenarien entweder die Precision oder der Recall im Vordergrund stehen, so
kann das Voting-Verfahren auch die UND- bzw. ODER-Verkniifung simulieren,
indem das Quorum hin zu ,,alle Systeme* bzw. ,lediglich ein System“ modifiziert
wird. Auch kann der Einfluss eines Systems auf das Gesamtergebnis angepasst
werden, indem beim Voting gewichtete Stimmen verwendet werden.
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7.2.2 Nutzung von Informationen iiber bereits erkannte Namen

Alle hier untersuchten NER-Systeme behandeln jedes Vorkommen eines Na-
mens isoliert. Sofern lediglich erkannt werden soll, welche Entitaten in einem
Text genannt werden, ist dies auch oftmals ausreichend. Sollen jedoch weitere
Analysen durchgefiihrt werden, wie bspw. im dieser Arbeit zugrunde liegenden
Szenario der Bestimmung der Expertise einer Person, so ist auch von Inter-
esse, an welchen Stellen bzw. wie oft eine Person genannt wird. Um diese
Information korrekt bestimmen zu kénnen, muss jedoch bertiicksichtigt wer-
den, dass die Nennung einer Person auf verschiedene Arten erfolgen kann. In
den Satzen ,,Gottlieb Daimler arbeitete in Stuttgart. Dort entwickelte er den
Einzylinder-Viertaktmotor* beziehen sich die Nennungen ,,Gottlieb Daimler*
und ,.er“ auf die selbe Person, sie werden als koreferent bezeichnet. Koreferenzen
beschranken sich aber nicht nur auf die Behandlung solcher Pronomen [Mit01],
sondern schlief3en auch unterschiedliche Bezeichner einer Entitat ein. Bspw.
wird fiir Personen in den meisten Texten bei ihrer ersten Nennung der volle
Namen verwendet, wohingegen sich folgende Nennungen oftmals lediglich auf
den Vor- oder Nachnamen beschrianken [VCO1]: , Gottlieb Daimler arbeitete in
Stuttgart. [...] Daimler entwickelte gemeinsam mit Maybach das erste ben-
zinbetriebene Motorrad“. In vielen Fillen wird die Nennung im zweiten Satz
von NER-Systemen nicht eindeutig erkannt, da es sich um keinen vollstindigen
Namen handelt. In solchen nicht-eindeutigen Kontexten ist daher das Wissen
dariiber, dass ,,Daimler” bereits als Teil eines Namens identifiziert wurde, eine
hilfreiche Information zur Erkennung dieser Nennung [KMO06].

Implementiert wurde ein solches System anhand von Aquivalenzklassen. Dabei
bildet jede erstmalig identifizierte Nennung den ersten Eintrag einer eigenen
Klasse. Diese wird dann mit Namen erweitert, die sich von dem ersten Eintrag
ableiten lassen, was durch ein einfaches Regelwerk erreicht werden kann.
Bspw. ergibt sich aus der Nennung ,,Dr. Michael Maier die Aquivalenzklasse
(Dr. Michael Maier; Dr. M. Maier; Dr. Maier; Michael Maier; M. Maier; Michael;
Maier). Mittels einfacher Verfahren, bspw. anhand von Reguldren Ausdriicken,
konnen dann weitere Nennungen der Person im Text erkannt werden.
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Abbildung 7.1: Verwendung von Aquivalenzklassen (nach [Law06])

Der Einsatz solcher Aquivalenzklassen zur Erhéhung der Ergebnisqualitit kann
somit als dreistufiger Prozess dargestellt werden (Abbildung 7.1):

1. Annotation des Textes mit einem NER-System bzw. einem kombinierten
System, wobei der Schwerpunkt auf hoher Precision liegt. Der Recall ist
dabei verhdltnisméaf3ig niedrig, da potenziell viele Nennungen tibersehen
werden.

2. Erzeugung von Aquivalenzklassen aus in Schritt 1 erkannten Nennungen.

3. Suche nach weiteren Nennungen aus den Aquivalenzklassen, um den
Recall zu erhohen.

Die Precision kann mit diesem Ansatz nicht erhoht werden, da falsche Klassifi-
zierungen der NER-Systeme aus Schritt 1 nicht riickgdngig gemacht werden.
Im Gegenteil, die Precision der Systeme aus Schritt 1 stellt eine obere Schranke
dar, die jedoch im Regelfall nicht erreicht werden kann, da in Schritt 3 ggf.
weitere falsch-positive Nennungen in die Ergebnismenge einflie3en.

7.3 Evaluation

Wie oben bereits angefiihrt, werden NER-Systeme gewohnlich entweder auf
Korpora getestet, die sich aus Nachrichtentexten zusammen setzen, oder aus sol-
chen, die der Bio-Informatik entstammen. Aus diesen Bereichen kommen auch
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die Testdaten. Diese Korpora sind jedoch sehr homogen in Bezug auf Genre und
oftmals sogar in Bezug auf das von den einzelnen Texten behandelte Thema.
Da in vielen Szenarien — wie bspw. bei der Expertensuche — aber eine Beschrén-
kung auf Nachrichtentexte nicht sinnvoll ist, musste das NER-System mit der
Heterogenitét der Texte des gesamten WWW umgehen konnen. Der Nachweis,
dass dies gelingt, kann aber anhand eines homogenen Nachrichtenkorpus nicht
geliefert werden.

Aus diesem Grund wurde fiir die folgende Evaluation ein auf der Online-
Enzyklopadie Wikipedia basierender Korpus gewdahlt [Law06]. Zwar ist auch
hier keine Unabhangigkeit vom Textgenre gegeben — es handelt sich bei allen
Texten um Lexikoneintrage — dennoch besitzt dieser Korpus im hier betrachteten
Kontext zwei wesentliche Vorteile gegeniiber Standardkorpora aus der NER-
Evaluationsdomaéne:

1. Er setzt sich aus Texten zu unterschiedlichsten Themen zusammen. Dies
wurde durch eine zuféllige Auswahl von Artikeln aus der gesamten Wiki-
pedia erreicht.

2. Art und Stil der Texte sind deutlich heterogener als in einem Nachrichten-
korpus. Dies begriindet sich in der Tatsache, dass die Autoren der Texte
meist keine journalistische Ausbildung haben, ihre Schreibstile daher
nicht einer Norm folgen. Zudem weisen die Texte einen sehr unterschied-
lichen Detaillierungsgrad auf.

Die im Rahmen der Evaluierung eingesetzten Systeme wurden mit ihren stan-
dardméf3ig mitgelieferten Modellen auf diesen Korpus angewandt und insbe-
sondere nicht neu trainiert. Aufgrund der breiten inhaltlichen Ficherung des
hier erzeugten Evaluationskorpus und der Tatsache, dass die Standardmodel-
le durch Training auf Nachrichtenkorpora generiert wurden, kann somit also
dieses Szenario als Einsatz auf trainingsfremden Texten angesehen werden.

Tabelle 7.1 fasst die Ergebnisse dieser Evaluation zusammen. Der erste Eintrag
,Listenbasiert” stellt die Ergebnisse des in Kapitel 4.2.3.1 vorgestellten einfa-
chen Ansatzes auf Basis von Namensdatenbanken und Regulédren Ausdriicken
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Tabelle 7.1: Evaluationsergebnisse fiir verschiedene NER-Systeme

NER-System | Precision | Recall | F,

Listenbasiert 0,65 0,20 0,31
OpenNLP 0,50 0,37 0,43
LingPipe 0,39 0,55 0,45
Stanford 0,64 0,68 0,66
Voting 0,74 0,55 0,63
Voting+Koreferenz 0,69 0,66 0,68

dar. Wahrend die Precision mit 0,65 mit den {ibrigen Systemen durchaus auf
dhnlichem Niveau liegt, so ist doch auffallig, dass das System in Bezug auf
Recall (0,20) nicht konkurrenzfahig ist. In erster Linie liegt das daran, dass
die Regularen Ausdriicke so definiert wurden, dass die Nennung alleine eines
Vor- oder Nachnamens nicht erkannt wird, um die Anzahl der falsch-positiven
Ergebnisse im Falle von Namen wie , Miiller“ (Nachname und Berufsbezeich-
nung), ,,Konig“ (Nachname und Amt) oder , April“ (Monat und engl. Vorname)
zu reduzieren. In dieser Beziehung sind statistische NER-Systeme dem Listen-
basierten deutlich {iberlegen, da sie ein Sprachmodell besitzen, anhand dessen
in vielen Fillen erkannt werden kann, ob es sich um eine Namensnennung
oder die Nennung des jeweiligen Begriffs in einer anderen Bedeutung handelt.
Aufgrund des sehr niedrigen Recalls und des daraus resultierenden niedrigen
F,-Wertes (0,31), wurde dieses NER-System von den weiteren Untersuchungen
ausgenommen.

Im Rahmen dieser Arbeit wurde fiir den Parameter f fiir die Berechnung des
F-Score stets der Wert 1.0 gewahlt, also Precision und Recall gleichermalf3en
stark gewichtet. Dies entspricht dem Standardvorgehen in der Literatur. Fiir
manche Einsatzzwecke kann ffdavon abweichende Werte annehmen. Sollen
bspw. die Namensnennungen in einem Textkorpus anonymisiert werden, so
ist ein hoher Recall wichtiger als eine hohe Prazision — besser es werden alle
Namensnennungen gefunden und einige weitere Textpassagen fédlschlicherweise
unkenntlich gemacht, als dass doch ein Name sichtbar bleibt. In [MWCO05] bspw.
wurden fiir diesen Anwendungsfall auch F,-Werte mit 3 = 2 untersucht.
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Die Zeilen zwei bis vier in Tabelle 7.1 zeigen die Ergebnisse fiir die o. g. frei
verfiigbaren NER-Systeme OpenNLE LingPipe und den Stanford-NER. OpenNLP
und LingPipe besitzen ihre Starken jeweils im Bereich der verhaltnismél3ig ho-
hen Precision (OpenNLP) bzw. des Recalls (LingPipe). Ihre F;-Werte unterschei-
den sich hingegen kaum. Demgegeniiber zeigt das Standford-System deutlich
konsistentere Leistungen in Bezug auf Precision und Recall, was sich auch in
einem F,-Wert auf gleichem Niveau spiegelt. Da das listenbasierte System von
den weiteren Untersuchungen ausgenommen wurde, stellen diese drei Systeme
die Nulllinie dar, gegeniiber der die hier vorgestellten Verbesserungsvorschliage
getestet wurden.

Der erste Verbesserungsvorschlag war die Einfiihrung von Mehrheitsentschei-
dungen, um die Fehler (falsch-positiv sowie falsch-negativ) zu kompensieren,
die von lediglich einem System begangen werden. Dazu wurden die drei zu-
vor genannten Systeme in ein kombiniertes System zusammengefasst und das
Quorum fiir den Entscheid auf die einfache Mehrheit festgesetzt. Die Ergeb-
nisse finden sich in Zeile fiinf unter ,Voting“. Auffallend ist der herausragende
Precision-Wert von 0,74, dem jedoch ein lediglich durchschnittlicher Recall-Wert
von 0,55 gegeniiber steht.

Der gute Precision-Wert lasst sich dadurch erkldren, dass die drei Systeme
auf unterschiedlichen Modellen basieren (Maximum-Entropy, Hidden-Markov
und Conditional Random Fields) und ihre Fehler daher in der Regel an un-
terschiedlichen Stellen machen. Der Mehrheitsentscheid fiihrt nun dazu, dass
diejenigen Textstellen, die mehrheitlich als Namensnennung erkannt wurden,
nun auch mit einer sehr geringen Wahrscheinlichkeit falsch-positiv sind, weil
im Gegenzug die Wahrscheinlichkeit gering ist, dass drei unabhédngige Systeme
an der selben Textstelle einen Fehler machen.

Dies hat allerdings offensichtliche Auswirkungen auf den Recall. Textstellen,
die von lediglich einem System erkannt werden, die also im Sinne des kombi-
nierten Modells eine grolde Unsicherheit aufweisen, fallen bei diesem Ansatz
heraus. Wahrend dadurch falsch-positive Nennungen reduziert werden und
die Precision steigt (siehe oben), so sinkt demgegeniiber klar der Recall, da
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Tabelle 7.2: Beste NER-Systeme fiir Precision bzw. Recall bzw. F,
NER-System | Precision | Recall | F,

Stanford 4+ OpenNLP 0,84 0,35 0,48
Voting + Koreferenz 0,69 0,66 0,68

manche Konstrukte lediglich von einem System erkannt werden und somit den
Mehrheitsentscheid nicht passieren. Zusammengefasst bedeutet dies, dass bei
Anwendung dieses Ansatzes davon ausgegangen werden kann, dass diejenigen
Nennungen, die identifiziert wurden, auch tatsdchlich Namensnennungen sind.
Allerdings werden bei weitem nicht alle Nennungen auch identifiziert. Liegt
der Fokus also auf einer hohen Precision, so ist das Voting-System den drei
Einzelsystemen eindeutig vorzuziehen, und auch in Bezug auf den F;-Wert ist
es mit 0,63 gegeniiber 0,66 nur wenig schlechter als das beste Einzelsystem,
der Stanford-NER.

Die letzte Zeile zeigt die Ergebnisse wenn zusitzlich zum Voting-System auch
Informationen iiber Koreferenzen genutzt werden. Zwar sinkt die Precision,
da auch zu falsch-positive Nennungen Aquivalenzklassen gebildet werden und
in der Folge weitere Fehler auftreten. Dennoch kann das Ziel, den Recall zu
steigern bei verhdltnisméal3ig geringen Einbul3en der Precision, als erfiillt ange-
sehen werden. Einer Reduzierung der Precision von 0,74 auf 0,69 steht eine
Erhohung des Recalls von 0,55 auf 0,66 gegeniiber. Diese positive Bilanz zeigt
sich auch im signifikant hoheren F,-Wert (0,68 gegeniiber 0,63).

Der Vollstandigkeit halber zeigt Tabelle 7.2 auch noch die Systemkombinatio-
nen, die bei alleiniger Betrachtung von Precision/Recall/F; die besten Ergeb-
nisse erzielen. Zeile eins zeigt den Ansatz mit den besten Werten fiir Precision,
den kombinierten Voting-Ansatz. Allerdings sind in diesem Fall lediglich die
beiden Systeme Stanford-NER und OpenNLP beteiligt, was faktisch eine UND-
Verkniipfung bedeutet. Dass diese Kombination einen hohen Wert fiir die Precisi-
on liefert, war aus den Ergebnissen in Tabelle 7.1 vorhersehbar. Auch dort hatte
das kombinierte System die besten Precision-Werte erzielt, die jedoch durch
das Recall-optimierte LingPipe signifikant reduziert wurden. Bedingt durch die
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UND-Verkniipfung konnte jedoch bei der hier betrachteten Zweierkombination
mit keinem hohen Recall gerechnet werden, da dieser durch den Recall des
schlechtesten Systems beschrankt ist (OpenNLP mit R=0,37).

Zeile zwei zeigt die Ergebnisse des kombinierten Voting-Ansatzes (OpenNLP +
LingPipe + Stanford-NER), erweitert um die Koreferenz-Technik. Diese Kombi-
nation liefert sowohl die besten Werte fiir den Recall, als auch insgesamt den
besten F,-Wert. Diese Werte finden sich auch in Tabelle 7.1. Die Hintergriinde
wurden dort bereits erlautert.

7.4 Zusammenfassung

Der in diesem Abschnitt vorgestellte Ansatz zur Identifizierung von Namensnen-
nungen in natiirlichsprachigen Texten hat das Ziel, die Schwéachen einzelner
NER-Systeme auf trainingsfremden Texten zu kompensieren. Dies wurde durch
die Kombination mehrerer einzelner NER-Systeme sowie durch die Nutzung
von Koreferenz-Informationen erreicht. Wahrend der Kombinationsansatz in
erster Linie der Steigerung der Precision dient, so dient der Koreferenz-Ansatz
der Steigerung des Recalls. Auch wenn keiner der hier erarbeiteten Ansitze zu
Erkennungsraten fiihrt, wie sie fiir die Einzelsysteme publiziert sind (Precision
und Recall teilweise bis zu 0,90), so sind die Ergebnisse dennoch als Erfolg zu
werten, da die Untersuchungen auf Textdaten durchgefiihrt wurden, die nicht
den Trainingsdaten der Einzelsysteme entsprechen. An den signifikant besseren
Ergebnissen im Vergleich zu den Einzelsystemen wird dieser Erfolg deutlich.

Im praktischen Einsatz wird man allerdings nicht alleine auf dieses Konzept
setzen. Viele Dokumente lassen sich eindeutig bestimmten Kategorien zuordnen,
wobei das Wissen iiber diese Kategorien zur Namenserkennung genutzt werden
kann. Bspw. konnen wissenschaftliche Veroffentlichung relativ leicht erkannt
werden und Autorennamen sowie Literaturreferenzen extrahiert werden, da
diese meist sehr einfachen Regeln folgen [LGB99] [PM04]. Ein weiteres Beispiel
sind Patentdatenbanken im Web. Ist hier die Struktur sowohl der gesamten
Webprasenz als auch der jeweiligen Dokumenttypen bekannt, so kann dieses
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Wissen zur Identifikation von Namensnennungen genutzt werden, da derartige
datenbankbasierte Anwendungen stets Dokumente erstellen, die dem selben
Schema folgen und daher die Nennungen der Erfinder bzw. Autoren auch
immer an der selben Stelle im Dokument erfolgt. Lasst der praktische Einsatz
eines solchen Systems also erwarten, dass bestimmte Quellen — zwar nicht
ausschliel3lich, aber doch haufig — benutzt werden, so kann eine Anpassung auf
deren Textstruktur sinnvoll sein. Kapitel 5 beschéiftigt sich mit dem Konzept der
Webpriasenz-Konnektoren und einem dazu passenden Integrationsframework,
das eine solche Anpassung effizient ermoglicht.

Ein weiterer Ansatz zur Verbesserung der Erkennungsraten besteht im do-
kumenteniibergreifenden Einsatz der Koreferenz-Bestimmung. Bspw. konnen
zusatzlich zur dokumenteninternen Berechnung auch diejenigen Dokumente
mit berticksichtigt werden, die tiber direkte Verweise mit dem untersuchten
Dokument verkniipft sind. Auf diese Art und Weise lassen sich zusatzlich struk-
turelle Informationen des WWW fiir die Erkennung nutzen.
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KAPITEL

/ZUSAMMENFASSUNG UND
AUSBLICK

Dieses Kapitel schliel3t die vorliegende Arbeit ab und fasst die Ergebnisse
zusammen. Dazu wird zunachst das Gesamtkonzept anhand des in Kapitel 1.1
vorgestellten beispielhaften Szenarios diskutiert. Anschlie3end werden die
Ergebnisse den Anforderungen gegeniiber gestellt und das Erreichte sowie
offene Punkte bewertet.

Die im Rahmen dieser Arbeit entwickelten Konzepte und Softwarelésungen
formen ein Werkzeug, das zur Unterstiitzung und Teilautomatisierung von
Webrecherchen gedacht ist. Da sich reale Recherchen, insbesondere im Um-
feld komplexer Problemstellungen, selten gleichen und immer individuellen
Charakter haben, sind auch die einzusetzenden oder einsetzbaren Mittel und
Werkzeuge nicht zwangslaufig die selben und ein statisches Werkzeug alleine
wiirde dem Anspruch der Universalitdt nicht gerecht werden.

In dieser Arbeit wurden daher zwei Schwerpunkte gesetzt. Zum einen die
Entwicklung einer Suchplattform (vgl. Kapitel 4.1), die sowohl grundlegende

183



Suchwerkzeuge bereits implementiert, als auch entsprechende Schnittstellen
fiir Erweiterungen bzw. die Integration externer Komponenten vorsieht. Dar-
iber hinaus lag der zweite Schwerpunkt auf der Optimierung von drei dieser
Plattformkomponenten (vgl. Kapitel 5-7).

Die Suchplattform an sich wurde in Kapitel 4.2 anhand einer prototypischen
Implementierung der Expertensuche evaluiert. Auch eine Bewertung der drei
Detail-Ansitze wurde in den Kapiteln 5-7 bereits durchgefiihrt. Letztere Ansétze
bauen auf der Suchplattform auf und liefern somit ebenfalls einen Beitrag zu
deren Evaluation.

An dieser Stelle soll daher nun eine zusammenfassende Betrachtung erfolgen,
die das Gesamtkonzept vor dem Hintergrund eines realen Einsatzszenarios
beleuchtet und dessen Tauglichkeit fiir reale Einsatzzwecke und Fragestellungen
bewertet.

8.1 Beispielhafte Anwendung

In Kapitel 1.1 wurde das an eine reale Problemstellung angelehnte Szenario
der alternativen Energiequellen in Form von Brennstoffzellen fiir Outdoor-
Stirnlampen eingefiihrt. Im Folgenden wird nun ein moglicher Verlauf einer
solchen Suche skizziert, wobei iiber den gesamten Suchprozess hinweg die
Suchplattform mit ihren diversen Komponenten zum Einsatz kommt.

Die Suche wird, wie bei Suchen mit herkémmlichen Suchmaschinen gewohnt,
iiber eine einfache Schliisselwortanfrage ,fuel cell“ (engl. fiir Brennstoffzelle)
gestartet. Die an die Suchplattform angeschlossenen externen Suchmaschi-
nen liefern jedoch erwartungsgemal(? eine unspezifische und thematisch breit
gefacherte Trefferliste, was auch durch den implizit aktivierten Clustermecha-
nismus in Form von tendenziell unabhdngigen Clustern bestitigt wird (vgl.
Abbildung 8.1)

Im néchsten Schritt muss also zwangsldufig eine Konkretisierung der Suchanfra-
ge erfolgen. Dazu bietet sich eine Selektion der relevanten Cluster sowie eine
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Clusters

[ Fuel cell
o= [ PEM fuel cells (113

o= [ Salid oxide fual cells (10

o= [ Developer (1)

o= [ Vehicles {243

o= [ Fuel cell technaloogy {193

o= ] Batteries, fuel cells (&)

o= [ Power generation (6)

o= [ Catalysts, environmental (5)
o= [ Renewable energy (5)

o= [ Prograrm {11}

Abbildung 8.1: Cluster der zur Anfrage ,Fuel cell“ gefundenen Dokumente

nachgelagerte Schliisselwortextraktion aus in diesen enthaltenen Dokumenten
an. Alternativ kann iiber die Darstellung des konzeptuellen Kontexts von ,fuel
cell“ (vgl. Abbildung 8.2) mittels der Begriffsnetz-Komponente, die auf dem
in Kapitel 6 vorgestellten Algorithmus zur Berechnung der Ahnlichkeit von
Dokumenten basiert, eine weitere Darstellung der verwandten Themen und
eine interaktive Fokussierung durch die Selektion relevanter Bereiche erzielt
werden.

In diesem Fall soll eine Fokussierung auf physikalische und chemische Grund-
lagen erfolgen. Die modifizierte Schliisselwortanfrage ergibt sich zu ,fuel cell
AND (hydrogen OR catalyst OR ... OR energy)“.

Uber eine oder mehrere Iterationen solcher Anpassungen lésst sich die Suchan-
frage schnell in die gewiinschte Richtung lenken und beliebig selektiv gestalten.
Neben der genannten Begriffsnetz-Komponente sind auf dieser Stufe auch der
Synonym-Dienst sowie automatisierte Ubersetzungen von Schliisselwortern
in andere Sprachen, vornehmlich zwischen Deutsch und Englisch, hilfreiche
Instrumente.

Die erstellte Suchanfrage kann nun entweder direkt an die angeschlossenen
Suchmaschinen iibergeben, oder aber zur manuellen Suche von Beispieldoku-
menten fiir den Focused Crawler genutzt werden. Letzterer sucht dann in der
Folge nach inhaltlich dhnlichen Dokumenten, wobei sich beide Konzepte auch
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Abbildung 8.2: Konzeptueller Kontext fiir den Begriff , Fuel cell®

kombinieren lassen. Wird bspw. der Focused Crawler gestartet, so kann anhand
des Crawler-Logs und der Linkstruktur-Komponente verfolgt werden, welchen
Weg der Crawler durch das WWW nimmt, wo er thematische Inseln identifiziert
und wie diese zusammen hingen (vgl. Abbildung 8.3).

Um weiteren Einfluss auf das Ergebnis des Crawlers und dessen Bewertung zu
nehmen, kann der Benutzer die Bewertung fiir seiner Einschitzung nach ,gute®
bzw. ,,schlechte“ Quellen manuell herauf oder herab setzen. In der Folge wird
der Crawler dann Verweisen von dort gefundenen Dokumenten mit hoherer
oder niedrigerer Prioritét folgen und die Bewertung entsprechend anpassen.
Bspw. konnte so der Quelle www.fuelcells.org (allgemeine Informationen und
Verweise zum Thema Brennstoffzelle) eine hohere Wertung zugedacht werden,
wohingegen consumerguideauto.howstuffworks.com (Werbemanagement fiir die

Domain howstuffworks.com) herabgewertet wiirde (vgl. Abbildung 8.3).
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Abbildung 8.3: Besuchte Domains zu Beginn der Suche zum Thema
Brennstoffzellen

In Kapitel 4.2 wurden weitere allgemeine Komponenten beschrieben, die bei
vielen Suchen Gewinn bringend eingesetzt werden konnen. An dieser Stelle
wird auf eine vollstandige Darstellung im beispielhaften Suchprozess verzichtet
und statt dessen auf die problemspezifischen Werkzeuge zur Unterstiitzung der
Expertensuche abgezielt:

Bei jedem Download einer Webressource wird im Hintergrund eine Namenser-
kennung gestartet. Dabei werden Personen- wie Firmennamen im Text identifi-
ziert und das Dokument entsprechend annotiert und persistiert. Eine speziell
fiir die Expertensuche entwickelte Analysekomponente kombiniert nun die Do-
kumentenlisten der angeschlossenen Suchmaschine(n), die Crawl-Verlaufs- und
Rankinginformationen, Netzstrukturinformationen und eben die Ergebnisse
der Namenserkennung. Aus diesen Daten werden verschiedene Kennzahlen
fiir die identifizierten Personen berechnet, ihre Verkniipfungen analysiert und
damit letztlich eine Aussage liber ihre vermutete Expertise auf dem betrachteten
Themengebiet gemacht (vgl. Kapitel 4.2.3.2). Dabei kann der Benutzer nach Be-
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lieben das Gewicht der einzelnen Kriterien modifizieren und die Auswirkungen
auf das Ranking der identifizierten Experten beobachten.

Fiir eine manuelle Priifung der Ergebnisliste und als Startpunkt fiir weitere
Suchen, bspw. nach Kontaktdaten, werden zu jedem identifizierten Experten
entsprechend die Fundstellen im Web, deren Ranking sowie weitere Hinter-
grundinformationen, wie Dichte und Kontext des von den Experten und Res-
sourcen gebildeten Netzwerks, dargestellt (vgl. Abbildung 8.4).
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Abbildung 8.4: Potenzielle Experten und deren Kontext

Insbesondere im Zusammenhang mit einem Focused Crawler spielt die Persistie-
rung der gefundenen Information eine grol3e Rolle. So kann eine langlaufende
Suche zu jedem Zeitpunkt unterbrochen und beliebig spéter fortgesetzt werden.
Die Suchanfrage(n) lassen sich jederzeit modifizieren, bspw. durch die Erwei-
terung mit Namen von Personen oder Firmen, die in fritheren Suchschritten
bereits als relevant identifiziert wurden.

Neben der Moglichkeit des Wiederaufsetzens von unterbrochenen Suchen
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schafft diese Persistierung auch die Grundlagen fiir ein — bisher noch nicht
implementiertes — Monitoring. Es konnen bspw. zusétzliche Komponenten ent-
wickelt werden, die die gleiche Suche in regelmif3igen zeitlichen Abstdnden
wiederholen und entsprechende Unterschiede aufzeigen. Somit konnen Ent-
wicklungen von Themen oder Personennetzwerken analysiert werden, die allein
durch eine einmalige Suche nicht entdeckt wiirden. Wertvolle Dienste wiirde in
diesem Zusammenhang das in Kapitel 5 beschriebene Konnektoren-Framework
leisten, da es die ErschlielSung von einzelnen Webprasenzen besonders einfach
gestaltet.

8.2 Bewertung der Ergebnisse und Ausblick

Die vorliegende Arbeit motiviert sich in erster Linie aus den Anforderungen und
Ergebnissen des Forschungsprojekts nova-net — Innovation in der Internetdko-
nomie. Hier sollten in verschiedenen Industriekooperationen Mittel und Wege
gefunden werden, wie das Internet und insbesondere das WWW zur Informati-
onsgewinnung fir kleine und mittelstdndische Unternehmen genutzt werden
kann — vor dem Hintergrund dass die beteiligten Akteuere keine professionellen
Rechercheure sind. Die Durchfiihrung einer Suche in diesem Kontext wurde als
komplexes Suchproblem und die folgenden drei Aspekte als die wesentlichen
Herausforderungen dabei identifiziert: die Integration des Benutzers in den
Suchprozess (vgl. Kapitel 2.1), die Struktur des WWW mit seinen heterogenen,
fiir herkdbmmliche Webcrawler nur teilweise zuginglichen Ressourcen (vgl. Ka-
pitel 2.2), sowie die Analyse der im WWW vorherrschenden unstrukturierten
bzw. schwach strukturierten Ressourcen, hauptsachlich natiirlichsprachige Texte
(vgl. Kapitel 2.3).

Aufgrund der Komplexitédt des gesamten Themenfeldes der Websuche, erfolgte
nach der Analyse der Problemstellung eine Fokussierung auf vier Themen, um
diese Herausforderungen anzugehen: Suchplattform, Webprasenz-Konnektoren,
Bestimmung der inhaltlichen Ahnlichkeit von Texten sowie Personen- bzw.
Expertenidentifikation. Die Wahl fiel auf eben diese vier Themen, weil sie es
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erlaubten, einen Kompromiss zwischen der Entwicklung von theoretischen
Konzepten und praktisch einsetzbaren Werkzeugen zu finden bzw. weil dort die
Synergien am groldten erschienen.

Mit der in Kapitel 4 vorgestellten Suchplattform wurde die Grundlage fiir ein
effizientes und einzelne Schritte des Suchprozesses integrierendes Werkzeug
geschaffen. Das Konzept der Plattform an sich richtet sich dabei weniger an den
Endbenutzer selbst, als viel mehr an die Entwickler von Suchwerkzeugen. Der
Benutzer profitiert jedoch iiber den intuitiven Zugriff auf verschiedenste inte-
grierte Werkzeuge. Die Plattform erlaubt es dabei, externe problemspezifische
Komponenten in einen Suchprozess zu integrieren und die gewonnenen Daten
und Informationen zwischen beteiligten Komponenten und dem Benutzer auf
einfache Art und Weise auszutauschen.

Im Zuge der Entwicklung der Suchplattform wurden verschiedene Werkzeug-
komponenten entwickelt, die auch bereits im Projekt nova-net sowohl im indus-
triellen als auch im universitdren Umfeld erfolgreich eingesetzt werden konnten.
Besonders hervorzuheben ist in diesem Zusammenhang das Framework fiir die
Entwicklung von Webprasenz-spezifischen Konnektoren (vgl. Kapitel 5). Durch
dieses Framework ist es moglich, schnell und einfach strukturierte Daten aus
nicht oder nur schwach strukturierten Webressourcen zu extrahieren, indem
Wissen tiber die jeweiligen Ressourcen in die Extraktions- und Analysekompo-
nente integriert wird. Demonstriert wurde die Praxistauglichkeit unter anderem
am Beispiel der Webdatenbank des Deutschen Patent- und Markenamtes und
am Webauftritt eines Universitatsinstituts.

Im Laufe des praktischen Einsatzes dieser Suchplattform wurde an verschie-
denen Stellen Optimierungspotenzial identifiziert. Insbesondere der Wunsch
der Benutzer nach Unterstiitzung bei der Spezifikation und Konkretisierung
von Suchanfragen hat den Einsatz des Konzepts der ,,Spezifikation anhand
von Beispieldokumenten und Begriffsnetzen“ motiviert. In diesem Zusammen-
hang konnte gegeniiber herkdmmlichen rein syntaxbasierten Verfahren zur
Berechnung der inhaltlichen Dokumentenéhnlichkeit ein qualitativer Fortschritt
durch den Einsatz der in Kapitel 6 beschriebenen konzeptuellen Kontexte er-
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zielt werden. Auch die in Kapitel 7 diskutierten Konzepte zur Identifizierung
von Namensnennungen in natiirlichsprachigen Texten sind motiviert durch die
Schwichen aktueller Systeme. Zwar liefern diese gute bis sehr gute Ergebnisse
auf Texten, fiir die sie entwickelt oder zumindest trainiert wurden. Auf allge-
mein unbekannten Texten jedoch konnen diese hohen Erkennungsraten meist
nicht erreicht werden. Der Ansatz zur Nutzung von Koreferenzinformationen
und der Kombination mehrerer Systeme fithrt auch hier zu Verbesserungen der
Ergebnisqualitat.

Dennoch bleiben auch Fragen offen und es existiert weiteres Optimierungspo-
tenzial in allen geschilderten Bereichen. Die Suchplattform bietet zwar eine
solide Grundlage fiir die Eigenentwicklung spezieller Problemlosungsstrategien
und -komponenten. Dennoch erhebt sie keinen Anspruch auf vollige Universa-
litdt — es wird immer Probleme geben, fiir dessen Losung die Plattform nicht
geeignet ist oder zumindest nicht die optimale Unterstiitzung bietet. Auch
das Konnektoren-Framework besitzt Einschrdnkungen: so bauen bspw. Weban-
wendungen zunehmend auf Technologien wie AJAX (Asynchronous JavaScript
and XML), was eine Browser-basierte Webanwendung in der Bedienung mit
herkommlichen interaktiven Desktop-Anwendungen vergleichbar macht — aller-
dings die Interpretation und automatisierte Verarbeitung durch Analysesysteme
signifikant erschweren kann. Hier bietet das Framework bisher keine umfassen-
den Antworten.

Der Schwachpunkt der konzeptuellen Kontexte liegt nicht in der Qualitit der
Ergebnisse sondern vielmehr in ihrer aufwiandigen Berechnung. Aulserhalb
des hier beschriebenen Focused-Crawler-Szenarios mit seinem verhaltnismafig
geringen Datenaufkommen lassen sich die vorgeschlagenen Algorithmen auf
grolden Datenmengen kaum effizient einsetzen. Hier sind weitere Konzepte zur
Beschleunigung der Berechnung gefragt, bspw. angepasste Indexstrukturen um
eine teilweise Vorabberechnung der Kontexte zu ermoéglichen, oder aber eine
starkere Parallelisierung, bspw. mittels Cloud Computing.

Die Namenserkennung schliel3lich bietet auf den Texten des hier beschriebenen
Szenarios bessere Erkennungsraten als herkommliche bzw. einzelne Systeme.
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Dennoch kann es an die Leistungen moderner Systeme auf den Texten, fiir die
sie trainiert wurden, nicht ankniipfen.

Zusammenfassend lasst sich festhalten, dass die im Rahmen dieser Arbeit vor-
geschlagenen und implementierten Konzepte den Benutzer bei der Bearbeitung
komplexer Suchfragestellungen im WWW deutlich besser unterstiitzen kénnen,
als dies mit herkommlichen Werkzeugen moglich ware. Illustriert und bestatigt
wurde dies anhand des in Kapitel 1.1 vorgestellten beispielhaften Suchprozesses
und in verschiedenen Praxiseinsidtzen im Rahmen von Industriekooperationen
im Forschungsprojekt nova-net. Wo die Unterstiitzung des Benutzers noch nicht
ausreichend ist, werden in dieser Arbeit Konzepte vorgeschlagen, die eine indi-
viduelle, problemorientierte Entwicklung von Werkzeugen erleichtern und fiir
einen entsprechend geringeren Aufwand bei deren Implementierung sorgen.
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