Selbstorganisierende Infrastrukturen fiir
Ambient Services

Klaus Herrmann

Universitit Stuttgart
Institut fiir Parallele und Verteilte Systeme (IPVS)
Universititstr. 38, 70569 Stuttgart
klaus.herrmann @acm.org

Abstract: Die Vision von intelligenten Umgebungen (Ambient Intelligence — Aml) als
neues Paradigma fiir die Unterstiitzung mobiler Benutzer bei alltdglichen Tiatigkeiten
riickt derzeit zunehmend in den Fokus Europédischer Forschungsaktivititen. Ein ho-
her Grad an Autonomie auf Seiten der unterstiitzenden Software-Systeme ist hierfiir
eine unabdingbare Voraussetzung. Derartige Systeme miissen in der Lage sein, sich
selbst ohne steuernde Eingriffe von Benutzern an deren Aktivitdten und Verhalten an-
zupassen. Entsprechende Systeme sind derzeit jedoch weitgehend unerforscht. Diese
Arbeit stellt den ersten umfassenden Ansatz fiir eine selbstorganisierende Plattform
zur Unterstiitzung von so genannten Ambient Services dar — Diensten, die es dem mo-
bilen Benutzer gestatten, mit seiner unmittelbaren Umgebung zu interagieren. Diese
als Ad hoc Service Grid (ASG) bezeichnete Plattform kann spontan in beliebigen Um-
gebungen (z.B. Einkaufszentren, Baustellen, Messen, etc.) eingesetzt werden, um dort
entsprechende Dienste anzubieten. In der Arbeit schlagen wir zunichst ein Modell
fiir eine entsprechende Infrastruktur aus spontan vernetzten Rechnerknoten vor. Die-
se ist modular aufgebaut und im Einsatz flexibel erweiterbar. Der eigentliche Fokus
liegt jedoch auf der Entwicklung und Evaluierung einer Reihe von Basis-Algorithmen
und Protokollen fiir das selbstorganisierte Betreiben dieser Infrastruktur. Hier konzen-
trieren wir uns auf die Platzierung von Ambient Service-Instanzen, deren Auffinden
(Discovery und Lookup), und auf die Erhaltung der Konsistenz einer Gruppe verteilt
laufender Replikate eines solchen Dienstes. Diese Mechanismen legen zusammen eine
essenzielle Grundlage fiir die Weiterentwicklung intelligenter Umgebungen.

1 Einleitung

In den letzten Jahren hat die Vision intelligenter Umgebungen (Ambient Intelligence —
AmlI) [DBST01] bemerkenswerte Forschungsanstrengungen hervorgebracht. Die grund-
legende Idee von Aml ist der flichendeckende drahtlose Zugang mobiler Benutzer zu
Diensten, welche sie automatisch in ihren tiglichen Aktivititen unterstiitzen, ohne ihnen
die Administration der entsprechenden Infrastrukturen aufzubiirden.

Ein essenzieller Baustein derartiger AmlI-Infrastrukturen sind Systeme, die Benutzern Zu-
gang zu lokalen Diensten bieten. Solche Dienste ermoglichen die Interaktion zwischen
dem Benutzer und seiner Umgebung. So ist z.B. denkbar, dass in einem Einkaufszentrum



Dienste fiir Navigation, Preisvergleiche und Routenplanung anhand eines elektronischen
Einkaufszettels u.v.m. durch Ambient Services erbracht werden. Im Sinne der iibergeord-
neten Aml-Vision kénnen diese lokalen Infrastrukturen auf globaler Ebene verbunden und
mit global verfiigbaren, Benutzer-relevanten Informationen angereichert werden.

In diesem Beitrag beschreiben wir die Ad hoc Service Grid-Infrastruktur [Her06], welche
umgebungsspezifische Ambient Services ermoglicht. Ein ASG kann mit wenig Aufwand
in einer mittelgroBen Lokation eingerichtet werden. Es ist flexibel skalierbar und benétigt
minimalen administrativen Aufwand. Hierbei machen wir uns Technologien der Spontan-
vernetzung zunutze, um diese Flexibilitit auf Netzwerkebene zu erreichen. Um den ad-
ministrativen Aufwand zu minimieren, fithren wir eine Software-Schicht ein, die wir als
Serviceware bezeichnen, und die Ambient Services innerhalb eines ASG selbstorganisiert
betreiben kann. Alle Aspekte der Ausfithrung von Diensten und deren Anpassung an ein
verdnderliches Benutzerverhalten werden autonom von der Serviceware organisiert. Wir
werden die Kern-Funktionen, -Algorithmen und -Protokolle beschreiben und zeigen, wie
diese im Verbund den selbstorganisierten Betrieb eines ASG ermoglichen.

Der Rest des Papiers ist wie folgt gegliedert: In Abschnitt 2 diskutieren wir zunéchst ver-
wandte Arbeiten. Das ASG-Infrastruktur-Modell wird in Abschnitt 3 eingefiihrt, bevor wir
in Abschnitt 4 einen Uberblick iiber die Algorithmen und Protokolle geben. In Abschnitt
5 présentieren wir unsere Schlussfolgerungen und geben einen Ausblick.

2 Verwandte Arbeiten

Es gibt derzeit zwei Hauptforschungsrichtungen im Aml-Bereich. Die erste befasst sich
mit addquaten Middleware-Losungen zur Handhabung der Dynamik. So stellen z.B. LAI-
CA [CFLZ05], SALSA [RFPV04], ,agile agents* [OOCT04] und der von Vallée et al.
vorgeschlagene Web Service-basierte Ansatz Losungen bereit, welche auf Agententech-
nologie beruhen. Hierbei wird meist angenommen, dass Agenten eine natiirliche Fahigkeit
besitzen, mit dynamischen Umgebungen addquat umzugehen. Substanziiert wird dies je-
doch nur selten.

Die zweite Forschungsrichtung im Bereich Aml stammt aus dem Bereich der Service-
Oriented Architectures (SOA) und befasst sich mit den Problemen des Auffindens und der
Komposition vom Ambient Services. Omnisphere [ROPDO03] ist eine Architektur, die das
Auffinden von Dienst-Komponenten und deren Komposition zu hoherwertigen Diensten
auf Basis sog. Typed data flows unterstiitzt. Hierbei werden Benutzer-Préiferenzen, Gerite-
Eigenschaften und Kontext-Informationen beriicksichtigt. SodaPop [Hel05] ist ein System
zur Komposition von Diensten aus Komponenten, welche sich auf den verschiedenen Ge-
riten in einer Umgebung befinden. WSAMI Web Service Ambient Intelligence [ISTT05]
verwendet eine deklarative Sprache, um AmlI-Systeme zu spezifizieren.

Keine der existierenden Arbeiten bietet jedoch einen umfassenden Ansatz, der vergleich-
bar mit der vorliegenden Arbeit ist. In unseren Untersuchungen betrachten wir vom Infra-
strukturmodell tiber die Middleware bis hin zu integrierten Algorithmen und Protokollen
alle grundlegenden Aspekte der Selbstorganisation in Ambient Intelligence-Systemen.



3 Das Ad hoc Service Grid-Modell

Es gibt auf Kommunikationsebene im Wesentlichen zwei Alternativen, um mobilen Be-
nutzern Ambient Services anzubieten, welche die Interaktion mit der lokalen Umgebung
unterstiitzen. Zum einen ist dies die klassische Mobilfunktechnologie. Allerdings ist hier-
bei die verfiigbare Bandbreite stark beschrénkt, und jegliche Kommunikation, auch wenn
sie nur zwischen dem Benutzer und seiner unmittelbaren Umgebung stattfindet, ist kos-
tenintensiv. Als zweite Alternative bietet sich die Abdeckung einer Lokation mit Access
Points nach dem 802.11-Standard (WLAN) an. Solche Access Points dienen als drahtlose
Verldngerung einer Draht-gebundenen Infrastruktur, wihrend die Dienste zentral auf ei-
nem rechenstarken Server erbracht werden. Dieser Ansatz bietet hohe Bandbreiten, und
die Kommunikation ist kostenlos. Allerdings ist er wegen seiner fest-verdrahteten Kom-
ponenten zum einem relativ unflexibel, und zum anderen ist die Verdrahtung mit unver-
hiltnisméBig hohen Investitions-Kosten verbunden [KS03].

Keine der beiden genannten Alternativen ist als Kommunikations-Infrastruktur fiir Am-
bient Services geeignet. Deshalb schlagen wir als dritte Alternative das Ad hoc Service
Grid vor, welches im Folgenden néher erlautert wird.

3.1 Das Modell

Das Konzept des ASG basiert auf Rechner-Knoten, die wir Service Cubes (im Folgenden
auch Cubes oder Knoten) nennen. Ein Service Cube ist ein PC-artiger Rechner, der die Fa-
higkeit besitzt, sich spontan mit anderen Cubes drahtlos zu vernetzen. Des Weiteren bietet
er eine gewisse Rechenkapazitit. Er hat keine Peripherie-Gerite (Maus, Tastatur, Monitor,
etc.) und wird permanent mit Strom versorgt. Um nun eine Lokation mit Service Cubes
abzudecken, werden einige dieser Cubes in der Umgebung verteilt, so dass sie gemeinsam
ein Ad hoc-Netzwerk aufbauen konnen. Da Service Cubes eigenstindige Einheiten sind,
ist ein ASG sehr modular: Module (Cubes) konnen jeder Zeit zum ASG hinzugefiigt, aus
ihm entfernt oder umplatziert werden, um die Struktur, die Gesamtrechenleistung und die
verfiigbare Netzwerkbandbreite spontan an verdnderte Anforderungen anzupassen. Aus-
gedehnte Planungsphasen und hohe initiale Investitionen sind nicht notwendig. Dariiber
hinaus ist die Kommunikation innerhalb eines ASG kostenlos. Durch den modularen Auf-
bau und die Moglichkeit der Erweiterung im laufenden Betrieb ergeben sich des Weiteren
neue Geschiftsmodelle fiir die Bereitstellung von ASGs. Von der zentralen Anschaffung
durch einen Betreiber bis hin zur gemeinschaftlichen Anschaffung durch mehrere beteilig-
te Parteien (z.B. Ladenbesitzer im Einkaufszentrum) sind verschiedene Modelle denkbar.
Auch das Vermieten von Cubes fiir den kurzfristigen Einsatz (z.B. auf Messen) wird durch
dieses Konzept moglich. Benutzer, welche ein laufendes ASG verwenden mochten, wer-
den einfach mit ihren mobilen Endgeriten durch das Mittel der Spontanvernetzung zum
Teil des ASG-Netzwerkes und konnen so stets auf die laufenden Dienste zugreifen.



3.2 Die Drop-and-Deploy-Vision

Das ultimative Ziel der hier vorgestellten Technologie ldsst sich am besten mit dem Begriff
Drop-and-Deploy beschreiben: Jemand, der ein ASG zum Einsatz bringen mochte, muss
lediglich eine angemessene Zahl von Service Cubes in der entsprechenden Lokation ver-
teilen (Drop), so dass jeder Cube mindestens einen weiteren Cube in Funkreichweite hat.
Nach dem Einschalten wird ein Netzwerk aufgebaut, und der Betreiber kann die benttig-
ten Dienste auf einem beliebigen Cube installieren (Deploy). Im Weiteren {ibernimmt die
Serviceware die Verteilung der Dienste, die Bindung zwischen Klienten und geeigneten
Dienst-Instanzen und die Anpassung an verdnderliche Bedingungen (z.B. Benutzerver-
halten). Auf dem Weg hin zu diesem Ziel sind noch einige Hiirden in unterschiedlichen
Feldern der Informatik zu beseitigen. In der vorliegenden Arbeit konzentrieren wir uns
darauf, hierfiir die Grundlagen in Form von Algorithmen und Protokollen fiir den selbst-
organisierten Betrieb zu legen.

4 Algorithmen und Protokolle zur Selbstorganisation eines ASG

Als Basis fiir die Selbstorganisation eines ASG haben wir drei grundlegende Funktionen
identifiziert. Hierbei steht vor allem der Umgang mit der zu erwartenden Dynamik inner-
halb eines ASG im Vordergrund. Benutzermobilitit, wechselnde Dienstangebote und ein
verianderliches Verhalten in der Benutzung von Diensten fithren dazu, dass sich das System
stets anpassen muss, um eine angemessene Leistung zu erbringen. Im Einzelnen werden
folgende Aspekte untersucht:

1. Selbstorganisierte Dienstverteilung: Eine einzelne Instanz eines Dienstes, welche
einem Service Cube fest zugeordnet ist, ist nicht ausreichend, um einer groBeren An-
zahl von Benutzern den Dienst in der gewiinschten Qualitit (z.B. bzgl. der Antwort-
zeit) zu erbringen. Temporire Partitionierungen des Netzwerkes konnten zu Brii-
chen in der Verfiigbarkeit fithren. Anfragen miissten moglicherweise durch das ge-
samte Netzwerk geroutet werden. Letzteres ist vor allem in einem drahtlosen Multi-
Hop-Netzwerk wie dem ASG ein Problem, da wertvolle Bandbreite verschwendet
wiirde und die Antwortzeiten hoch wiren. Daher sind die Replikation von Diensten
und deren adidquate Platzierung innerhalb des ASG grundlegende Anforderungen.
Die selbstorganisierte Dienstverteilung repliziert Dienste und positioniert die Repli-
kate so, dass jeder Klient moglichst ein Replikat in unmittelbarer Nihe hat. Diese
Verteilung wird dariiber hinaus dynamisch an die aktuell herrschenden Anfragemus-
ter angepasst.

2. Service Discovery und Lookup: Das Auffinden von Diensten wird durch die dy-
namische Replikation und Verteilung zu einer Herausforderung. Klienten miissen
daher von einem entsprechenden Lookup Service, der mit der Dynamik im Netz-
werk umgehen kann, verlissliche Informationen iiber addquate Replikate erhalten
konnen. Der Lookup Service selbst muss verteilt laufen und ein niedriges Aufkom-
men an zusitzlichen Netzwerknachrichten erzeugen, so dass durch das Lookup von



Diensten nicht das Netzwerk bereits ausgelastet wird.

3. Datenkonsistenz zustandsbehafteter Dienste: Dienste, die innerhalb eines ASG
sinnvoll sind, tragen meist einen internen Zustand. Das heif}t, sie speichern Daten,
welche von Klienten verteilt gelesen und verdndert werden konnen. Aus der Repli-
kation von Diensten erwéchst nun die Notwendigkeit entsprechender Protokolle fiir
die Konsistenzerhaltung solcher replizierter Datenbestinde. Diese Protokolle miis-
sen ihrerseits der Dynamik innerhalb eines ASG Rechnung tragen.

In den folgenden Abschnitten werden wir die im Rahmen der Arbeit entwickelten Losun-
gen fiir jedes dieser drei Kernprobleme néher betrachten.

4.1 Selbstorganisierte Dienstverteilung

Wir haben einen adaptiven Algorithmus zur automatischen Replikation und Platzierung
von Diensten entwickelt [HGMO04], welcher vollstindig verteilt und ohne Steuerung von
auBlen von den einzelnen Replikaten ausgefiihrt wird. Dieser Algorithmus gestattet es Re-
plikaten, sich selbstindig zu replizieren (eine identische Kopie von sich zu erzeugen),
zwischen Service Cubes zu migrieren und sich selbst aus dem System zu entfernen. Das
Ziel dieses Algorithmus ist es, Replikate ndher zu den anfragenden Klienten zu bewegen.
Zusitzlich setzt der ASG Lookup Service durch, dass Klienten stets das ihnen néichstgele-
gene Replikat verwenden.

Diese zwei Mechanismen erzeugen gemeinsam einen Feedback-Prozess: Wenn ein Repli-
kat sich den anfragenden Klienten annéhert, zieht es zusétzliche Klienten aus dem selben
Gebiet an. Dies wiederum erhoht die Attraktivitit der Netzwerkregion fiir das Replikat,
was dazu fiihrt, dass es sich weiter in Richtung dieser Region bewegt, und so weiter. So-
bald das Replikat in die Gruppe der anfragenden Klienten eintaucht, entsteht ein negativer
Feedback-Prozess, welcher die Bewegung des Replikates schnell bremst und zu einer sta-
bilen Konfiguration fiihrt [HerQ7b].

Der Dienstverteilungs-Algorithmus inspiziert kontinuierlich den Fluss von Nachrichten,
der bei einem Replikat eintrifft (Message Flow), und trifft lokale Entscheidungen hin-
sichtlich notiger Adaptionen. Im Zusammenspiel erzeugen die Instanzen des Algorithmus
in den einzelnen Replikaten eine stabile und koordinierte globale Anordnung der Repli-
kate im ASG-Netzwerk [HerO7b]. Sobald sich die Anfragemuster der Klienten signifikant
dndern, wird auch die Anordnung der Replikate angepasst und konvergiert gegen eine
neue globale Konfiguration. Dies wird ohne zusétzliche Kommunikation zwischen den
Replikaten realisiert, da diese durch die Nachrichtenfliisse indirekt gekoppelt sind. Der
Algorithmus besteht aus drei einfachen Regeln fiir die unterschiedlichen Adaptionen:

1. Idle-Regel: Ein Replikat entfernt sich aus dem System, wenn es weniger als o An-
fragen in den letzten m Zeiteinheiten empfangen hat.

2. Replikationsregel: Ein Replikat repliziert sich, wenn es einen signifikanten An-
fragefluss mit einer durchschnittlichen Pfadlinge groer als p empfingt. Das neue



Replikat wird in Richtung dieses Anfrageflusses platziert, das alte verbleibt zunéchst

in derselben Region.

3. Migrationsregel: Ein Replikat migriert zu einem Nachbarknoten, wenn es tiber die-
sen einen stabilen Anfragefluss erhilt, der dominant (groBer als die Summe aller

ibrigen Fliisse) ist.

Der Adaptionsalgorithmus ruft die Regeln in der
Reihenfolge auf, in der sie oben aufgefiihrt sind.
Dabei wird die erste Regel, deren Bedingung zu-
trifft, ausgefiihrt. Alle weiteren werden iibersprun-
gen. Die Idle-Regel stellt einen einfachen Berei-
nigungsmechanismus dar, der nicht bendtigte Re-
plikate beseitigt. Die Replikationsregel iibt einen
Druck auf das System aus, der bewirkt, dass Re-
plikationen so lange stattfinden, bis jedes Repli-
kat einen Bereich des Netzwerkes von maximal p
Hops Durchmesser abdeckt. Hierdurch wird eine
Gesamtzahl von aktiven Replikaten im System ge-
halten, die von p und vom Durchmesser des Netz-
werkes abhéngt, und welche effektiv zu einer Auf-
teilung des Netzwerkes in einzelne Zellen fiihrt. Die
Migrationsregel fiihrt dazu, dass Replikate sich zu
Stellen bewegen, an denen die Groflen aller eintref-
fenden Anfrage-Fliisse im Gleichgewicht sind. Ab-
bildung 1 zeigt, wie der Gesamt-Nachrichten-Fluss
(Zahlen an den Kanten) dadurch reduziert wird,
dass das Replikat in Richtung des dominanten Flus-
ses migriert. Das globale Verhalten des Systems
(Aufteilung in Zellen und Verringerung der Kom-
munikation im Netz) ist nicht direkt in den Regeln

Abbildung 1: Inkrementelle Optimie-
rung der Kommunikationskosten an-
hand von Anfragefliissen.

kodiert. Es ist eine emergente Eigenschaft des ASG, die dadurch erzeugt wird, dass eine
Anzahl von Replikaten die Regeln anwenden und dabei indirekt interagieren [Her07b].

4.2 Service Discovery und Lookup

Die Instanzen des ASG Lookup Service (LS) [HMJO0S] laufen verteilt iiber das gesamte
ASG-Netzwerk. Das Netzwerk ist geclustert, und jeder Knoten hat einen Cluster Head
in seiner direkten Nachbarschaft. Cluster Heads betreiben die Basisdienste (z.B. den LS)
im ASG. Jede LS-Instanz speichert Lokations-Informationen zu jedem aktiven Replikat.
Aufgrund seiner Verteiltheit miissen Updates dieser Informationen zwischen den Instan-
zen propagiert werden. Der einfachste Ansatz hierfiir wire Flooding. Da die Bandbreite
im drahtlosen ASG-Netzwerk jedoch eine knappe Ressource ist, verwenden wir einen in-
telligenteren Ansatz, welchen man als Request-driven Lazy Propagation bezeichnen kann.



Abbildung 2 zeigt den Update-Prozess.
Nur diejenigen Nachrichten werden durch
. f,.‘é\ das Netzwerk geflutet, die die Erzeugung
: e oder das Entfernen eines Replikates an-
migration zeigen. Alle anderen Updates (Migration
eines Replikates) werden im Huckepack-
Verfahren durch normale Antwortnach-
@?\ richten eines Dienstes transportiert. Ein
Knoten, der eine solche Nachricht weiter-
leitet, inspiziert sie zundchst. Wenn er ein
Lokations-Update findet, dann informiert
er den LS auf seinem Cluster Head, wel-
cher darauthin das Update in seine Tabelle eingepflegt. Auf diese Weise werden Updates
nur propagiert, wenn der entsprechende Dienst angefragt wird, und das Update verbrei-
tet sich nur in den Regionen des Netzwerkes, aus denen Anfragen kommen. Alle anderen
Regionen bleiben zunichst auf dem alten Stand. Allerdings stellt dies kein Problem dar,
da ein zweiter Mechanismus dafiir sorgt, dass Anfragen bei dem korrekten Replikat ein-
treffen, obwohl an der Quelle der Anfragen veraltete Informationen vorliegen: Jedes Mal,
wenn ein Replikat migriert, hinterldsst es einen Vorwdrts-Zeiger auf die neue Lokation.
Wenn eine Anfrage bei der alten Lokation eintrifft, wird sie weitergeleitet (moglicherwei-
se auch iiber mehrere Vorwirts-Zeiger). Das Replikat empfiangt die Nachricht schlussend-
lich und generiert eine Antwort, welche dann zusammen mit dem Update an den Sender
der Anfrage zuriick geschickt wird. Dabei findet das Update wie oben beschrieben statt.
Durch diesen Mechanismus wird das Netzwerk sehr unempfindlich gegen Lokationsén-
derungen und damit robuster. Dariiber hinaus ist das Protokoll sehr effizient, da es kaum
Lookup-spezifische Nachrichten erzeugt, sondern bestehende Nachrichten als Transport-
mittel verwendet.

.
: .

client

location

Abbildung 2: Anfrage-getriebene LS-Updates.

4.3 Datenkonsistenz

Replikate konnen temporir durch Netzwerkpartitionen getrennt sein. Auch die Tatsache,
dass Replikate spontan erzeugt und auch wieder entfernt werden konnen, sorgt fiir einen
hohen Grad an Dynamik im ASG-System. Daher haben wir einen optimistischen An-
satz zur Konsistenzerhaltung von Replikaten gewihlt, der mit einer solchen Dynamik zu-
recht kommt. Hierbei haben wir das bekannte Bayou anti-entropy-Protokoll [TTP195] er-
weitert. Das resultierende Bounded Divergence Group Anti-Entropy Protocol (BD-GAP)
[HerO7a] kann einen Abgleich innerhalb einer beliebigen Gruppe von Replikaten durch-
fiihren und garantiert schlussendliche Konsistenz (evantual consistency). Jedes Replikat
kann autonom einen solchen Abgleich starten und sich mit den Replikaten, die es momen-
tan kennt, synchronisieren. Die Information iiber die aktuell laufenden Replikate erhilt
es dabei vom Lookup Service. Konflikte, welche aufgrund der gleichzeitigen Ausfiihrung
mehrerer Abgleich-Prozesse auftreten, werden automatisch aufgelost. Das Protokoll wihlt
die Reihenfolge, in der Replikate Updates austauschen, so, dass die Menge an Daten, wel-



che tiber das Netzwerk gesendet werden muss, minimiert wird. Des Weiteren begrenzt das
Protokoll den Grad, bis zu welchem die Datenspeicher in den einzelnen Replikaten aus-
einander laufen, so dass die Ubertragung des kompletten Datenspeichers, wie er in Bayou
notwendig ist, vermieden werden kann.

Das BD-GAP nutzt die Eigenschaften des ASG aus und fiihrt eine stirkere Kopplung
zwischen Replikaten ein als das Original-Protokoll, um einen effektiveren Abgleich der
Datenspeicher zu erreichen. Dennoch wird eine hohe Verfiigbarkeit, wie sie im Bayou-
Protokoll realisiert wurde, beibehalten. Das BD-GAP adaptiert sich an die Dynamik im
ASG-Netzwerk, indem es bei hoher Dynamik automatisch die Gruppengroe reduziert,
bis es schlussendlich wieder bei dem paarweisen Abgleich-Mechanismus angelangt, der
in Bayou angewendet wird. In Phasen niedriger Dynamik nutzt BD-GAP dagegen den
Umstand aus, dass die meisten Replikate aufeinander zugreifen konnen, um einen effekti-
veren Abgleich und damit einen hoheren Konsistenzgrad zu erreichen.

4.4 Zusitzliche Ergebnisse

Zusitzlich zu den oben aufgefiihrten Kernergebnissen haben wir die Middleware MESHMdJ 1
entwickelt [HMJO07], welche als Basis fiir die Implementierung und Evaluierung diente.
MESHMd basiert auf mobilen Agenten und Tuple Spaces, um entkoppelte und asynchro-
ne Kommunikation zu realisieren.

Um zu zeigen, warum und in welcher Weise die vorgeschlagenen Mechanismen selbst-
organisierend sind, wurde im Rahmen der Arbeit zusitzlich noch ein Modell fiir Selbst-
organisierende Softwaresysteme (SOSS) entwickelt [HWMO06]. Dieses Modell dient der
Klassifizierung existierender Systeme in solche, die in der Klasse der SOSS liegen und
solche, die auBlerhalb dieser Klasse liegen. Ein solches Klassifizierungs-Werkzeug exis-
tierte bislang nicht. Wir glauben, dass eine gezielte Untersuchung existierender Systeme
neue Einblicke in die Natur von SOSS bieten wird, welche weit iiber den Rahmen dieser
Arbeit hinaus gehen.

S Schlussfolgerungen und zukiinftige Arbeiten

Im Rahmen dieser Arbeit haben wir die Grundlagen selbstorganisierender Infrastrukturen
fir Ambient Services gelegt. Die Grundfunktionen, welche wir vorgestellt haben, stellen
die Basis fiir die Entwicklung weiterer Funktionalititen im AmI-Umfeld dar. Wir haben
gezeigt, wie eine selbstorganisierende Dienstverteilung, ein selbstorganisierender Lookup
Service und ein adaptives Konsistenzprotokoll modelliert werden kénnen. Weiterhin ha-
ben wir diese Konzepte auf der Basis einfacher Middleware-Abstraktionen implementiert
und ihre Giiltigkeit gezeigt. Unser SOSS-Modell erlaubt uns, prizise zu argumentieren, in
welcher Weise die resultierenden Systeme selbstorganisierend sind, was bisher auf dieser
formalen Ebene nicht méglich war.

Wir planen, in ndherer Zukunft erweiterte Funktionalitidten auf den geschaffenen Grund-



lagen aufzubauen. Die Frage der Sicherheit und Privatsphire von ASG-Benutzern wurde
z.B. bisher nicht betrachtet. Dies wiren beides wichtige Aspekte eines kommerziell an-
wendbaren Systems. Dariiber hinaus ist die Frage der Anbindung einzelner ASGs an das
Internet und die Foderation von ASGs iiber Gateways eine weiterfithrende Aufgabe, wel-
che in Zukunft im Fokus unserer Arbeit stehen wird.
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