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Kurzfassung:

Verteilte Anwendungen besitzen eine inharente Komplexitat, die sich in der Praxis durch aufwendige und personal-
intensive Installation, Wartung und Problemsuche bemerkbar macht. Dieser Komplexitdt muf3 mit geeigneten
Managementwerkzeugen reduziert werden. asov-Managementsystem unterstitzt die Integration von Mana-
gementfunktionen in verteilte Anwendungen. Es realisiert ein objekt-orientiertes Informationsmodell, welches
direkt in die Komponenten einer verteilten Anwendung integriert wird. Die realisierten Objektdienste verbergen die
notwendigen Kommunikationsvorgdnge vor der Anwendung. Die unterstiitzende Managementplattform ermaoglicht
einen ortstransparenten, effizienten Zugriff unter Berticksichtigung vorgegebener Aktualitdtsbedingungen. Manage-
mentanwendungen werden durch die Bereitstellung geeigneter Funktionen zur Uberwachung und Steuerung de
Systems unterstitzt.

Abstract:

Distributed applications contain an inherent complexity which in praxis become apparent through high costs for
installation, maintenance and problem determination. This complexity must be reduced by appropriate managemen
tools. TheMeLoby management system supports the integration of management functions into distributed applica-
tions. It realizes an object-oriented information model which is directly integrated into the component of a distrib-
uted application. The realized object services hides the necessary communication procedures from the applicatior
The supporting management platform enables a location transparent, efficient access with respect to preset actuali
requirements. Management applications are supported through functions to monitor and control the system.

1. Einleitung

Das Forschungsgebiet Management verteilter Systeme hat in den letzten Jahren stark an Bedeutung gewonnen. C
schnell zunehmende Verbreitung von Arbeitsplatzrechnern und vor allen Dingen die Verbindung dieser Rechner mit
Hilfe schneller Rechnernetze flihrte zu dem Einsatz immer mehr verteilter Systeme. Insbesondere neue, innovativ
Anwendungen wie Multimedia-Kommunikation, kooperatives Arbeiten, Informationsaustausch in offenen Netzen

und die Abbildung ganzer Arbeitsablaufe auf Ablaufe in einem verteilten System bieten neue, interessante Anwen-
dungsmaoglichkeiten. Verteilte Systeme besitzen jedoch eine inhdarente Komplexitat. Zwischen den verschiedener
Teilen des Systems besteht ein hohes Mal3 an Abhangigkeiten. Verteilte Systeme bestehen aus sehr vielen Komp
nenten, die gezielt und fehlerfrei zusammenwirken missen, damit eine Gesamtleistung erbracht werden kann. Di
Aktivitaten im System beschranken sich nicht auf einen Knoten, sondern involvieren mehrere Rechner gleichzeitig,
so daR es schwer ist, einen Uberblick tiber alle beteiligten Komponenten zu erhalten. Zu der Komplexitat tragt auct
die grof3e Zahl an unterschiedlichen Systemen bei, die heutzutage zusammenwirken. Dabei ist es nicht nur die Het:
rogenitat der Hard- und Software problematisch, sondern auch die Vielfalt an einzelnen Systemen, die gleiche ode
ahnliche Funktionalitat haben. Héhere Flexibilitat, geringere Kosten, bessere Ressourcennutzung und ein verbes
serter Nutzerkomfort stehen heutzutage einem erhéhten Aufwand bei der Verwaltung des Gesamtsystems gegel
Uber. Diese Situation erfordert die Realisierung geeigneter Managementwerkzeuge. Es fehlt jedoch - trotz vieler
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Fortschritte - an einer allgemein anerkannten Methodik und an einheitlichen Konzepten zur Erstellung solcher
Managementwerkzeugen.

Managementdienste wurden jeweils fiir spezielle Systeme entwickelt. Sie deckten damit immer nur bestimmte Teil-
bereiche ab und unterschieden sich in der Vorgehensweise und in den eingesetzten Konzepten. Erst der Trend :
offenen, heterogenen Systemen brachte den Wunsch zu einer einheitlichen, standardisierten Vorgehensweise. Au
gangspunkt fur diese Forschungsaktivitdten war das Management der Rechnernetze - das Netzwerkmanagemer
Daneben ergaben sich auch Anforderungen an ein einheitliches Systemmanagement, d.h. an ein Management d
angeschlossenen Endsysteme. Die rasante Entwicklung und der Einsatz verteilter Anwendungen erfordert auch di
Untersuchung von Managementfunktionen fur diesen Einsatzbereich. Heutzutage ist das Ziel eine integrierte Mana
gementlosung fur alle Zielbereiche verteilter Systeme (vergleiche dazu auch [Hege91], [HAV93]). Trotz grof3er
Fortschritte in der Entwicklung einer gemeinsamen Methodik bringt jeder Zielbereich jeweils eigene Probleme mit
sich, die neue Anforderungen an die Managementfunktionen und an die unterstiitzenden Werkzeuge stellen. Viel
fach sieht es so aus, als wirden neue, verbesserte Konzepte hinzukommen missen, um die gestellten Aufgaben
lI6sen. Auf dem Gebiet der verteilten Systeme ist immer noch eine hohe Innovationsgeschwindigkeit festzustellen,
so daf3 sich auch weiterhin stdndige Anpassungen und Neubewertungen der geforderten Managementaufgaben ert
ben werden.

Das Management verteilter Anwendungssysteme beschéftigt sich mit den Anwendungsprogrammen, die verteilt au
den unterschiedlichen Knoten des Systems laufen. Auch hier ist es sinnvoll - und fur den praktischen Einsatz unum
ganglich - verschiedene Funktionsbereiche des Managements (z.B. Konfigurations-, Fehler-, Leistungs-, Abrech-
nungs- oder Sicherheitsmanagement) zu unterscheiden. Diese einzelnen Bereiche liefern qualitative und quantite
tive Aussagen Uber die Ablaufe in dem System unter jeweils einem bestimmten Gesichtspunkt. So muf das
Konfigurationsmanagement z.B. Informationen Uber in dem Netz vorhandene zentrale Server liefern. Dazu zéhler
- neben vielen anderen - statistische Aussagen wie momentane oder durchschnittliche Verfugbarkeit, Informationer
Uber den Knoten, auf dem ein Server gerade |auft, oder mit wem er gerade in einer langdauernden Verbindung steh
Fur das Fehlermanagement sind neben Aussagen wie Fehlerraten beim Aufbau von Verbindungen oder nicht erfolg
reich durchgefuihrte RPC-Aufrufe, besonders aktuelle Fehlermeldungen Uber nicht verfligbare oder gerade abge
stiirzte zentrale Komponenten wiinschenswert. Das Leistungsmanagement kann anhand der Anzahl durchgefuhrt
RPC-Aufrufe Engpéasse im System ausfindig machen. Dabei kénnen die Zahler durchaus den einzelnen Operatic
nen, die an einem Interface angeboten werden, zugeordnet werden. Ganz im Sinne eines integrierten Managemer
lassen sich viele Vorgehensweisen aus dem Netz- und Systemmanagement auf das Management verteilter Anwe
dungen Ubertragen. Es ergeben sich aber noch weitere interessante Anforderungen, auf die wir in diesem Beitra
eingehen werden.

Der vorliegende Beitrag weist folgende Struktur auf: Zuerst wird ein einfaches Modell flr verteilte Anwendungen
eingefiihrt, welches eine gemeinsame Basis flir das Verstandnis verteilter Systeme bietet. Danach wird auf die Prc
bleme eingegangen, die sich aus dem Bereich Anwendungsmanagement ergeben. DanMuicd vddsnage-
mentsystems beschrieben, welches insbesondere das Management verteilter Anwendungen in grol3en Netze
betrachtet. Der Schwerpunkt wird hierbei insbesondere auf die neuen Anforderungen gelegt, die sich aus den
Anwendungsmanagement ergeben.

2. Modell einer verteilten Anwendung

Dieser Abschnitt fuhrt ein Modell fiir verteilte Anwendungen ein. Dieses Modell betont die Gemeinsamkeit ver-
schiedener Architekturen fir verteilte Systeme. Damit werden natlrlich systembedingte Eigenschaften einzelner
Systeme zugunsten eines verallgemeinerten Modells vernachlassigt. Naturgemalf kann ein solcherart vereinfachte
Modell nicht alle unterschiedlichen Aspekte eines verteilten Systems erfassen. Betrachtet man eine verteilte Anwen
dung jedoch auf diesem Abstraktionsniveau, so lassen sich leichter technologisch oder systembedingte Unter
schiede vernachlassigen und Gemeinsamkeiten sich besser hervorheben.



Eine verteilte Anwendung besteht aus Teilkomponenten, die auf den Knoten eines verteilten Systems ablaufen
Diese Teilkomponenten kommunizieren um gemeinsam eine Leistung zu erbringen. Die Kommunikation erfolgt
mit Hilfe eines Kommunikationsstacks (z.B. TCP/IP oder OSlI), der verschiedene Kommunikationsdienste anbietet
und ein Kommunikationsprotokoll verwendet. Ein Komponente wird durch die verwerfseteittstellenden
Komponententypnd dieRolle der Komponente beschrieben.

Eine Schnittstelle beschreibt die Kommunikationsform, die eine Komponente in dem jeweiligen System verwendet.
In einem Client-Server System enthélt die Schnittstelle eines Servers die Operationen, die ein Client aufrufen kann
Die Schnittstelle des Clienten besteht dann aus den Diensten, mit denen eine entfernte Operation aufgerufen wirc
Eine Teilkomponente kann mehrere Schnittstellen besitzen, die jeweils Client oder Server-Funktionalitéaten besitzen
konnen. In unserem Modell haben Schnittstellen einen Typ. Dieser Typ definiert die Art der Interaktionen (asyn-
chron oder synchron), das verwendete Kommunikationsmuster (einfacher Nachrichtenaustausch, Request-Reply
Datenstrom), die Rolle des Kommunikationspartners (z.B. Client - Server, Erzeuger - Verbraucher), den verwende-
ten Kommunikationsstack (z.B. TCP/IP oder OSI) und weitere charakteristische Eigenschaften. Die Schnittstelle
erfaldt damit eine Menge von zusammengehorenden, kommunikationsrelevanten Eigenschaften, die eine Kompo
nente besitzt. Beispiele fur eine &hnliche Definition von Schnittstellen eine Komponente lassen sich bereits in
[BiNe84], in dem ANSA-Modell ([ANSA91]), in der Definition des DCE-Kommunikationsmodells ([OSF91]) oder

in [ZFD93] finden.

Der Komponententyp legt die Verarbeitungsfunktionalitdt der Komponente fest. Dies ist insbesondere wichtig fur
Komponenten, bei denen die Schnittstelle nicht eindeutig die Funktionalitat festlegt. In einer Verarbeitungspipline,
in der jede Komponente das gleiche Interface besitzt, bestimmt der Komponententyp, welche Aktionen eine Kom-
ponente auf den Elementen des Datenstroms durchfuhrt. Naturgeman gibt es einen engen Zusammenhang zwisch
dem Typ der Schnittstelle und dem Typ der Komponente, jedoch kann ein bestimmter Komponententyp unterschied:
liche Schnittstellen haben, genauso wie eine Schnittstelle zu unterschiedlichen Komponententypen passen kann.

Komponenten mit der gleichen Schnittstelle und dem gleichen Komponententyp kénnen zur Laufzeit unterschied-
liche Rollen einnehmen. Eine Rolle beschreibt die individuelle Auspragung, die eine Komponente in dem System
einnimmt. In einem Pool aus gleichwertigen Servern unterscheidet man meist keine verschiedenen Rollen. In vieler
Fallen gibt es aber ausgezeichnete Rollen, die eine spezielle Eigenschaft des Servers definieren. Ein Beispiel hierfi
ist der Wurzelserver einer verteilten, hierarchischen Namensverwaltung (Beispiel DNS), der die gleiche Funktiona-
litat wie alle anderen hat, auf Grund seiner besonderen Bedeutung aber eine eigene Rolle besitzt. Die Rolle
beschreibt aber auch die Zugehdrigkeit zu verschiedenen Organisationen (der Dokumentenserver der Abteilung X
oder spezielle Funktionen (z.B.: Ersatz-Server) bezeichnen. Eine Komponente kann durchaus mehrere Roller
annehmen. Die Rollen kénnen sich in Lauf der Zeit &ndern.

Komponenten interagieren miteinander. Eine Interaktion involviert jeweils zwei oder mehr Komponenten. Welche
Komponenten miteinander kommunizieren, kann entweder durch eine statisch festgelegt Bindung, jeweils am
Anfang einer Reihe von Nachrichtentibertragungen (eine Session) oder von Interaktion zu Interaktion neu bestimmt
werden.

Komponententyp

Schnittstelle Gleiche Schnittstellen

_ unterschiedliche Komponentent vy
Interaktion

Client-Server Verarbeitungspipline
Bild 1 : Beispiele fur verteilte Anwendungen



3. Management einer verteilten Anwendungen

Das Management einer verteilten Anwendung erfordert die Uberwachung und die Steuerung der verschiedenet
Komponenten des verteilten Systems. Wie in anderen Managementbereichen ist es auch hier zweckmalig, die ve
schiedenen Aufgabenbereiche (z.B. Konfigurations-, Fehler-, Leistungs-, Sicherheits- und Abrechnungsmanage
ment) zu unterscheiden. Bekannte Lésungen, wie sie z.B. in [HeAb93] fiir das integrierte Netz- und Systemmana-
gement beschrieben werden, lassen sich dann auf Management verteilter Anwendungen tbertragen.

Im einzelnen lassen sich in den einzelnen Managementgebieten u.a. folgende Aufgaben fir verteilte Anwendungel
bestimmen:

» Konfigurationsmanagement:

Zustandsuberwachung der Komponenten, Identifikation von Eigenschaften einer Komponente (Typ, Rolle,
Lokation), Beschreibung des verwendeten Kommunikationssystems (Typ, konkrete Eigenschaften, notwendige
Zustandsinformation), Informationen Uber die Interaktionen (statische und dynamische Bindungen, aktueller
Zustand), Installation, Starten und Stoppen von Komponenten, Anpassen von Operationsparameter, Anderun
gen der Gesamtkonfiguration

* Fehlermanagement

Erkennen von Stdrungen, Durchfiihren von Tests, automatisches Reagieren auf Stérungen (beispielsweise durc
erneutes Starten einer Komponente), Unterstiitzung eines Operators bei manuellen Fehlererkennen und Beht
ben, langfristige Beobachtungen des Systems (Anzahl der Verbindungsaufbaufehler, unterbrochene Verbindun:
gen), Konsistenzprifungen, Sammlung von Fehlernachrichten

+ Leistungsmanagement

Uberwachen von Leistungsparameter einer Schnittstelle (Anzahl eingetroffener oder ausgehender Anfragen.
Anzahl der noch nicht verarbeiteten Anfragen, Volumen der tibermittelten Daten, Wartezeiten), Uberwachung
der Qualitatsmerkmale einer Komponente (Gesamtverzégerung eines Auftrags, durchschnittliche Bearbeitungs-
dauer einzelner Vorgange, Gesamtdurchsatz), Ermittlung von Leistungsengpassen, MalRnahmen zur Vermei
dung von Leistungsengpassen

« Abrechnungsmanagement

Ermittlung und Aufzeichnen der Benutzer spezifischen Kosten, Definition der abzurechnenden Arbeitsschritte
und der assoziierten Kosten, Definition der zusatzlichen Information, die zur Belegen der Abrechnung notig
sind

» Sicherheitsmanagement

Beobachtung und Kontrolle der Sicherheitsmechanismen, Uberwachung der Authentifizierung und der
Zugriffskontrolle, Aufsptren von Einbruchsversuchen

Neben diesen aus der OSI-Standardisierung bekannten Aufgabenbereichen laf3t sich auch ein Trend zu umfassenc
ren Planungs- und Organisationsunterstitzung feststellen. So gibt es Ansatze zur langfristigen Konfigurations- unc
Kapazitatsplanung, zur Unterstiitzung von Inventarisierung, zur finanziellen Planung und zur Ermittlung der
Gesamtkostensituation, sowie zur Verwaltung und Bearbeitung von Problemberichten (Trouble-Tickets, siehe z.B.
[VaJa93]). Diese Ansatze sollen hier aber nicht weiter verfolgt werden.Im folgenden wollen wir uns auf die Mana-
gementunterstiitzung in der Betriebsphase eines verteilten Systems konzentrieren.

4. DasMEeLopy-Managementsystem: Grundannahmen

DasMEeLoby-ManagementsystenMgLopy - Management Environment for Large Open Distributed sYstems) zielt
auf das Management verteilter Anwendungssysteme vor allen Dingen in der Betriebsphase. Zu den Grundannahme
bei der Entwicklung des Systems zahlt die Unabhangigkeit von einer Entwicklungsplattform fiir verteilte Systeme



wie es z.B. das Distributed Computing Environment (DCE, siehe [OSF91], [Schi92]) darstellt. Eine solche Entwick-
lungsumgebung bietet nattrlich reiche Unterstiitzung zur Realisierung der gestellten Aufgaben. Insbesondere
bereits vorhandene Funktionen zum Management kdnnen fir verschiedene Testzwecke genutzt werden. Dies birg
aber die Gefahr in sich, sich vor allen Dingen auf die vorgegebenen Mdéglichkeiten zu konzentrieren. Eine solche
Entwicklungsumgebungen stellt fiir uns daher einen Priifstein dar, an dem sich die Eignung der entwickelten Kon-
zepte und Werkzeuge zeigen soll.

Eine weitere Grundannahme bei der Konzeption des Managementsystems fordert, dal3 méglichst viele Erkenntniss
bisheriger Managementsysteme - z.B. ein einheitliches, objektorientiertes Informationsmodell, ein standardisiertes
Managementprotokoll oder die bisher definierten Services zum Zugriff auf die verteilte Information - berlcksichtigt

werden, jedoch in Hinblick auf das neue Zielgebiet nochmals auf ihre Eignung tberprift werden. Wo es nétig ist,
sollen neue Konzepte entwickelt und neue Abstraktionen dem Systemprogrammierer an die Hand gegeben werdet

Bei der Konzeption des Gesamtsystems wurden bekannte Grundkonzepte existierender Managementsysten
bertcksichtigt. Das System verwendet das Manager-Agenten Modell. Dabei realisieren die Agenten den Zugriff auf
die Managementinformation eines Knoten des Systems. Sie stellen diese Information in einer abstrakten Darstellun
in der Form einer Managementinformationsbasis (MIB) zur Verfigung. Die MIB enthélt dabei in erster Linie die
Grunddaten die fur die einzelnen Managementaufgaben bendtigt werden. Die Managementanwendungen samme|
diese Informationen und realisieren damit die notwendigen Managementwerkzeuge. Agenten realisieren jeweils
auch die Kontrolloperationen zur Manipulation des verteilten Systems. Diese Vorgehensweise ermoglicht eine
strikte Trennung zwischen der Anwendung und dem Managementsystem. Im Prinzip kann bei verteilten Anwen-
dungen ein Manager direkt mit den entsprechenden Komponenten interagieren. Dadurch verliert man aber die
Unabhéangigkeit des Managementsystems von der zu kontrollierenden Anwendung, muf3 sich an die verwendete
Kommunikationsstacks und Informationsmodelle anpassen und kann insbesondere bei Fehlersituationen nich
unabhangig von der Anwendung handeln.

Bei der Realisierung einer Umgebung zum Management eines solchen Systems gibt es drei wesentliche Arbeitsbe
reiche:

« Integration der Managementfunktionalitét in die verteilten Teilkomponenten der Anwendung, so dal? die loka-
len Agenten auf die Komponenten einwirken und diese kontrollieren kénnen.

» Unterstitzung bei der Erstellung von Managementanwendungen

» Realisierung einer Managementplattform, die unterstiitzende Dienste und generische Kommunikationsfunktio-
nen fir beide Seiten (Anwendung und Manager) bereitstellt

Im folgenden werden die Anforderungen vorgestellt, die dabei von dem Managementsystem zu l6sen sind.
4.1 Integration der Managementfunktionalitat in verteilte Anwendungen

Diese Aufgabe wird als die Instrumentierung einer Anwendung bezeichnet. Geeignete Instrumente (z.B: Sensorel
und Regler wie in [MCWB91]) mussen in die einzelne Komponenten eingebracht werden. Damit kénnen Manage-
ment-relevant Informationen, die in einer Komponente vorhanden sind, dem Agenten zur Verfigung gestellt wer-
den. Eine Komponente beschreibt u.a. die vorhandenen Schnittstellen, den eigenen Typ und die eigene Rolle. We
terhin muR die Anwendung die Anderungen von Werten durch das Managementsystem in einer kontrollierten Weise
zulassen und gegebenenfalls auch komplexe Operationen auf Veranlassung des Managementsystems durchfiihre
Zur Unterstitzung eines ereignisgesteuerten Managements kann eine Teilkomponente von sich aus bestimmt
Ereignisse oder Zustande bekanntgeben und dafiir Meldungen an das Managementsystem weiterleiten. Neben d
zu lésenden operationalen Problemen (Wie kann ich Daten aus dem Prozel3 erhalten, wie kann ich eine Managge
mentoperation von auf3en initiieren?), gilt es dartberhinaus auch Kontrollaspekte (Wann darf ich eine Operation



durchfuhren?) zu beriicksichtigen, denn je nach Zustand der Anwendung kann es zuldssig sein, Managementoper
tionen durchzufiihren oder nicht.

In bisher existierenden Managementplattformen kann das Managementsystem meist nur indirekt tGiber systemabhatr
gige, speziell auf die jeweilige Anwendung zugeschnittene Hilfsprogramme Managementoperationen durchfuhren.
Es gibt keine direkte, eindeutig definierte Schnittstelle zwischen Anwendungskomponenten und dem Management:
system. Fur diesen Bereich gilt es, eine einfache Schnittstelle zwischen der Teilkomponente und einem Manage
mentagenten auf dem jeweiligen Knoten zu entwickeln. Uber diese Schnittstelle miissen sich Komponenten dyna
misch bei dem Managementsystem an- und abmelden kénnen. Sie mul3 einerseits die mit den Managementaufgab
verbundenen Kommunikationsaufgaben verbergen, andererseits aber der Komponente auch gentigende Kontrol
maglichkeiten Gber die Managementoperationen geben, um unzuldssige Stérungen durch das Management, z.B. |
einem kritischen Abschnitt, zu verhindern.

Diese interne Schnittstelle zwischen den Informationen in einer Komponente und dem Managementsystem ist in
verschiedenen Forschungsprojekten identifiziert worden (z.B. in [KPW91]). Es zeichnet sich ab, dal hier eine stan-
dardisierte Schnittstelle entwickelt wird. Dadurch kénnen auch unterschiedliche Managementsystem, mit unter-
schiedlichen Agenten und Kommunikationsprotokollen, auf die gleichen Informationen zugreifen. Ein entsprechen-
der Ansatz wird in [SyTa93] fur das Netzwerk- und Systemmanagement beschrieben.

4.2 Unterstutzung bei der Erstellung der Managementfunktionen

Bisherige Schnittstellen zur Realisierung einer Managementanwendung orientierten sich fast ausschlief3lich an de
zur Verfugung stehenden Operationen des Managementprotokolls. Im Bereich des Anwendungsmanagements kar
das Management aber durch weitere Funktionalitdten unterstitzt werden.

Im Gegensatz zum Netzwerk- oder Systemmanagement, bei dem das Zielsystem eindeutig Uiber eine Rechnernet
adresse identifiziert werden kann, sollte beim Management verteilter Anwendungssystemen ein ortstransparente
Zugriff auf die Teilkomponenten durchgefiihrt werden kénnen. Dazu wird ein geeignetes, global eindeutiges

Namensschema bendétigt. Diese Namen missen dann auf den Ort der Komponente abgebildet werden. Gleichzeit
hat sich aber auch das Absuchen (Browsen) der Knoten als ein wirkungsvoller Mechanismus fur das Managemen
verteilter Systeme erwiesen. Daher sollen Namensschemata auf unterschiedlichen Abstraktionsniveaus maoglicl
sein. Weiterhin miissen noch Namen, die durch Entwicklungsplattformen fiir verteilte Systeme vorgegeben werden
bertcksichtigt werden. Diese sollen ebenfalls zur Benennung von Objekten des Managementsystems vorgesehe
werden. Dazu ist meist ein Abbildungsschritt in der Form einer Directory-Suche, gefolgt von einer Anfrage an das

Zielsystem nach dem gesuchten Managementobjekt, erforderlich. Die Managementanwendung sollte die notiger
Arbeitsschritte durch die entsprechende Managementplattform realisiert lassen.

Eine Managementanwendung spezifiziert, an welchen Objekten sie langfristig Interesse hat. Sie sollte sich im
Anschlufd daran auch nicht um geeignete Optimierungen fur einen effizienten Zugriff (z.B. durch die Vorgabe eines
periodischen Zugriffs mit einem festen Intervall) kimmern mussen. Vielmehr sollte sie die Anforderungen an die
Aktualitat der betrachteten Daten formulieren und der Managementplattform dieses Wissen zur Verfligung stellen.
Diese sollte dann eine geeignete Zugriffsstrategie (direkter Zugriff auf die Information, periodisches Updaten einer
lokalen Kopie oder das Versenden von Anderungsnachrichten) auswahlen. Die Plattform kann dabei unter Beriick
sichtigung der aktuellen Situation eine optimale Strategie wahlen.

Fir die in einem verteilten System vorkommenden asynchronen Vorgange, z.B. bei dem parallelen Zugriff auf
Managementinformation innerhalb verschiedener Knoten des Systems, sollten den Anwendungsprogrammiererr
geeignete Abstraktionen zur Verfigung stehen, um die eintreffenden Ereignisse passend behandeln zu kénnen.



Daneben gibt es noch eine Reihe weitere praktische Anforderungen, z.B. an geeigneter Unterstitzung fir die
Prasentation der Managementinformation, fur die permanente Speicherung z.B. in Datenbanken, fir die Generie
rung und Auswertung von Mel3reihen oder die Erstellung von Reports.

4.3 Anforderungen an die Managementplattform

Die Managementplattform mufR3 beiden Teilen, der Anwendung und dem Manager, geeignete Kommunikationsun-
terstiitzung anbieten. So mul3 zur Realisierung der globalen, ortstransparenten Namen ein verteiltes Auskunftssy
stem verwendet werden, um die Informationen Uber die laufenden Komponenten des verteilten Systems zu spei
chern. Auch hier sollen die notwendigen Kommunikationsvorgange verborgen werden. Aus der Sicht einer
Managementanwendung mul3 die Managementplattform die Funktionen eines Management Request Brokers (verg
[OMG91], [Geih92]) bieten, d.h. zu einem gegebenen Auftrag mit einer darin enthaltenen Objektreferenz muf3 der
Ort des Objektes und die Methode, die zur Ausfihrung des Auftrages aufgerufen werden muf3, gefunden werden
der Request an die entsprechende Stelle weitergeleitet und dort ausgefuhrt werden. Je nach Objekttyp und beteilic
tem Zielsystem kann es nétig sein, anstelle der oben geforderten direkten Schnittstelle zur Anwendung auch auf eil
lokales Objektrepository zuzugreifen oder beispielsweise eine Hilfsprogramm aufzurufen, welches die entspre-
chende Information zur Verfiigung stellt. Die Ergebnisse missen im Anschluld daran wieder zuriick an den Absende
gesendet werden.

Desweiteren sollte die Managementplattform Triggerfunktionen enthalten, die auf bestimmte, allgemeine Ereig-
nisse reagieren, die nicht in den Anwendungen realisiert sind. Dazu zahlt beispielsweise das An- und Abmelder
einer neuen Komponente, das Eintreten einer bestimmten Situation oder die Verletzung einer bestimmten Konsi
stenzbedingung. Diese Ereignisse sollen dann per Ereignismeldungen an interessierte Managers abgesendet werd
Die Managementplattform tbernimmt hier die Event-Generierung und das Event-Forwarding.

Wie oben gefordert, soll die Managementplattform fur Objekte, die den Manager interessieren, einen Cache bereit:
halten. Fur unterschiedliche Manager auf dem gleichen Knoten soll ein einheitlicher Cache existieren. Da die in ver-
teilten Anwendungssystemen enthaltene Managementinformation sehr unterschiedliche Eigenschaften besitzel
kann, muf die Managementplattform den Zugriff auf die einzelnen Daten automatisch gemaf den Eigenschafter
und den Anforderungen optimieren. Daneben stellt die Managementplattform Funktionen zum Absuchen von Netz-
knoten, zum selektiven Zugriff auf Information (z.B. mit Hilfe von Bereichsangaben und Filter) zur Verfligung.

5. DasMeLobyv-Managementsystem

In demMEeLoby-Projekt wird untersucht, wie die oben angesprochenen Anforderungen realisiert werden konnen. Im
folgenden wird die Systemarchitektur und das eingesetzte Informationsmodell beschrieben. Dabei wird auf die Rea-
lisierung der internen Komponenten-Agent Schnittstelle, auf die Realisierung der Ortstransparenz und den effizien-
ten Zugriff auf Managementinformation eingegangen.

5.1 Die Architektur desMeLoov-Managementsystems

Das MeLoovManagementsystem unterscheidet drei logischen Komponenten: Manager, Anwendungskomponente
und Managementagenten.

« Anwendungskomponenten sind Gegenstand des Managements. Sie beinhalten die Informationen, auf denen di
Managementanwendungen operieren. Aus der Sicht einer Anwendung werden nur die Objekte manipuliert, die
die Managementinformation darstellen. Die Kommunikation zwischen Komponente und Agent ist in den
Methoden der Objekte verborgen.



Manager realisieren die Managementaufgaben. Sie operieren ebenfalls auf logisch lokalen Objekten. Diese
Objekte stellen jeweils einen Schnappschul? des realen Objektes auf dem entfernten System da. In den Methc
den der Statthalterobjekten sind die Kommunikationsvorgéange mit dem Agenten verborgen. Die einzige Aus-

nahme bildet der Fall, in dem die Managementanwendung explizit parallel arbeiten mochte. In diesem Fall

werden die Objektaufrufe asynchron abgearbeitet, d.h. die Anwendung erhlt die Antworten des Systems nicht
direkt mit dem Ende des Methodenaufrufs, sondern als extern eintreffendes Ereignis. Zur Behandlung von
asynchronen Meldungen stehen zwei Modell zur Verfiigung. Zum einen das blockierende Warten auf eine Mel-
dung, zum zweiten das Aufbauen einer Warteschlange mit eintreffenden Meldungen, die dann spater abgearbei
tet werden kdnnen.

Agenten realisieren die Kommunikation zwischen Managern und Komponenten. Das entsprechende Kommuni-
kationprotokoll enthélt eine Reihe von Botschaften, mit denen Objekte und ihre Typinformation, Werte von
Attributen, Aktionsaufrufe, Ereignisse (mitsamt Ereignisparameter) und Managementsystem-interne Botschaf-
ten Ubertragen werden kdnnen. Die Agenten realisieren einen ortstransparenten Zugriff. Ein Manager prasen:
tiert einen Auftrag mit dazugehdériger Objektreferenz. Der Agent lokalisiert daraufhin das gewiinschte Objekt
und Ubertragt den Auftrag an das entfernte System. Der Agent realisiert auch den Cache flir die Manager unc
Uberwacht die geforderte Aktualitat.

Komponente

Manager Komponente

Komponente Komponente

Bild 2 : Architektur desvieLoov-Managementsystems

5.2 Das Informationsmodell

In Anlehnung an das OSl-Informationsmodell wird die Managementinformation einer Teilkomponente mit Hilfe

eines Baums von Objekten modelliert. Jedes Objekt korrespondiert zu einem bestimmten Teil der Komponente. Da:
Wurzelobjekt reprasentiert die gesamte Anwendung und beschreibt auch den Komponententyp. Die untergeordne
ten Objekte repréasentieren jeweils einen Teilaspekt, beispielsweise die Rolle der Komponente oder die entsprecher
den Schnittstellen. Die Objekte besitzen Attribute, die entsprechende Eigenschaften der Objekte darstellen. Attri-
bute kdnnen gelesen und geschrieben werden. Ein Objekt besitzt Aktionen, die von aullen angestof3en werde



kénnen. Desweiteren kann ein Objekt von sich aus Ereignisnachrichten auslésen, die von dem Managementsyste!
an die entsprechenden Manager weitergeleitet werden.

Attribute
Aktionen

- Events

Bild 3 : Objektmodell der Managementinformation

Objekte gehtren zu einer Klasse. Klassen werden mit Hilfe eines Vererbungsbaums definiert. Dabei ist Mehrfach-
vererbung zugelassen. Die Attributmenge, die zu einer Klasse gehort, ist statisch festgelegt. Ein Objekt enthal
immer seine Strukturbeschreibung. Diese kann auch abgefragt werden und steht dann einer generischen Manag
mentfunktion zur Verfiigung. Da die Objekte stark typisiert sind, konnte diese Aufgabe auch von einem verteilten
Typmanager realisiert werden, wie er z.B. im Moment in der ODP-Standardisierung diskutiert wird ([ISO92b],
[1SO92a]). Die Vorgehensweise ddsLooy-Systems macht die Typinformation der Objekte immer mit dem Objekt
zusammen verfugbar, so dal3 eine Reihe generischer Managementfunktionen - z.B. ein generischer Browser - real
siert werden kann.

@ungskompo@

« Filter zur Datenreduktion

Schnittstellen

Dateneingang

» Eingangs-Packete » Ausgangs-Packete
» Datenvolumen » Datenvolumen
» Paketfehler » Kompaktionsfaktor

Bild 4 : Anwendungskomponente mit zwei Schnittstellen und einigen Attributen

5.3 Instrumentierung der Anwendung

Die Objekte des Informationsmodells werden 1:1 auf Objekte der Programmiersprache (in diesem Fall C++) abge-
bildet. Nach der Definition der Objektklasse - bei der im wesentlichen die Oberklassen, die Attribute und die Abbil-
dung der Aktionen auf vorhandene Prozeduren definiert wird, missen nur noch Instanzen in der entsprechende
Programmiersprache erzeugt werden. Bei der Instanziierung werden die Objekte flr die Managementaufgaben vor
bereitet. Sie missen danach noch dem Managementsystem mit einer geeigneten Qlenatimic® bekanntge-

macht werden und kénnen an Ende wieder zurlickgezogen wé&tdeaki Eine Anwendung sieht nur lokale
Objekte, die sie mit Methodenaufrufen manipuliert. Die Kommunikation mit dem Agenten ist in den Methodenauf-
rufen verborgen.

Managementsystem und Anwendung sind durch Mechanismen zur Interprozesskommunikation miteinander ver-
bunden. Dabei sind verschiedene Mechanismen realisiert worden: Shared Memory, lokales TCP und UNIX-Pipes.
Die unterschiedlichen Mechanismen haben verschiedene Eigenschaften, die bei dem Management verteilte



Anwendungen ausgenutzt werden kénnen. Messungen haben beispielsweise ergeben, dall Shared Memory dal
nicht den besten Durchsatz liefert, jedoch gerade bei lesenden Zugriffen Anwendung und Managementsystem weit
gehend voneinander entkoppelt. Welcher Mechanismus benutzt wird, wird durch die Anwendung definiert. Die wei-
tere Verwendung wird transparent fir die Anwendung durch die definierten C++-Objekte durchgefiihrt. Die Reali-
sierung dieser Vorgehensweise wird in [Lemk93] und in [Jahk93] beschrieben.

Zur Durchfiihrung von Managementoperationen gibt es zwei Vorgehensweisen. Im transparenten Fall werden die
Managementoperationen nebenlaufig zu der Anwendung ausgefihrt. Zum Schutz von kritischen Abschnitten in del
Anwendung kdnnen Managementoperationen zeitweise verzégert werden. Im zweiten Fall werden die Manage-
mentoperationen zu einem gegeben Zeitpunkt (an einem Managementinteraktionspunkt) direkt unter der Kontrolle
der Anwendung durchgefiihrt. Beide Mdglichkeiten kénnen alternativ verwendet werden.

5.4 Das Objektmodell der Managementanwendung

Der Manager hat die gleiche Sicht auf das Objekt wie die Anwendung, d.h. er kann auf Attribute zugreifen, diese
verandern, parametrisierte Aktionen auslésen und auf plétzlich eintreffende Events reagieren. Er muf3 sich jedoct
auf Grund der Verteilung des Systems bewul3t sein, daf’ er keine absolut konsistente Sicht auf das Objekt hat. Di
dafir notwendigen Sperr- und Updateprotokolle sind fir Managementaufgaben in der Regel zu aufwendig und auct
nicht notwendig. Innerhalb d&4eLooy-Systems wurde daher der Begriff deschrankten Inkonsisteangefuhrt.

Dies bedeutet, dal’ ein Manager immer auf ein logisches Schnappschuf3objekt des originalen Objekts zugreift. De
Schnappschul} reflektiert einen Zustand des Objektes, wie er vor einer gewissen Zeit der Fall war. Der Manager kan
die dabei auftretende Inkonsistenz beschranken, indem er mit der Hilfe von Aktualitdtspradikaten seine Anforde-
rungen an die Abweichung zwischen Schnappschuf3objekt und Originalobjekt spezifiziert. Beispielsweise kann ein
Aktualitatspradikat fordern, dal ein bestimmter Wert nicht dlter als 20 Sekunden sein darf. Die Managementplatt-
form stellt ihm die Informationen dann mit der geforderten Aktualitat zur Verfiigung.

Eine Managementanwendung gibt die Objekte, auf die sie fortlaufend zugreifen méchte, dem Managementsysten
bekannt Attach. Dieses holt dann die Objekte in den lokalen Cache. Die Objekte in dem Cache werden mit Hilfe
der gleichen lokalen Mechanismen zur Interprozesskommunikation (d.h. shared Memory, TCP oder UNIX-Pipes)
den Managern zur Verfliigung gestellt, wie die Objekte in der Anwendungskomponente. Dadurch kann der Managet
die Objekte lokale ansprechen. Der Agent Gibernimmt fir die Managementanwendung die Aktualisierung der Infor-
mation im Cache. Das Managementsystem wahlt auf Grund der spezifizierten Aktualitdtsanforderungen und auf
Grund der aktuellen Situation eine geeignete Updatestrategie aus. Je nach gewahlter Strategie und aktueller
Zustand wird eine Anfrage nach einem Managementattribut aus dem lokalen Cache oder von der original Quelle
besorgt. Das System garantiert hierbei, daf’ die geforderte Aktualitit eingehalten werden kann. Gleichzeitig sorgt e
durch eine standige Anpassung der Update-Strategien an die aktuelle Situation fiir eine Minimierung der notwendi-
gen Netzwerknachrichten. Die Mechanismen zur Auswahl eines geeigneten Updatestrategie werden in [Kova93]
beschrieben. In [Helb92] wird die dazugehorige Implementierung dokumentiert.

5.5 Ortstransparente Zugriff

Die Top-Level Managementobjekte (MO) einer Anwendung werden in einen globalen Namensraum eingetragen.
Dazu wurde ein Domé&nenkonzept entwickelt. Domé&anen kénnen entweder hierarchisch andere Domé&nen oder Ver
weise auf Managementobjekte enthalten. Die Konkatenierung der Domanennamen und des Namens des Verweisi
ergibt einen eindeutigen Bezeichner fur eine Top-Level MO und damit fir den entsprechenden Namensteil. Die Ein-
tragung in den Domanenbaum wird durch das Managementsystem vorgenommen. Dabei kann die Anwendunc
bestimmen, in welche Domane und unter welchem Namen der eigene Verweis eingetragen wird. Wird der Name de!
Verweises weggelassen, so wird ein kinstlicher, eindeutiger Identifikator erzeugt. Wird hingegen die Doméne weg-
gelassen, so wird auf Grund des Typs des Top-Level MOs (welcher auch den Typ der Anwendungskomponente
angeben soll) eine Standarddoméne ausgewahlt. Mehrere Domanen fiir eine Komponente sind méglich, ebenso d



Abfragen des Domanenbaum. Im Augenblick ist der Domanenbaum mit Hilfe des Directory-Dienstes des DCE rea-
lisiert. Bei der Anmeldung eines Objektes durch die Managementanwenéitiaghy erfolgt die notwendigen
Namensresolution und die Objektlokalisation.

6. Zusammenfassung und Ausblick

In diesem Bericht wurden die Grundkonzepte fir das Management verteilter Anwendungen eingefihrt und ausfihr-
lich motiviert. Es wurden die in deMeLobv-Managementsystem realisierten Konzepte dargestellt. Anwendungs-
komponenten kdnnen geeignete instrumentiert werden, so dal3 sie fir Managementaufgaben verfligbar sind. Dab
wurde auf eine strikte Trennung zwischen den Aufgaben der Anwendungskomponente und den Managementaufge
ben geachtet. Mit Hilfe eines objekt-orientierten Informationsmodells und der Realisierung entsprechender Objekte
erfolgt die Modellierung der Managementinformation und die lokale Realisierung. Managementaktivitaten knnen
nebenlaufig zu den normalen Aktionen einer Anwendung durchgefiihrt oder bewuf3t von der Anwendung zugelas-
sen werden.

Fir eine Managementanwendung wurde ein ortstransparenter und effizienter Zugriff unter Beriicksichtigung von
Aktualitatsanforderungen realisiert. Eine Managementanwendung bestimmt die Objekte, die in ihrem Sichtbarkeits-
bereich liegen. Die notwendigen Aufgaben zur Objektlokalisierung, zum Zugriff auf ein Objekt, zur Realisierung
eines Caches und zur Abwicklung der notwendigen Kommunikationsaufgaben werden von den Managementagen
ten Ubernommen.

Bisherige Erfahrungen mit dem gewahlten Ansatz zeigen, daf} die Instrumentierung der Anwendung flr einen
Anwendungsprogrammierer gut zu verstehen und leicht einzusetzen ist. Damit wird es mdglich, bereits zum Ent-
wicklungs- und Implementierungszeitpunkt den Managementaspekt in eine Anwendung zu integrieren.

Auch die Entwicklung der Managementanwendungen konnte deutlich vereinfacht werden. Die gewéhlten Abstrak-
tionen in der Form des Domanen-Konzepts und der Aktualitatspradikate ermdglichten eine einfache Realisierung.
Trotzdem mussen hier noch weitere Anstrengungen unternommen werden, um eine Managementanwendung geeil
net zu unterstitzen. Die Funktionen von Triggern in dem Managementsystem kann noch wesentlich erweitert wer-
den. Beispielsweise sollte es mdglich sein eine Sicht auf das verteilte System zu definieren, welche automatisch all
zu einer Anwendung gehoérende Objekte enthalt. Das Managementsystem kann dann geeignete Mal3nahmen ergrt
fen, um neu erschaffene Objekte zu entdecken und in den Sichtbarkeitsbereich einzutragen. Ein solcher Mechanis
mus wirde weitere Vereinfachungen fir eine Managementanwendung mit sich bringen. In diesem Bereich sind
noch viele Probleme ungelést.

In weiteren Experimenten wird untersucht, wie mit Hilfe der entwickelten Mechanismen eine automatischen Instru-
mentierung einer verteilten Anwendung durchgefihrt werden kann. Dies sollte gerade bei Anwendungen, die mit
Hilfe einer Entwicklungsplattform wie dem DCE entwickelt werden, durch eine Modifikation der erzeugten Stubs
durchaus moglich sein. Wir versprechen uns davon weitergehende Erkenntnis tGber die Art der Managementinfor-
mation, die von einer Anwendung zur Verfligung gestellt werden kann.
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