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ABSTRACT

Multicast is an efficient communication technique to save
bandwidth for group communication purposes. A number
of protocols have been proposed in the past to provide a
reliable multicast service. Briefly classified, they can be dis-
tinguished into sender-initiated, receiver-initiated and tree-
based approaches.

In this paper, an analytical bandwidth evaluation of generic
reliable multicast protocols is presented. Of particular im-
portance are new classes with aggregated acknowledgments.
In contrast to other approaches, these classes provide relia-
bility not only in case of message loss but also in case of node
failures. Our analysis is based on a realistic system model,
including data packet and control packet loss, asynchronous
local clocks and imperfect scope-limited local groups.

Our results show that hierarchical approaches are superior.
They provide higher throughput as well as lower bandwidth
consumption. Relating to protocols with aggregated ac-
knowledgments, the analysis shows only little additional
bandwidth overhead and therefore high throughput rates.

Categoriesand Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols; C.4 [Performance of Systems]

General Terms
Bandwidth, Analysis, Reliable Multicast

Keywords

AAK, receiver-initiated, sender-initiated, tree-based

1. INTRODUCTION

A number of reliable multicast transport protocols have been
proposed in the literature, which are based on the acknowl-
edgment scheme. Reliability is ensured by replying acknowl-
edgment messages from the receivers to the sender, either
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to confirm correct data packet delivery or to ask for a re-
transmission. Reliable multicast protocols are usually clas-
sified into sender-initiated, receiver-initiated and tree-based
ones. Briefly characterized, in sender-initiated approaches
receivers reply positive acknowledgments (ACKs) to con-
firm correct message delivery in contrast to receiver-initiated
protocols, which indicate transmission errors or losses by
negative acknowledgments (NAKs). Both classes can result
in an overwhelming of the sender and the network around
the sender by a large number of ACK or NAK messages.
This problem is the well-known acknowledgment implosion
problem, which is a vital challenge for the design of reli-
able multicast protocols, since it limits the scalability for
large receiver groups. Tree-based approaches promise to be
scalable even for a large number of receivers, since they ar-
range receivers into a hierarchy, called ACK tree [10]. Leaf
node receivers send their positive or negative acknowledg-
ments to their parent node in the ACK tree. Each non-leaf
receiver is responsible for collecting ACKs or NAKs only
from their direct child nodes in the hierarchy. Since the
maximum number of child nodes is limited, no node is over-
whelmed with messages and scalability for a large receiver
group is ensured. The maximum number of child nodes can
be determined according to the processing performance of
a node, its available network bandwidth, its memory equip-
ment, and its reliability.

In this paper we present a throughput analysis based on
bandwidth requirements as well as the overall bandwidth
consumption of all group members, which refer to the data
transfer costs. One characteristic of multicast transmissions
is that the component with the weakest performance may
determine the transmission speed. This means, a group
member with a low bandwidth connection, low processing
power, high packet loss rate or high packet delay may pre-
vent high transmission rates. Therefore, it is very useful to
be able to quantify the necessary requirements for a given
multicast protocol.

The remainder of this paper is structured as follows. In Sec-
tion 2 we discuss the background of our throughput analy-
sis and take a look at related work. In Section 3 we briefly
classify the analyzed protocols. Our bandwidth evaluation
in Section 4 starts with a definition of the assumed system
model before the various protocol classes are analyzed in
detail. To illustrate the results, some numerical evaluations
are presented in Section 5 before we conclude with a brief
summary.



2. RELATED WORK

Reliable multicast protocols were already analyzed in pre-
vious work. The first processing requirements analysis of
generic reliable multicast protocols was presented by Pingali
et al. [8]. They compared the class of sender- and receiver-
initiated protocols. Following analytical papers are often
based on the model and analytical methods introduced by
[8]- Levine et al. [3] have extended the analysis to the class
of ring- and tree-based approaches. In Maihéfer et al. [5]
protocols with aggregated acknowledgments are considered.

A bandwidth analysis of generic reliable multicast proto-
cols was done by Kasera et al. [2], Nonnenmacher et al. [6]
and Poo et al. [9]. In [2], local recovery techniques are ana-
lyzed and compared. The system model is based on a spe-
cial topology structure consisting of a source link from the
sender to the backbone, backbone links and finally tail links
from the backbone to the receivers. In [6] a similar topol-
ogy structure is used. They studied the performance gain
of protocols using parity packets to recover from transmis-
sion errors. The protocols use receiver-based loss detection
with multicasted NAKs and NAK avoidance. In [9], non-
hierarchical protocols are compared. In contrast to previ-
ous work, not only stop-and-wait error recovery is consid-
ered in the analysis but also go-back-N and selective-repeat
schemes.

Our paper differs from previous work in the following ways.
First, we consider the loss of data packets and control pack-
ets. Second, we assume that local clocks are not synchro-
nized which affects the NAK-avoidance scheme (see Section
3.2). NAK-avoidance works less efficiently with this more
realistic assumption. Third, our analysis considers that lo-
cal groups may not be confined perfectly, so that local data
or control packets may reach nodes in other local groups.
Finally, our work extends previous analysis by two new tree-
based protocol classes. They are based on aggregated ACKs
to be able to cope with node failures.

3. CLASSIFICATION OF RELIABLE MUL-
TICAST PROTOCOLS

In this section we briefly classify the reliable multicast pro-
tocols analyzed in this paper. A more detailed and more
general description for some of these classes can be found in
(8], [3] and [6].

3.1 Senderlnitiated Protocols

The class of sender-initiated protocols is characterized by
positive acknowledgments (ACKs) returned by the receivers
to the sender. A missing ACK detects either a lost data
packet at the corresponding receiver, a lost ACK packet or
a crashed receiver, which cannot be distinguished by the
sender. Therefore, a missing ACK packet leads to a data
packet retransmission from the sender. We assume that such
a retransmission is always sent using multicast. This proto-
col class will be referred to as (Al). Note that the use of
negative acknowledgments, for example to speed up retrans-
missions, does not necessarily mean that a protocol is not
of class (Al). Important is that positive acknowledgments
are necessary, for example to release data from the sender’s
buffer space. An example for a sender-initiated protocol is
the Xpress Transport Protocol (XTP) [12].

3.2 Recever-Initiated Protocols

In contrast to sender-initiated protocols, receiver-initiated
protocols return only negative acknowledgments (NAKs) in-
stead of ACKs. As in the sender-initiated protocol class, we
assume that retransmissions are sent using multicast. When
a receiver detects an error, e.g. by a wrong checksum, a skip
in the sequence number or a timeout while waiting for a data
packet, a NAK is returned to the sender. Pure receiver-
initiated protocols have a non-deterministic characteristic,
since the sender is unable to decide when all group mem-
bers have correctly received a data packet.

Receiver-initiated protocols can either send NAKSs using uni-
cast or multicast transmission. The protocol class sending
unicast NAKs will be called (N1). An example for (N1)
is PGM [11]. The approach using multicast NAKs (N2) is
known as NAK-avoidance scheme. A receiver that has de-
tected an error sends a multicast NAK provided that it has
not already received a NAK for this data packet from an-
other receiver. Thus, in optimum case, only one NAK is
received by the sender for each lost data packet. An exam-
ple for such a protocol is the scalable reliable multicasting
protocol (SRM) [1].

3.3 Tree-BasedProtocols

Tree-based approaches organize the receivers into a tree
structure called ACK tree, which is responsible for col-
lecting acknowledgments and sending retransmissions. We
assume that the sender is the root of the tree. If a receiver
needs a retransmission, the parent node in the ACK tree
is informed rather than the sender. The parent nodes are
called group leaders for their children which form a local
group. Note that a group leader may also be a child of an-
other local group. A child which is only a receiver rather
than a group leader is called leaf node.

The first considered scheme of this class (H1) is similar to
sender-initiated protocols since it uses ACKs sent by the re-
ceivers to their group leaders to indicate correctly received
packets. Each group leader that is not the root node also
sends an ACK to its parent group leader until the root node
is reached. If a timeout for an ACK occurs at a group
leader or the root, a multicast retransmission is invoked.
An example of a protocol similar to our definition of (H1)
is RMTP [7]. The second scheme (H2) is based on NAKs
with NAK suppression similar to (N2) and selective ACKs
(SAKs), which are sent periodically for deciding determinis-
tically when packets can be removed from memory. A SAK
is sent to the parent node after a certain number of packets
are received or after a certain time period has expired, to
propagate the state of a receiver to its group leader. TMTP
[14] is an example for class (H2).

Before the next scheme will be introduced, it is necessary to
understand that (H1) and (H2) can guarantee reliable deliv-
ery only if no group member fails in the system. Assume for
example that a group leader G: fails after it has acknowl-
edged correct reception of a packet to its group leader Go
which is the root node. If a receiver of G1’s local group
needs a retransmission, neither G1 nor Gy can resend the
data packet since G:i has failed and Go has removed the
packet from memory. This problem is solved by aggregated
hierarchical ACKs (AAKs) of the third scheme (H3). A
group leader sends an AAK to its parent group leader af-



ter all children have acknowledged correct reception. After
a group leader or the root node has received an AAK, it can
remove the corresponding data from memory because all
members in this subhierarchy have already received it cor-
rectly. Lorax [4] and RMTP-II [13] are examples for AAK
protocols. Our definition of (H3)’s generic behavior is as
follows:

1. Group leaders send a local ACK after the data packet
is received correctly.

2. Leaf node receivers send an AAK after the data packet
is received correctly.

3. The root node and group leaders wait a certain time
to receive local ACKs from their children. If a timeout
occurs, the packet is retransmitted to all children or se-
lective to those whose ACK is missing. Since leaf node
receivers send only AAKs rather than local ACKs, a
received AAK from a receiver is also allowed to prevent
the retransmission.

4. The root node and group leaders wait to receive AAKs
from their children. Upon reception of all AAKs, the
corresponding packet can be removed from memory
and a group leader sends an AAK to its parent group
leader. If a timeout occurs while waiting for AAKs, a
unicast AAK query is sent to the affected nodes.

5. If a group leader or leaf node receiver receives further
retransmissions after an AAK has been sent or the
prerequisites for sending an AAK are met, these data
packets are acknowledged by AAKs rather than ACKs.
The same applies for receiving an AAK query that is
replied with an AAK if the prerequisites are met.

In summary, ACKs are used for fast error recovery in case
of message loss and AAKs to clear buffer space. Besides the
AAK scheme, we consider in our analysis of (H3) a thresh-
old scheme to decide whether a retransmission is performed
using unicast or multicast. The sender or group leader com-
pares the number of missing ACKs with a threshold pa-
rameter. If the number of missing ACKs is smaller than
this threshold, the data packets are retransmitted using uni-
cast. Otherwise, if the number of missing ACKs exceeds the
threshold, the overall network and node load is assumed to
be lower using multicast retransmission.

Our next protocol will be denoted as (H4) and is a combina-
tion of the negative acknowledgment with NAK suppression
scheme (H2) and aggregated acknowledgments (H3). Sim-
ilar to (H2), NAKs are used to start a retransmission. In-
stead of selective periodical ACKs, aggregated ACKs are
used to announce the receivers’ state and allow group lead-
ers and the sender to remove data from memory. Like SAKs,
we assume that AAKs are sent periodically. We define the
generic behavior of (H4) as follows:

1. Upon detection of a missing or corrupted data packet,
receivers send a NAK per multicast scheduled at a ran-
dom time in the future and provided that not already a
NAK for this data packet is received before the sched-
uled time. If no retransmission arrives within a certain
time period, the NAK sending scheme is repeated.

2. Group leaders and the sender retransmit a packet per
multicast if a NAK has been received.

3. After a certain number of correctly received data pack-
ets, leaf node receivers send an AAK to its group leader
in the ACK tree. A group leader forwards this AAK
to its parent group leader or sender, respectively, as
soon as the same data packets are correctly received
and the corresponding AAKSs from all child nodes are
received.

4. The sender and group leaders initiate a timer to wait
for all AAKs to be received. If the timer expires, an
AAK query is sent to those child nodes whose AAK is
missing.

5. If a group leader or leaf node receiver gets an AAK
query and the prerequisites for sending an AAK are
met, the query is acknowledged with an AAK.

4. BANDWIDTH ANALYSIS
4.1 Model

Our model is similar to the one used by Pingali et al. [8] and
Levine et al. [3]. A single sender is assumed, multicasting
to R identical receivers. In case of tree-based protocols,
the sender is the root of the ACK tree. We assume that
nodes do not fail and the network is not partitioned, i.e.
that retransmissions are finally successful. In contrast to
previous work, packet loss can occur on both, data packets
and control packets. Multicast packet loss probability is
given by ¢ and unicast packet loss probability by p for any
node. Table 1 summarizes the notations for protocol classes
(A1), (N1), (N2), (H1) and (H2). In Table 2 the additional
notations for the protocol classes (H3) and (H4) are given.

We assume that losses at different nodes are independent
events. In fact, since receivers share parts of the multicast
routing tree, this assumption does not hold in real networks.
However, if all classes have similar trees no protocol class is
privileged relative to another one by this assumption.

In the following subsections, the generic protocol classes are
analyzed in detail. Although our work considers more pro-
tocols and a more general system model, the notations and
basic analyzing methods follows [8] and [3].

4.2 Senderlnitiated Protocol (Al)

We determine the bandwidth requirements at the sender
W41 and each receiver W#4?, based on the necessary band-
width for sending a single data packet correctly to all re-
ceivers. We assume that the sender waits until all ACKs are
received and then sends a retransmission if necessary.

The bandwidth consumption at the sender is:

W;“ = (initial transmission) + (retransmissions)
+ (receiving ACKs)

MmAlL LAl

Wit =Wa() + Y Walm) + Y Wald) 1)
m=2 i=1

BE(W3') = E(M*")B(Wa) + B(L*)B(W.). @

Wa(m) and W,(i) are the bandwidths required for a data
packet or ACK packet for the m-th or i-th transmission,



Table 1: Notations for the analysis of (A1), (N1),
(N2), (H1) and (H2)

R Size of the receiver set.
B Branching factor of a tree or the local group size.
Wq, Wa, Bandwidth for a data packet, ACK, NAK and

Wh, Wy SAK, respectively.

wg,wg, Bandwidth requirements for protocols

Wy, we w at the sender, receiver, group leader
and overall bandwidth consumption.
w € {A1,N1,N2,H1,H2, H3, H4}

A%, A%, Throughput respectively relative bandwidth ef-

A%, AY ficiency for protocols w at the sender, receiver,
group leader and overall system throughput.

S Number of periodical SAKs received by the
sender in the presence of control message loss.

PD,49D Probability for unicast or multicast data loss at

a receiver, respectively.
PA,PN,;qn  Probability for unicast ACK, NAK or multicast

NAK loss.

D,p Probability that a retransmission is necessary
for protocol (A1) or (N2), respectively.

Ps Probability for simultaneous and therefore un-
necessary NAK sending in (N2), (H2) and (H4).

DI Probability for receiving a data or control packet

from another local group.

Ly,Lv¥ Number of ACKs or NAKs per data packet sent
by receiver r that reach the sender or total num-
ber of ACKs or NAKs per data packet received
from all receivers.

NY, N, Total number of transmissions per data packet

received by receiver r from the parent node or
total number of received data packets from all
local groups, respectively.
NY Total number of transmissions per data packet
received by a group leader from all local groups.
Number of necessary transmissions for receiver
r, to receive a data packet correctly in the pres-
ence of data and ACK or NAK loss or total num-
ber of transmissions for all receivers.
Number of necessary rounds to correctly deliver
a packet to all receivers or to receiver r.
Total number of empty rounds or empty rounds
for receiver r, respectively.
Ny, Number of NAKs sent in round k.

MY, MY

oY, 0y

w w
Oe aoe,r

respectively. M4 is the total number of transmissions nec-
essary to transmit a packet correctly to all receivers in the
presence of data packet and ACK loss and L“! is the total
number of ACKs received for this data packet. E(WZ') is
the expectation of the bandwidth requirement at the sender.
The only unknowns are E(M4!) and E(L*):

B(L*") = RE(M™")(1 — qp)(1 - pa). 3

This means, the sender gets one ACK per data packet trans-
mission E(M*!) from every receiver R, provided that the
data packet is not lost with probability (1 — gp) and the
ACK is not lost with probability (1 —pa).

Now, the number of transmissions have to be analyzed. The
probability for a retransmission is:

p=4qp+(1—gp)pa, (4)

i. e. either a data packet is lost (¢gp) or the data packet is
received correctly and the ACK is lost ((1 — gp)pa). So,
the probability that the number of necessary transmissions
MA! for receiver r is smaller or equal to m (m=1, 2, ...) is:

P(MM <m)=1-5". (5)

As the packet losses at different receivers are independent
from each other:

PO < m) = [ POL < m) =1 - 5m)"

p

M:a ||::]:u

( ) (=i (6)

i=0
P(M* =m)=P(M** <m) - P(M*" <m-1)

—Z( )OI - ™)

E(M*Y) = i mP(M*' = m)
m=1
R

R
my ([) D -5

1 i=0

M?’ M

=3 (a5 X mi
R ) .
=;( )nia -5 )( _-1)2

Il
it i

R 5 1
(v = (8)

E(M*') is the expected total number of necessary trans-
missions to receive the data packet correctly at all receivers.

Now E(W#!) is entirely determined. The bandwidth ef-
ficiency respectively maximum throughput for the sender
A2, to send data packets successfully to a receiver is:
A1 _ 1
A = BWAY (9)

Accordingly, the processing requirement for a packet at the
receiver is:

ng = (receiving packets) + (sending ACKs) (10)
E(W#') = E(M*")(1 - qp) (B(Wa) + E(W.)), (11)

where a packet is received with probability (1—g¢p) and each
received packet is acknowledged. The maximum throughput
AAY of a receiver is:

VL (12)
T BWEY
Overall system throughput A*! is determined by the mini-
mum of the throughput rates at the sender and receivers:

A = min{ASY, ALY} (13)

Now we are able to determine the total bandwidth consump-
tion. In contrast to previous work, our definition of total
bandwidth consumption is the bandwidth that is necessary
at the sender and receivers to send and receive messages.
This means, we assume that the internal network structure
is not known and therefore not considered in the analysis.
In [2] and [6], total bandwidth is defined on a per link basis.
Such a definition encompasses the total costs within the net-
work but has the disadvantage, that a network topology has
to be defined with routers and links between routers. Here,
we want to determine the total costs at the communication
endpoints, i.e. the costs for the sender and receivers.



The total bandwidth consumption of protocol (A1) is then
the sum of the sender’s and receivers’ bandwidth consump-
tions:

BE(WAt) = B(WAY) + RE(WAY). (14)

4.3 Recever-Initiated Protocol (N1)

As in the sender-initiated protocol, data packets are always
transmitted using multicast. In (N1), error control is re-
alized by unicast NAKs. The sender collects all NAKs re-
ceived within a certain timeout period and sends only one
retransmission independent of the number of received or lost
control packets during that round.

The bandwidth requirement at the sender is:

Wé\” = (transmissions) + (receiving NAKs)

MNI iNl

Wit= 3" Wa(m) + > Wal(i) (15)
m=1 i=1

EWZ) = E(MNY)E(W,) + E(LYY)E(W,,). (16)

The only unknowns are E(M™') and E(LV"). The number
of transmissions, M™', until all receivers correctly receive a
packet is only determined by the probability for data packet
loss analogous to Eq. 8 of (A1) with ¢p instead of p.

To determine E(L™!), some intermediate steps have to be
done. First, the number of transmissions, M!, for a single
receiver is given by the probability gp. This means, M'!
counts the number of trials until the first success occurs. The
probability for the first success in a Bernoulli experiment at
trial k with probability for success (1 — gp) is:

P(X =k)=(1-gp)gp" " (17)

The necessary number of transmissions for a single receiver
M}]? follows from the Bernoulli distribution and [8]:

1

E(MN?') = (18)
1—gp
N1,,,N1 2—-4¢p
E(M, " [M."" >1)= (19)
1—-9¢p
N1j,,N1 3 —2gp
EMNY MY > 2) = (20)
1-4¢p

P(M > DIEM M > 1) —1]=B(M,") - 1. (21)

Besides the necessary number of transmissions, we have to
introduce the number of rounds, necessary to correctly de-
liver a data packet. A round starts with the sending of a
data packet and ends with the expiration of a timeout at
the sender. Normally, there will be one data transmission
in each round. However, if the sender receives no NAKs
due to NAK loss, no retransmission is made and new NAKs
must be sent by the receivers in the next round. ON! is
the number of necessary rounds for receiver r. The num-
ber of rounds is the sum of the number of necessary rounds
for sending transmissions M'! and the number of empty
rounds O)} in which all NAKs are lost and therefore no
retransmission is made:

oMt =mN"+ 00} (22)

E(MN') is given in Eq. 18. E(OY}) can be determined
analogous to E(M}N!), with probability py for the loss of all
sent NAKs in round k (see Eq. 25). The expected number
of empty rounds E(Oévrl) is the expected number of empty

rounds after the first transmission plus the expected number
of empty rounds after the second transmission and so on:

N1 B(MN)—1
E(Oe,r) =2 k=1 (1_1Pk - 1)- (23)

(1/1—px) is the expectation for the number of empty rounds
plus the last successful NAK reception at the sender which
is subtracted. N, the number of NAKs sent in round & is
given by:

Ni =ap"R, (24)

where gp* is the probability for a single receiver that until
round k all data packets are lost. The number of empty
rounds after transmission k is determined by the failure
probability:

k
pr=pnk =pniD E (25)

Pk is the probability that all sent NAKs in round k are lost.
The number of sent NAKSs is equal to the number of receivers
¢p" R that need a retransmission in round k (see Eq. 24).

L™ is the number of NAKs received by the sender and 1
is the total number of NAKs sent in all rounds:

BIMY) = 611 pw) (26)
B(uN1
91 = kil ) Ni, 1—lp,c . (27)

Finally, at the receiver we have:
E(WR')=BE(M"")(1 - qp)E(Wa)
+ P(ON! > D)[E(ON'|ON! > 1) — 1]E(W,,). (28)

Note that the last, successful transmission is not replied with
a NAK.

The throughput rates are analogous to (Al):

N1 _ 1 N1 _ 1 N1 _ . N1 , N1
AS - E(W’é\”)’ AR - E(ng)’ A —m"n{AS ’AR } (29)
The total bandwidth consumption is:

BWNY) = BWYY) + RE(WHY). (30)

4.4 Recever-Initiated Protocol (N2)

In contrast to (N1), this protocol class sends NAKs to all
group members using multicast. Ideally, NAK suppression
ensures that only one NAK is received by the sender. As in
the previous protocol, the sender collects all NAKs belong-
ing to one round and then starts a retransmission:

Wéw = (transmissions) + (receiving NAKs)

MN2 ZNZ

W= 3" Walm)+ > Wali) (31)
m=1 i=1

EWEY?) = E(MN?)E(W,) + E(LV?)E(W,). (32)

E(M™?) is determined analogous to (A1) and (N1) with

loss probability qp (see Eq. 8). L2 contains the number of
necessary and additional NAKs received at the sender:

B(L™?) = 91(1 - qn) (33)

eMmN2
01 =00 N (34)

Ny, the number of NAKs sent in round k, is the sum of:
NAK of the first receiver that did not receive the data packet



plus NAK of another unsuccessful receiver that did not re-
ceive the first NAK packet and sends a second NAK and so
on:

Ni= 3L, Nii (35)
Npi1= an” (36)
Ni2=qn"(1 — Ni1 + Ni,1qn)

= Ng,1(1 — N1 + Ni,1qn)
= N1 _N:,1+N:,1‘1N (37)
Nin=Npn_1—Np . 1 +Np, _jav ,n>1 (38)

The first receiver sends a NAK provided that the data packet
was lost with probability gn*. The second receiver sends a
NAK provided that the data packet was lost and the NAK
of the first receiver was lost (Ng,1gn) or the first receiver
sends no NAK (1 — Ng1), and so on.

In Eq. 38, a perfect system model is assumed in which ad-
ditional NAKs are only sent due to NAK loss at receivers.
This means, receivers must have synchronized local clocks
and a defined sending order for NAKs. However, since re-
ceivers are usually not synchronized in real systems it can
occur that NAKs are sent simultaneously. Therefore, we ex-
tend Equations 36-38 with the probability for simultaneous
NAK sending (ps) to:

Ni,1=ap" (39)
Niyn = Nino1—Np 1+ Np o_1(an +pa — avps) ,n > 1. (40)

The number of rounds O ? for receiver r is obtained analo-
gous to protocol (N1). It is the sum of the number of neces-
sary rounds for sending transmissions M;'> and the number
of empty rounds Oé\f 2 in which all NAKs are lost and there-
fore no retransmission is made. The total number of rounds
O™? for all receivers can be defined analogous to O 2:

oy =m"*+ 07} (41)
oN?=uM"? 4+ ol (42)

The number of necessary transmissions, M; 2, for a single
receiver r is given by the probability gp. Analogous to Eq.
18 of protocol (N1) the expectation is:

1

N2
E(M, ") = I .
— 4o

(43)

The number of empty rounds after transmission k is deter-
mined by the failure probability:

P = an"- (44)
Pk is the probability that all sent NAKs in round k are lost.
The expected number of empty rounds E(OY?) is equal to
the expected number of empty rounds after the first trans-
mission plus the expected number of empty rounds after the
second transmission and so on. Now, E(O;*) and E(O[})
can be determined analogous to M;}¥? (see Eq. 18):

N2,y _

BOY) =228 (2 1) (45)
B(MN?)-1

BON:) =T (2 - 1) (46)

(1/1—px) is the expectation for the number of empty rounds
plus the last successful NAK reception at the sender, which
is subtracted.

At the receiver we have:

BWg?) = B(MN?)(1 - qp) B(Wa)
+P(ON? > 1)[E(ON?|0N% > 1) — 1]§—2E(Wn)
3
+ [P(ON? > D[BON?I0V? > 1) — 1]9,

~ POY* > DIBONON? > 1) ~ 1122](1 - an)B(Wa). (47)
3
¥z is the average number of NAKs sent in each round and

13 is the mean number of receivers that did not receive a
data packet and therefore want to send a NAK:

__ 1 E(MN2) 1

192 - E(ONZ) k=1 Nk 1-py (48)
__ 1 BMN2) g g

93 = BONz)Zk=1 D Ri=prs (49)

where (1/1 — pi) is the number of empty rounds plus the
last successful NAK sending (see Eq. 18, 45 and 46).

The second term in E(WZA'?) is the processing requirement
to send NAKs, where the considered receiver r is only with
probability ¥2/93 the one that sends a NAK. In the third
term the number of sent NAKs is subtracted from the num-
ber of total NAKs to get the number of received NAKs.

The throughput rates are:

N2 1 N2 1 N2 . N2 N2
As = Bwry’ Ag = Bwh)’ AT" = min{Ag",Ax"}. (50)

The total bandwidth consumption is:

E(W"?) = E(WJ?) + RE(WR?). (51)

4.5 Tree-BasedProtocol (H1)

Our analysis distinguishes between the three different kinds
of nodes in the ACK tree, the sender at the root of the
tree, the receivers that form the leaves of the ACK tree
and the receivers that are inner nodes. We will call these
inner receivers group leaders. Group leaders are sender and
receiver as well.

Our analysis of all tree-based protocols is based on the
assumption that each local group consists of exactly B
members and one group leader. We assume further, that
when a group leader has to sent a retransmission, the group
leader has already received this packet correctly. The fol-
lowing subsections analyze the bandwidth requirements at
the sender W', receivers W' and group leaders W!.

45.1 Sender (root node)

MHl iHl

Wt =Wa(1)+ > Wa(m)+ > Wa(i) (52)
m=2 i=1

EWg'h) = B(M" ) E(Wa) + E(L¥)E(W.) (53)

MU' is the number of necessary transmissions until all
members of a local group have received a packet correctly.
E(M"™') is determined analogous (B instead of R) to Eq.
8 of protocol (Al), since every local group is like a sender-
based system. Furthermore, the number of ACKs received
by the sender and group leaders in the presence of possible
ACK loss E(L"') is similar to E(L*'), with B instead of
R:

E(L™) = BE(M"")(1 - qp)(1 - pa). (54)



45.2 Receiver (leaf node)

E(NH}) is the total number of received transmissions at re-
ceiver r and consists mainly of the sent messages from the
parent E(NH1), provided that each local group has its own
multicast address. However, if the whole multicast group
has only one multicast address, retransmissions may reach
members outside of this local group. The probability for re-
ceiving a retransmission from another local group is assumed
to be p; for any receiver. Such received transmissions from
other local groups increase the load of a node. In our anal-
ysis we assume that transmissions from other local groups
do not decrease the necessary number of local retransmis-
sions, since in many cases they are received after a local
retransmission have already been triggered.

First we want to determine the number of group leaders.

The number of nodes R in a complete tree with branching
factor B and height h is:

h—1
R:ZBi:BO+B1+___+Bh—2+Bh—1
i=0

_(1-B)B° (1-B)B! (1-B)B"% (1-B)B"!
- 1-B 1-B 1-B 1-B

B _-B'4+B'-B24...4 B2 _pgh-1 gh-1_ gh
- 1-B

1—B"
= 1-B"’ (55)

and the tree height follows to:
h=logg (R(B — 1) +1). (56)

The number of group leaders plus the sender is therefore:

G=> B (57)

The number of received transmissions E(N;?') from the par-
ent node at receiver r is:

E(N,"") = E(M™")(1 - qp). (58)

The total number of received transmissions E(thl) at re-
ceiver r is now:

B(N,7})=E(M™)(1 - qp) + (G = DEM™")(1 - qp)p:. (59)

Finally, the bandwidth requirement W4 * for a receiver is:

Ny N

Wit = 3" Wali) + Y Wa(i) (60)
i=1 j=1

E(WgEY) = E(N; ) E(Wa) + E(N; Y E(W.). (61)

45.3 Group leader (inner node)

Since a group leader is a sender and receiver as well, the
bandwidth requirement is the sum of the sender and receiver
bandwidth requirements. However, Wy(1) is not considered
here, since the initial transmission is sent using the multi-
cast routing tree rather than the ACK tree. Furthermore,
a group leader may receive additional retransmissions only
from G — 2 group leaders, since its parents group leader and
this group leader itself have to be subtracted.

MH? TH1 NH1 NH1L

g9 r

wH = 2_2 Wa(m) + ; Wa (k) + Zl Wa(i) + Zl +Wa ()

as sender as receiver
E(N;") = E(M"")(1 — gp) + (G — 2) E(M™")(1 — qp)m1 (62)
BE(Wy') = (B(M"") — 1) E(Wa) + E(L"")E(W.)
+ E(N,")E(Wa) + E(N;)E(W.) (63)
=EWs'") + B(Wg")
— B(Wa(1)) — B(M™)(1 — qp)p1 E(Wa). (64)

The maximum throughput rates AZ!, AZ! AH! for the
sender, receiver and group leader are:

H1 1 H1 1 H1 1

U7 R U7 R 7 M

Overall system throughput A”' is given by the minimum
of the throughput rates for the sender, receiver and group
leader:

AT Y = min{ATT AR AR (66)

The total bandwidth consumption of protocol (H1) is then
the sum of the sender’s, leaf node receivers’ and group lead-
ers’ bandwidth consumptions:

wH=w L (R—- G+ 1)WH + (G- )WH. (67)

4.6 Tree-BasedProtocol (H2)

(H2) uses selective periodical ACKs (SAKs) and NAKs with
NAK avoidance. The sender and group leaders collect all
NAKs belonging to one round and send a retransmission
if the waiting time has expired and at least one NAK has
been received. We have to distinguish between the number
of rounds and the number of transmissions. The number of
rounds is equal or greater than the number of retransmis-
sions, since if a sender or receiver receives no NAK within
one round, no retransmission is invoked.

A SAK is sent by the receiver to announce its state, i.e.
its received and missed packets, after a sequence of data
packets have been received. We assume that a SAK is sent
after a certain period of time. Therefore, when analyzing
the processing requirements for a single packet, only the
proportionate requirements for sending and receiving a SAK
(Wa) is considered. S is assumed to be the number of SAKs
received by the sender in the presence of possible SAK loss:
B(S) = (I - pa)B.

4.6.1 Sender (root node)
MH2 LH?

Wg'?= 3 Wali)+ D Wal(j) + SWe (68)
i=1 j=1

E(WE?) = E(MP2)E(W,) + E(L®2)E(W,.) + E(S)E(Ws)(69)

E(M"™?) is determined analogous to protocol (N2) (B in-
stead of R).

To determine E(L7?) we consider that NAKs are received
from the child nodes of this local group as well as may be
received from other local groups with probability p; (see Eq.
33, 34 and 59):



E(L™?) = 91(1 - qn) + (G — 1)91(1 — qn)mi (70)
H2
9= N (71)

Ny, the number of NAKs sent in round k& and py, the failure
probability for empty rounds are obtained analogous to Eq.
35, 39, 40 and 44 of (N2). G, the number of group leaders
is obtained analogous to Eq. 57 of (H1).

4.6.2 Receiver (leaf node)

Retransmissions are received mainly from the parent node,
but may also be received from other group leaders. Analo-
gous, NAKs are mainly received from other receivers in the
same local group but may also be received from receivers
in other local groups. The bandwidth requirement for a re-
ceiver is analogous to Eq. 47 of protocol (N2):

E(Wg?) = E(M™?)(1 - qp)E(Wa) + E(Ws)
+ P(OF? > 1)[E(OP?1072 > 1) - 1]%E(Wn)
3
+ [P(O™? > 1)[E(O™?|0"? > 1) — 1]92

~P(OJ* > DIEO}I0 > 1) = 13101 - aw) B(W,)

from this local group
+(G = )P E(M™?)(1 — qp)E(Wa)
+(G — V)pP(OF2 > 1)[E(021072 > 1) — 1]8.E(W.). (72)

from other local groups

¥2 and ¥3 can be obtained analogous to Eq. 48 and 49 of
protocol (N2) with B instead of R.

4.6.3 Group leader (inner node)
As the group leader role contains the sender role and the
receiver role as well, the processing requirements are:
B(Wg?) = B(Wg'?) + E(Wg*) — E(Wa(1))
— p(B(M™)(1 — qp) B(Wa)
+ P(O™? > 1)[E(0"?10™? > 1) — 1]92E(W»)).  (73)

The second and third line in the above equation are the pro-
cessing requirements for one other local group. They have to
be subtracted because in contrast to the sender or receivers,
a group leader has a local parent group and local child group
which are already considered for the normal operations.

Finally, the maximum throughput rates are:

1 1 1
AH2: H2: H2: 74
s = pwEr) > M T gy M T sy M
A™? = min{AF?, AR, AR}, (75)

The total bandwidth consumption of protocol (H2) is:

W =W+ (R-G+1)WE> +(G-1)Wy>. (76)

4.7 Tree-Basedrotocol (H3)

We assume that the correct transmission of a data packet
consists of two phases. In the first phase, the data is trans-
mitted and ACKs are collected until all ACKs are received,
i.e. until all nodes have received the data packet. Then the
second phase starts, in which the missing AAKs are col-
lected. Note that most AAKs are already received in phase
one, since AAKs are sent from group leaders as soon as all

children have sent their AAKs. In this case, a retransmis-
sion is acknowledged with an AAK rather than an ACK. So,
only nodes whose AAK is missing must be queried in phase
two.

Table 2: Additional notations for (H3) and (H4)

Waa, Waag Bandwidth for an AAK or AAK query packet.

Waa,é5Waaq,¢ Proportionate bandwidth for a periodical
AAK or AAK query packet, respectively.

W4 ,us Wam Bandwidth to send a data packet per unicast
or multicast, respectively.

Dq Probability for AAK query loss.

pAaA Probability of a unicast AAK loss.

Nk Current number of receivers that need a re-
transmission.

1] Threshold for unicast retransmission. If ng is

smaller than ¢, unicast is used for retransmis-
sion and multicast otherwise.

Dt Probability that ny is smaller than the thresh-
old ¢ for multicast retransmissions and there-
fore unicast is used.

T Probability that a retransmission is necessary
due to data or ACK loss.

p Probability that an AAK query fails.

Ny Mean number of sent unicast messages per

packet retransmission.

MH3 MH3  Number of necessary unicast or multicast
transmissions in the presence of failures, re-
spectively.

Ly,Ly, Number of sent ACKs or AAKs.

Ly,Ly, Number of received ACKs or AAKs.

Lyaq Number of sent AAK queries.

Lg Number of received AAK queries.

Bga Number of receivers in a local group from
which the AAK is missing when phase two
starts.

Pe Probability that no AAK can be sent due to

missing AAKs of child nodes.

4.7.1 Sender (root node)

The bandwidth requirement of a sender is:

MH3 MH3

m u

Wi = Zl Wa,m(j) + kz Ny Wy (k)
- —~
L Li%y Br
+ 3" Wa(i) + Y Waag(w)+ > Waal(z).  (77)
i=1 w=1 z=1

MF3 and M3 are the number of necessary multicast or
unicast transmissions, respectively. Wy, and Wy, deter-
mine the bandwidth requirements for a multicast or unicast
packet transmission. W, is the necessary bandwidth for an
AAK and Efaa is the number of received AAKs. The pro-
cessing of AAKs is similar to the processing of data packets
and ACKs. If AAKs are missing after a timeout has oc-
curred, the sender or group leader sends unicast AAK query
messages (Waqq) to the corresponding child nodes. Note
that this processing is started after all ACKs have been re-
ceived and no further retransmissions due to lost data pack-
ets are necessary. Lfa?; is the number of necessary unicast
AAK queries in the presence of message loss.

With probability p; that unicast is used for retransmissions,
the number of unicast and multicast transmissions are:

M =p, (M7 — 1) (78)
ME3 = (1 —p)(M® —1) +1. (79)

m



Please note that the first transmission is always sent with
multicast. The probability for a retransmission due to data
or ACK loss is given by:

multicast

unicast unicast

multicast
—_— —N— —_— —N—
7= pipp +(1—p)ap+[1 — ( pepp +(1—pi)gp)]pa. (80)

data loss no data loss but ACK loss

E(M*™3) is determined by 7 instead of  and B instead of R
analogous to Eq. 8 of protocol (Al). ¢ is the threshold for
unicast or multicast retransmissions. If the current number
of nodes ny, which need a retransmission is smaller than the
threshold ¢, then unicast is used for the retransmission. p;
is the probability that the current number of nodes n; is
smaller than the threshold ¢:

| mHs
1,np < ¢

EGE ;{o,nkw (81)

Since p; is used to obtain M2 p; can only be determined

if gp = pp. In this case, parameter p; is unnecessary to

determine M™3. N, is the mean number of receivers per

round for which a unicast retransmission is invoked:

Pt =

| MHS P
— Nk, N <
Nu_Mfskz_:l{O’nkZ‘i’ (82)
E(NH3) is the total number of transmissions that reach re-
ceiver r with unicast and multicast from its parent node in
the ACK tree:

BINF®) = " B(ME®) (1~ po) + B(ME®) (1~ ap).  (83)

The number of ACKs that reach the sender or group leader
in the presence of ACK loss is given by:

E(L®) = BE(N,"®)(1 — pa)pe- (84)

Pe is the probability that no AAK can be sent due to missing
A AKs of child nodes. The number of AAK query rounds L1,
is determined by the probability p that a query fails:

P=pq + (1 —pg)paa. (85)

E(L1) can be determined analogous to M“! of protocol (A1)
(see Eq. 8) with B,, instead of R and p instead of p. B, is
the number of receivers, the sender has to query when the
first AAK timeout occurs, which is equal to the number of
receivers that have not already successfully sent an AAK in
the first phase:

s =3 ()0 g (86)

H3
Baa = B(pe + (1 — pe)paa) "V ).

(87)
pe + (1 — pc)paa is the probability that no AAK can be
sent in a round or that the AAK is lost. Queries are sent
with unicast to the nodes whose AAK is missing. The total
number of queries in all rounds are:

E(LH3y=yELip sk-1) (88)

aaq

The number of AAKs received at the sender is the number
of AAKs in the retransmission phase plus the number of
AAKs in the AAK query phase, which is exactly one AAK
from every receiver in B, (see Eq. 84).

B(Lgy) = BE(N,")(1 = paa)(1 = pc) + Baa. (89)

Now, E(WE?3) is entirely determined by:
EWEI®) = E(MI)NLE(Wa ) + E(ME?)E(Wy )
+ E(LI)YE(W,) + B(LES)E(Waag)

+ B(LE2)E(Waa). (90)

4.7.2 Receiver (leaf node)
The bandwidth requirement at the receiver is given by:

NH3 LH3

vt

WEP= > Wali) + D Walj)
i=1 j=1

H3 TH3
La Laaq

+ 3 Waa®)+ > (Waall) + Waag@).  (91)
k=1 =1

N,fts is the total number of transmission that reach receiver

7. In contrast to the already obtained N2, additional data
retransmissions are considered from other local groups that
may be received with probability p;:

B(NT2) = B(N?) + (G — DE(N,)pi. (92)

The number of transmissions that are acknowledged with an
ACK, LZ3 or with an AAK, L3 are:

L;® = pE(N;") (93)

Li = (1 —po) E(N®). (94)

Here we assume that only transmissions from this local

group are acknowledged. Zﬁfq, the number of AAK queries

received by an receiver are:

LH, = - BLES) ), (95)

aaq aagq

where 1/B., is the probability to be a receiver that gets an
AAK query. Finally, the expectation for a receiver’s band-
width requirements is:

E(W#?) = B(NY)E(Wa) + (LYY E(W.) + B(LEY)E(Waa)
+ B(LE2 ) (B(Waa) + E(Waag)). (96)

4.7.3 Group leader (inner node)
The bandwidth requirement at a group leader consists of the
sender and receiver bandwidth requirements (see Eq. 64):

EWi?) = E(Ws®) + E(WZ?)
—E(Wa,m(1)) — E(NF*)p E(Wa). (97)

Finally, the maximum throughput rates are:

H3 _ 1 H3 _ 1 H3 _ 1 (98)
S T EpwEh T TR T pwWHE T TH T B(WB)
A3 = min{AL® AR%, AR®Y. (99)

The total bandwidth consumption of protocol (H3) is:

wB=wB 4+ (R-c+ )W+ (@ -1)W%  (100)

4.8 Tree-BasedProtocol (H4)

The generic definition of protocol class (H4) is given in Sec-
tion 3.3. As in (H3), the correct transmission of a data
packet consists of two phases. In the first phase, the data is
transmitted. If NAKs are received by the sender or group
leaders, retransmissions are invoked. We assume that the re-
transmission phase is finished before the second phase starts.
In this phase AAKSs are sent from receivers to their parent



in the ACK tree. Missing AAKs are queried per unicast
messages by the sender and group leaders. In a NAK-based
protocol this is only reasonable if it is done after a certain
number of correct data packet transmissions rather than af-
ter every transmission. Therefore, the costs for sending and
receiving AAKs (Wa,q,4) as well as the costs for querying
AAKs (Waaq,4) can be set to a proportionate cost of the
other costs.

4.8.1 Sender (root node)

MH4 H4
= > Wa(i)+ Z Wa(3)
ot =

I H4 EH4

aaq

30 Wanas (W) + 3 Wans(2) (101)

BW™) = BE(M")E(Wa) + B(L™)E(W.)
+ B(Lgay) EWaaq,s) + B(Lay ) E(Waa,s) (102)
E(M"*) and E(L"*) are determined analogous to protocol
(H2). The number of AAK queries is determined by the
probability p that a query fails:

p=pq+ (1 —pg)paa. (103)
The number of query rounds E(L1) can be determined anal-
ogous to M*A! of protocol (A1) (see Eq. 8) with By, instead
of R and p instead of p. B,q is the number of receivers,
the sender has to query when the first AAK timeout at the
sender occurs. Since receivers send one AAK autonomously
after a certain number of successfully receptions, the number
of nodes to query in phase 2 is the number of lost AAKs.

B
22 /Baa i 1
E(Li)= )" ( p )(—1) +11——ﬁ" (104)
i=1
Baa. = BPAA- (105)

The total number of unicast query messages in all rounds
are:

E(Ly)

Z Baa A(’C 1)

Using unicast, only those nodes are queried whose AAK is
missing. So finally, the number of received AAKs at the
sender is equal to the number of child nodes in the ACK
tree:

H4
(Laag) =

(106)

E(LEY = B. (107)

4.8.2 Receiver (leaf node)
EWg*) = E(M™"*)(1 — qp) E(Wa)

+ P(OM* > 1)[E(O™*|0"* > 1) — 11&E<wn>

+ E(Waa,) + B(LZL) (E(Waaq,e) + E(Waa,s))
+ [P(O™* > D[E(O"*|0"* > 1) — 1]92

—P(OF'* > DIBOIOF* > 1) = 112101 = ax)E(Wa)

from this local group
+(G = )P E(M™)(1 — qp) E(W,)
+ (G = 1)p P(O7* > D)[E(OF*0"* > 1) — 1192 E(W,) (108)

from other local groups

10

92 and ¥3 can be obtained analogous to (N2) with B instead
of R. E(LZY), the number of received AAK queries and
replied AAKs is (see Eq. 95):

~ 1
Lot = —— B - py),

109
B, (109)

and the number of rounds O7* is determined analogous to
(N2).

4.8.3 Group leader (inner node)
As the group leader role contains the sender role and the
receiver role as well, the processing requirements are:

E(Wg") = E(Ws'") + B(Wg*) — BE(Wa(1))
—p(BE(M™)(1 — gp) E(Wa)

+P(O™* > 1)[E(OT*|0"* > 1) — 1]92E(W,)). (110)

Finally, the maximum throughput rates at the sender, re-
ceiver, group leader and overall throughput are:

1 1 1
AH4 - - H4 - AH4 - (111
S E(WH4) ’ R E(Wg‘l) ? H E(WI{I{‘I) ( )
A"t = min{AT* AR AR (112)

The total bandwidth consumption of protocol (H4) is

wHt=wi* L (R-Gc+ )W+ (G- )W

5. NUMERICAL RESULTS

We examine the relative performance and bandwidth con-
sumption of the analyzed protocols by means of some numer-
ical examples. The mean bandwidth costs are set equal to 1
for data packets (Wy, Wy.u, Wa,m), 0.1 for control packets
(Wa, Wy, Waa, Waaq) and 0.01 for periodical control pack-
ets (Wy, Waa,p and Waagq,¢). The following graphs show
the throughput of the various protocol classes relative to
the normalized maximum throughput of 1.

(113)

Figure 1.a shows the bandwidth limited maximum through-
put of the sender-initiated protocol (Al) and the receiver-
initiated protocols (N1) and (N2). The loss probability for
data packets as well as control packets is 0.01 for the dotted
lines and 0.1 for the solid ones. The probability for simul-
taneous NAK sending in (N2) is set to 0.1.

The results in Figure 1.a show, that a protocol based on pos-
itive acknowledgments like (A1) is not applicable for large
receiver groups, since the large number of ACKs overwhelms
the sender. The performance of (N1) and (N2) is much
better than (A1)’s performance. Particularly, if packet loss
probability is low, only few NAK messages are returned to
the sender which improves the performance. (N2) with NAK
avoidance scheme provides the best performance of all non-
hierarchical approaches.

In Figure 1.b, the results for the hierarchical protocol classes
(H1), (H2), (H3) and (H4) are shown. The number of child
nodes is set equal to 10 for all classes and the probability
for receiving packets from other local groups, p;, is set equal
to 0.001. (H3) is shown with ¢ = 0 which corresponds with
protocol (H1) except for the additional aggregated ACKs of
(H3). ¢ = 0 means that all retransmission are sent with
multicast.

All protocol classes experience a throughput degradation
with increasing group sizes although the local group size
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remains constant. This results from our assumption that a
packet is received with probability p; = 0.001 outside the
scope of a local group. With increasing number of receivers,
the number of groups increase also and therefore more pack-
ets from other local groups are received. Note that if each
local group is assigned a separate multicast address for re-
transmissions, no packets from other local groups are re-
ceived and therefore p; has to be set equal to 0. In this
case, the throughput of all hierarchical approaches remains
constant.

The protocols with negative acknowledgments and NAK
avoidance provide again the best performance. As it can
be further seen in the figure, the additional overhead for
periodical aggregated acknowledgments is very low, there-
fore (H4) provides almost the same performance as (H2). In
case of (H3), the aggregated acknowledgments are sent after
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every correct message transmission. Therefore, the perfor-
mance reduction compared to (H1) is more significant than
between (H4) and (H2). If (H3)’s aggregated ACKs are also
sent periodically as in (H4), the performance would be al-
most the same as (H1)’s performance. This means that the
additional costs for providing reliability even in the pres-
ence of node failures are small and therefore acceptable for
protocol implementations.

Due to readability, the result for (H3) with ¢ = 2 is not
shown in the figure. With ¢ = 2, only retransmissions for
equal or more than 2 nodes are made using multicast and
with unicast otherwise. In this case, (H3) provides better
performance especially for a large number of receivers. For
a packet loss probability of 0.1 the performance is equal to
(H1).



By comparing Figure l.a and 1.b it can be seen that tree-
based protocols are superior. Their throughput degradation
with increasing multicast group size is much smaller com-
pared to non-hierarchical approaches. Furthermore, they
are more robust against high packet loss probabilities.

The following figure depicts the bandwidth consumption of
all analyzed protocols. Figure 2.a shows that the bandwidth
consumption of (N2) for small group sizes is below (Al)’s
requirements. However, for large group sizes and higher loss
probability, (N2)’s bandwidth consumption is 2,5 times the
bandwidth consumption of (A1l). (N1) provides the lowest
bandwidth consumption of the three classes.

In Figure 2.b it can be seen that tree-based protocols require
less overall bandwidth than non-hierarchical approaches. In
fact, tree-based protocols save in most cases about 50%
of the bandwidth costs and compared to (N2) up to 85%
(please note the logarithmic y-axis). The results for (H3)
with ¢ = 2 are not shown in the figure, which are in any
case lower compared to (H3) with ¢ = 0. In case of a
packet loss probability of 0.01, (H3) with ¢ = 2 requires
only the bandwidth of (H1). If the packet loss probability is
higher than 0.01, the bandwidth consumption is even smaller
than that of (H1). For example, with packet loss probabil-
ity 0.1, (H3)’s bandwidth consumption with ¢ = 2 is more
than 30% below (H1)’s requirements. In contrast to non-
hierarchical approaches, i.e. if local group sizes are small,
NAK with NAK avoidance protocols require low bandwidth
costs. Therefore, protocols (H2) and (H4) provide the lowest
bandwidth consumption.

6. SUMMARY

We have analyzed the throughput in terms of bandwidth
requirements and the overall bandwidth consumption of
sender-initiated, receiver-initiated and tree-based multi-
cast protocols assuming a realistic system model with data
packet loss, control packet loss and asynchronous clocks.
Of particular importance are the analyzed protocol classes
with aggregated acknowledgments. In contrast to other hi-
erarchical approaches, these classes provide reliability even
in the presence of node failures.

The results of our numerical examples show that hierarchi-
cal approaches are superior. They provide higher through-
put and lower overall bandwidth consumption compared to
sender-initiated or receiver-initiated protocols. The proto-
col classes with aggregated acknowledgments lead to only
a small throughput decrease and slightly increased overall
bandwidth consumption compared to the same classes with-
out aggregated acknowledgments. This means, that the ad-
ditional costs for providing a reliable multicast service even
in the presence of node failures are small and therefore ac-
ceptable for reliable multicast protocol implementations.
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