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Abstract—Tree-based reliable multicast protocols are known
to provide better scalability than the protocols based on pure
sender- and receiver-initiated schemes. However, previous ana-
lytical work that has provided these results is based on a system
model which assumes reliable control message delivery and syn-
chronized local clocks. These assumptions are questionable sim-
plifications, since they favor protocols using multicasted negative
acknowledgments with NAK avoidance scheme. In this paper, we
extend previous analysis by taking into account control data loss
and asynchronous local clocks.

We further analyze a new protocol class with particular im-
portance, the tree-based approach with aggregated acknowledg-
ments. In contrast to other approaches, this class provides reli-
ability not only in case of message loss but also in case of node
failures. Our results show that the additional overhead to cope
with node failures is very low and therefore acceptable for reli-
able multicast implementations.

I. I NTRODUCTION

In recent years, a number of reliable multicast transport
protocols have been proposed, which are based on the ac-
knowledgment scheme. Reliability is ensured by replying
acknowledgment messages from the receivers to the sender,
either to confirm correct data packet delivery or to ask for a
retransmission. Most reliable multicast protocols can be clas-
sified into sender-initiated, receiver-initiated and tree-based
ones. Briefly characterized, in sender-initiated approaches re-
ceivers reply positive acknowledgments (ACKs) to confirm
correct message delivery in contrast to receiver-initiated pro-
tocols, which indicate transmission errors or losses by nega-
tive acknowledgments (NAKs). Both classes can result in the
well-known acknowledgment implosion problem, i.e. the over-
whelming of the sender and the network around the sender by
a large number of ACK or NAK messages, resulting in scala-
bility problems. Tree-based approaches promise to be scalable
even for a large number of members, since they arrange re-
ceivers into a hierarchy, called ACK tree. The ACK tree is
created by techniques like expanding ring search or the token
repository service [1, 2]. During normal operation, each re-
ceiver is responsible for collecting ACKs or NAKs only from
their direct child nodes in the hierarchy. The maximum number
of child nodes can be determined according to the processing
performance of a node, its available network bandwidth, its
memory equipment, and its reliability. Thus, no node is over-
whelmed with messages and scalability for a large receiver
group is ensured.

Sender-initiated, receiver-initiated and tree-based protocols
have already been compared in previous analytical work. Pin-
gali et al. [3] have shown that receiver-initiated protocols pro-
vide better scalability than sender-initiated ones and Levine et
al. [4] have shown that a special class of tree-based protocols is
the most scalable one. Our paper extends this previous work by
considering loss of acknowledgment messages and analyzing a
new class of tree-based protocols with aggregated acknowledg-
ments. This class has particular importance, since its mecha-
nisms are necessary to provide reliability even in the presence

of node failures. Other classes of tree-based protocols analyzed
so far provide reliability only in case of communication fail-
ures, since a node failure can lead to the loss of messages for
this node’s entire subhierarchy. We will explain this in more
detail in the following section.

The remainder of this paper is structured as follows. In Sec-
tion 2 we discuss the background of our throughput analysis
and take a look at related work. In Section 3 we briefly classify
the analyzed protocols. Our throughput evaluation in Section 4
starts with a definition of the assumed system model before the
various protocol classes are analyzed in detail. To illustrate the
results, some numerical evaluations are presented in Section 5
before we conclude with a brief summary.

II. BACKGROUND AND RELATED WORK

Reliable multicast protocols were already analyzed in pre-
vious work. In contrast to most of this work, we analyze not a
specific protocol but general protocol classes. Moreover, in
this paper we focus on processing requirements of the pro-
tocol classes. The first work in this area was presented by
Pingali et al. [3]. They have compared the general class of
sender- and receiver-initiated protocols. Levine et al. [4] have
extended this analysis to the class of ring- and tree-based ap-
proaches. Our paper is based on this previous work and extends
it in three ways. First, we consider the loss of control packets
rather than assuming reliable delivery. As already pointed out
by Levine et al. [4], the assumption of reliable acknowledg-
ment delivery in his own and previous work especially favors
protocols that multicast acknowledgments. These protocols are
based on a NAK-avoidance scheme which works most efficient
if no NAKs are lost at receivers and therefore only one NAK
per lost data packet is sufficient. Second, we assume that lo-
cal clocks are not synchronized. This is also important for the
NAK-avoidance scheme, which works less efficient with this
more realistic assumption. Since a receiver does not know
whether a NAK from another receiver has already been sent
and will be received later, additional NAKs will be caused.
Third, our work extends previous analysis by a new tree-based
protocol class. It is based on aggregated ACKs to cope with
node failures and a combined unicast/multicast retransmission
scheme. The number of retransmission requests is compared
with a threshold parameter that determines whether unicast or
multicast is used for retransmissions. In the next section, these
protocols are classified and described in more detail.

III. C LASSIFICATION OF RELIABLE MULTICAST

PROTOCOLS

In this section we want to briefly classify the reliable mul-
ticast protocols analyzed in this paper. A more detailed and
more general description can be found in [3] and [4].

A. Sender-Initiated Protocols
The class of sender-initiated protocols is characterized by

positive acknowledgments (ACKs) returned by the receivers to
the sender. A missing ACK detects either a lost data packet at



the corresponding receiver, a lost ACK packet or a crashed re-
ceiver, which cannot be distinguished by the sender. Therefore,
a missing ACK packet leads to a data packet retransmission
from the sender. We assume that such a retransmission is al-
ways sent using multicast. This protocol class will be referred
to as (A1). Note that the use of negative acknowledgments,
for example to speed up retransmissions, does not necessarily
mean that a protocol is not of class (A1). Important is that pos-
itive acknowledgments are necessary, for example to release
data from the sender’s buffer space. An example for a sender-
initiated protocol is XTP [5].

B. Receiver-Initiated Protocols
In contrast to sender-initiated protocols, receiver-initiated

protocols return only negative acknowledgments (NAKs) in-
stead of ACKs. As in the sender-initiated protocol class, we as-
sume that retransmissions are sent using multicast. When a re-
ceiver detects an error, e.g. by a wrong checksum, a skip in the
sequence number or a timeout while waiting for a data packet,
a NAK is returned to the sender. Pure receiver-initiated pro-
tocols have a non-deterministic characteristic, since the sender
is unable to decide when all group members have correctly re-
ceived a data packet.

Receiver-initiated protocols can either send NAKs using
unicast or multicast transmission. The protocol class send-
ing unicast NAKs will be called (N1). The approach using
multicast NAKs (N2) is known as NAK-avoidance scheme. A
receiver that has detected an error sends a multicast NAK pro-
vided that it has not already received a NAK for this data packet
from another receiver. Thus, in optimum case, only one NAK
is received by the sender for each lost data packet. An example
for such a protocol is the scalable reliable multicasting protocol
(SRM) [6].

C. Tree-Based Protocols
Tree-based approaches organize the receivers into a tree

structure called ACK tree, which is responsible for collecting
acknowledgments and sending retransmissions. We assume
that the sender is the root of the tree. If a receiver needs a
retransmission, the parent node in the ACK tree is informed
rather than the sender. A parent node is called group leader for
its children which form a local group. Note that a group leader
may also be a child of another local group. A child that is only
a receiver rather than a group leader is called leaf node.

The first considered scheme of this class (H1) is similar
to sender-initiated protocols since it uses ACKs sent by the
receivers to their group leaders to indicate correctly received
packets. Each group leader that is not the root node also sends
an ACK to its parent group leader until the root node is reached.
If a timeout for an ACK occurs at a group leader or the root,
a multicast retransmission is invoked. An example of a proto-
col similar to our definition of (H1) is RMTP [7]. The second
scheme (H2) is based on NAKs with NAK suppression similar
to (N2) and selective ACKs (SAKs), which are sent period-
ically for deciding deterministically when packets can be re-
moved from memory. A SAK is sent after a certain number of
packets are received or after a certain time period has expired,
to propagate the state of a receiver to its group leader. TMTP
[8] is an example for class (H2).

Before the next scheme will be introduced, it is necessary
to understand that (H1) and (H2) can guarantee reliable deliv-
ery only if no group member fails in the system. Assume for
example that a group leaderG1 fails after it has acknowledged
correct reception of a packet to its group leaderG0 which is the
root node. If a receiver ofG1’s local group needs a retransmis-

sion, neitherG1 nor G0 can resend the data packet sinceG1
has failed andG0 has removed the packet from memory. This
problem is solved by aggregated hierarchical ACKs (AAKs) of
the third scheme (H3). A group leader sends an AAK to its par-
ent group leader after all children have acknowledged correct
reception. After a group leader or the root node has received an
AAK, it can remove the corresponding data from memory be-
cause all members in this subhierarchy have already received
it correctly. Lorax is an example for such a protocol [9]. Our
definition of its generic behavior is as follows:

1. Group leaders send an ACK to its parent after the data
packet was received correctly.

2. Leaf node receivers send an AAK to its parent after the data
packet was received correctly.

3. Group leaders wait a certain time to receive ACKs from
their children. If a timeout occurs, the packet is retrans-
mitted to all children or selective to those whose ACK is
missing. Since leaf node receivers send only AAKs rather
than ACKs, a received AAK from a receiver is also allowed
to prevent the retransmission.

4. Group leaders wait to receive AAKs from their children.
Upon reception of all AAKs, the corresponding packet can
be removed from memory and an AAK is sent to the parent.
If a timeout occurs while waiting for AAKs, a unicast AAK
query is sent to the affected nodes.

5. If a group leader or leaf node receiver receives further data
packets after an AAK has been sent or the prerequisites for
sending an AAK are met, these data packets are acknowl-
edged by AAKs rather than ACKs. The same applies for
receiving an AAK query that is replied with an AAK if the
prerequisites are met.

Besides the AAK scheme, we consider in our analysis of
(H3) a threshold scheme to decide whether a retransmission is
performed using unicast or multicast. The group leader com-
pares the number of missing ACKs with a threshold parameter.
If the number of missing ACKs is smaller than this threshold,
the data packets are retransmitted using unicast. Otherwise,
the overall network and node load is assumed to be lower us-
ing multicast retransmission.

IV. M AXIMIMUM THROUGHPUTANALYSIS

A. Model
Our model is similar to the one used by Pingali et al. [3]

and Levine et al. [4]. This means, that our analysis is based
on the per packet processing requirements. A single senderX

is assumed, multicasting toR identical receiversY . In case of
tree-based protocols, the sender is the root of the ACK tree.
We assume that nodes do not fail, i.e. that retransmissions are
finally successful. In contrast to previous work, packet loss
can occur on both, data packetsandcontrol packets. Multicast
packet loss probability is given byq and unicast packet loss
probability byp for any node. All parameters are summarized
in Table 1, 2 and 3. Table 1 shows the definitions by Levine et
al. [4] and Pingali et al. [3]. Table 2 summarizes the additional
notations for considering control message loss and Table 3 the
additional notations for the protocol class (H3).

We assume that losses at different nodes are independent
events. In fact, since receivers share parts of the multicast rout-
ing tree, this assumption does not hold in real networks. How-
ever, no protocol class is privileged relative to another one by
this assumption.



Table 1
Notation used by Pingali et al. [3] and Levine et al. [4]

R Size of the receiver set.
B Branching factor of a tree.
Xf , Yf Time to feed in a new packet from the higher

protocol layer or to deliver a packet to a
higher layer, respectively.

Xd, Xt Time to process the transmission respec-
tively time to process a timeout at the sender.

Xa, Xn, XΦ Time to receive and process an ACK, NAK,
or periodic ACK, respectively.

Yd, Yt Time to receive and process a data packet, or
to process a timeout at the receiver.

Ya, Yn, YΦ Time to process and transmit an ACK, NAK,
or periodic ACK.

Y ′
n Time required to receive and process a NAK

at the receiver.
Xw, Y w, Hw Processing time per packet at sender, re-

ceiver, or group leader respectively.w ∈
{A1, N1, N2, H1, H2, H3}

Λw
s , Λw

r , Λw
h , Λw Throughput for protocolsw at the sender,

receiver, group leader and overall system
throughput.

B. Sender-Initiated Protocol (A1)
To determine the maximum throughput we analyze the pro-

cessing times at the senderXA1 and receiversY A1, whereY A1

denotes a single receiver. The throughput is then limited by the
highest processing requirement to successfully send a multicast
packet or successfully receive a packet, respectively. We as-
sume that the sender waits until all ACKs are received and then
sends a retransmission if necessary. At the sender we have:

X
A1

= (higher protocol layer)+ (initial transmission)

+ (timeouts)+ (retransmissions)+ (receiving ACKs)

X
A1

= Xf + Xd(1) +
MA1∑
m=2

(
Xt (m) + Xd (m)

)
+

L̃A1∑
i=1

Xa(i) (1)

E(X
A1

) = E(Xf ) + E(M
A1

)E(Xd) +
(

E(M
A1

)− 1
)

E(Xt)

+ E(L̃
A1

)E(Xa). (2)

Xa(i) denotes the processing requirement to receive an ACK
packet for the i-th transmission. Analogous,Xt(m) andXd(m)

are the processing requirements for a timeout or data packet
transmission for the m-th transmission.MA1 is the total number
of transmissions necessary to transmit a packet correctly to all
receivers in the presence of data packet and ACK loss andL̃A1

is the total number of ACKs received for this packet.E(XA1)

is the expectation of the processing requirement at the sender.
The only unknowns areE(MA1) andE(L̃A1):

E(L̃
A1

) = RE(M
A1

)(1− qD)(1− pA). (3)

This means, the sender gets one ACK per data packet trans-
missionE(MA1) from every receiverR, provided that the data
packet is not lost with probability(1 − qD) and the ACK is not
lost with probability(1− pA).

The probability for a retransmission is:
p̃ = qD + (1− qD)pA, (4)

i. e. either a data packet is lost(qD) or the data packet is
received correctly and the ACK is lost((1 − qD)pA). So, the
probability that the number of necessary transmissionsMA1

r for
receiverr is smaller or equal tom is:

P (M
A1
r ≤ m) = 1− p̃

m
, m = 1, 2, ... (5)

Table 2
Additional notation for the analysis of control message loss

S Number of periodical SAKs received by the sender.
pD, qD Probability for unicast or multicast data loss.
pA, pN Probability for unicast ACK or NAK loss.
qN Probability for multicast NAK loss.
p̃, p̄ Probability that a retransmission is necessary for

protocol (A1) or (N2), respectively.
ps Probability for simultaneous and therefore unneces-

sary NAK sending in (N2) and (H2).
L̃w

r , L̃w Number of ACKs or NAKs per data packet from
receiverr or from all receivers that reach the sender.

Ñw
r Total number of transmissions per data packet re-

ceived by receiverr.
Mw

r , Mw Number of necessary transmissions for receiverr or
for all receivers, to receive a data packet correctly in
the presence of data and ACK or NAK loss.

Ow, Ow
r Number of necessary rounds to correctly deliver a

packet to all receivers or to receiverr, respectively.
Ow

e , Ow
e,r Total number of empty rounds or empty rounds for

receiverr, respectively.
Nk Number of NAKs sent in roundk.

As the packet losses at different receivers are independent
from each other:

P (M
A1 ≤ m) =

R∏
r=1

P (M
A1
r ≤ m) = (1− p̃

m
)
R (6)

P (M
A1

= m) = P (M
A1 ≤ m)− P (M

A1 ≤ m − 1), m = 1, 2, ... (7)

It follows from [3] thatE(MA1) is:

E(M
A1

) =
R∑

i=1

(R

i

)
(−1)

i+1 1

1− p̃i
. (8)

E(MA1) is the expected total number of necessary transmis-
sions to receive the data packet correctly at all receivers.

Now E(XA1) is entirely determined. The maximum rate
for the senderΛA1

s , to send data packets successfully to the re-
ceivers is:

Λ
A1
s =

1

E(XA1)
. (9)

Accordingly, the processing requirement for a packet at the
receiver is:

Y
A1

= (receiving packets) + (sending ACKs) + (higher layer) (10)

E(Y
A1

) = E(M
A1

)(1− qD)
(

E(Yd) + E(Ya)
)

+ E(Yf ). (11)

And the maximum packet processing rateΛA1
r of a receiver

is:

Λ
A1
r =

1

E(Y A1)
. (12)

Overall system throughputΛA1 is determined by the mini-
mum of the processing rates at the sender and receivers:

Λ
A1

= min{ΛA1
s , Λ

A1
r }. (13)

C. Receiver-Initiated Protocol (N1)
Now we want to analyze the first receiver-initiated ap-

proach. Data packets are always transmitted using multicast
and reliability is ensured by unicast NAKs. The sender col-
lects all NAKs received within a certain timeout period and
sends only one retransmission independent of the number of
losses during that round. We will therefore analyze the num-
ber of necessary roundsON1 to correctly deliver a data packet.
A round starts with the sending of a data packet and ends with
the expiration of the sender’s timeout. Normally, there will be



one data transmission in each round. However, if the sender
receives no NAKs due to NAK loss, no retransmission is made
and new NAKs must be sent by the receivers in the next round.
ON1

r is the number of necessary rounds for receiverr.
The processing requirement at the sender is:

X
N1

= (higher layer)+ (transmissions)+ (receiving NAKs)+ (timer)

X
N1

= Xf +
MN1∑
m=1

Xd(m) +
L̃N1∑
i=1

Xn(i) +
ON1∑
m=1

Xt(m) (14)

E(X
N1

) = E(Xf ) + E(M
N1

)E(Xd) + E(L̃
N1

)E(Xn)

+ E(O
N1

)E(Xt). (15)

The only unknowns areE(MN1), E(L̃N1) andE(ON1). The
number of transmissions,MN1, until all receivers correctly re-
ceive a packet does not change in the presence of NAK loss.
MN1 is determined analogous to Equation 8 of (A1) withqD in-
stead ofp̃. However, receivers must process more NAKs and
NAK timeouts to invoke those retransmissions.

The number of rounds is the sum of the number of neces-
sary rounds for sending transmissionsMN1 and the number of
empty roundsON1

e in which all NAKs are lost and therefore no
retransmission is made:

O
N1

= M
N1

+ O
N1
e (16)

O
N1
r = M

N1
r + O

N1
e,r . (17)

ON1
r , MN1

r andON1
e,r are the corresponding numbers for a sin-

gle receiver.
The number of transmissions,MN1

r , for a single receiver
is given by the probabilityqD. This means,MN1

r counts the
number of trials until the first success occurs. The probability
for the first success in a Bernoulli experiment at trialk with
probability for success(1− qD) is:

P (X = k) = (1− qD)qD
k−1

. (18)

The necessary number of transmissions for a single receiver
MN1

r follows from the Bernoulli distribution and [3]:

E(M
N1
r ) =

1

1− qD

(19)

E(M
N1
r |MN1

r > 1) =
2− qD

1− qD

(20)

E(M
N1
r |MN1

r > 2) =
3− 2qD

1− qD

(21)

P (M
N1
r > 1)[E(M

N1
r |MN1

r > 1)− 1] = E(M
N1
r )− 1. (22)

Nk, the number of NAKs sent in roundk is given by:
Nk = qD

k
R, (23)

whereqD
k is the probability for a single receiver that until

roundk all data packets are lost. The number of empty rounds
after transmissionk is determined by the failure probability:

pk = pN
Nk = pN

qD
kR

. (24)

pk is the probability that all sent NAKs in roundk are lost.
The number of sent NAKs is equal to the number of receivers
qD

kR that need a retransmission in roundk (see Equation 23).
The expected number of empty roundsE(ON1

e ) is the expected
number of empty rounds after the first transmission plus the
expected number of empty rounds after the second transmis-
sion and so on. Now,E(ON1

e ) andE(ON1
e,r ) can be determined

analogous toMN1
r :

E(O
N1
e ) =

∑E(MN1)−1
k=1

(
1

1−pk
− 1

)
(25)

E(O
N1
e,r ) =

∑E(MN1
r )−1

k=1

(
1

1−pk
− 1

)
. (26)

(1/1 − pk) is the expectation for the number of empty rounds

plus the last successful NAK reception at the sender which is
subtracted.

L̃N1 is the number of NAKs received by the sender andϑ1

is the total number of NAKs sent in all rounds:
E(L̃

N1
) = ϑ1(1− pN ) (27)

ϑ1 =
∑E(MN1)

k=1 Nk
1

1−pk
. (28)

Finally, at the receiver we have:
E(Y

N1
) = E(Yf ) + E(M

N1
)[1− qD]E(Yd)

+ P (O
N1
r > 1)[E(O

N1
r |ON1

r > 1)− 1]E(Yn)

+ P (O
N1
r > 2)[E(O

N1
r |ON1

r > 2)− 2]E(Yt). (29)

Note that the last, successful transmission is not replied
with a NAK and that a NAK timeout occurs not for the first
and the last transmission.

The processing rates and throughput can be obtained anal-
ogous to protocol (A1).

D. Receiver-Initiated Protocol (N2)
In contrast to (N1), this protocol class sends NAKs to all

group members using multicast. Ideally, NAK suppression en-
sures that only one NAK is received by the sender. As in the
previous protocol, the sender collects all NAKs belonging to
one round and then starts a retransmission.

X
N2

= (higher layer)+ (transmissions)+ (receiving NAKs)+ (NAK timer)

X
N2

= Xf +
MN2∑
m=1

Xd(m) +
L̃N2∑
i=1

Xn(i) +
ON2∑
j=1

Xt(j) (30)

E(X
N2

) = E(Xf ) + E(M
N2

)E(Xd) + E(L̃
N2

)E(Xn)

+ E(O
N2

)E(Xt) (31)

E(MN2) is determined analogous to (A1) and (N1) with loss
probability qD. L̃N2 contains the number of necessary and ad-
ditional NAKs received at the sender:

E(L̃
N2

) = ϑ1(1− qN ) (32)

ϑ1 =
∑E(MN2)

k=1 Nk
1

1−pk
. (33)

Nk, the number of NAKs sent in roundk, is the sum of:
NAK of the first receiver that did not receive the data packet
plus NAK of another unsuccessful receiver that did not receive
the first NAK packet and sends a second NAK and so on:

Nk =
∑R

i=1 Nk,i (34)

Nk,1 = qD
k (35)

Nk,2 = qD
k
(1− Nk,1 + Nk,1qN )

= Nk,1(1− Nk,1 + Nk,1qN )

= Nk,1 − N
2
k,1 + N

2
k,1qN (36)

Nk,n = Nk,n−1 − N
2
k,n−1 + N

2
k,n−1qN , n > 1. (37)

The first receiver sends a NAK provided that the data packet
was lost with probabilityqD

k. The second receiver sends a
NAK provided that the data packet was lost and the NAK of
the first receiver was lost (Nk,1qN ) or the first receiver sends no
NAK (1− Nk,1), and so on.

In Equation 37, a perfect system model is assumed in which
additional NAKs are only sent due to NAK loss at receivers.
This means, receivers must have synchronized local clocks and
a defined sending order for NAKs. However, since receivers
are usually not synchronized in real systems it can occur that
NAKs are sent simultaneously. Therefore, we extend Equa-
tions 35-37 with the probability for simultaneous NAK sending
(ps) to:

Nk,1 = qD
k (38)

Nk,n = Nk,n−1 − N
2
k,n−1 + N

2
k,n−1(qN + ps − qN ps) , n > 1. (39)



The number of roundsON2 is obtained analogous to proto-
col (N1). It is the sum of the number of necessary rounds for
sending transmissionsMN2 and the number of empty rounds
ON2

e in which all NAKs are lost and therefore no retransmis-
sion is made:

O
N2

= M
N2

+ O
N2
e (40)

O
N2
r = M

N2
r + O

N2
e,r . (41)

ON2
r , MN2

r andON2
e,r are the corresponding numbers for a sin-

gle receiver.
The number of necessary transmissions,MN2

r , for a single
receiver is given by the probabilityqD. Analogous to Equation
19 of protocol (N1) the expectation is:

E(M
N2
r ) =

1

1− qD

. (42)

The number of empty rounds after transmissionk is deter-
mined by the failure probability:

pk = q
Nk
N . (43)

pk is the probability that all sent NAKs in roundk are lost.
The expected number of empty roundsE(ON2

e ) is equal to the
expected number of empty rounds after the first transmission
plus the expected number of empty rounds after the second
transmission and so on. Now,E(ON2

e ) andE(ON2
e,r ) can be deter-

mined analogous toMN2
r (see Equation 19):

E(O
N2
e ) =

∑E(MN2)−1
k=1

(
1

1−pk
− 1

)
(44)

E(O
N2
e,r ) =

∑E(MN2
r )−1

k=1

(
1

1−pk
− 1

)
. (45)

(1/1− pk) is the expectation for the number of empty rounds
plus the last successful NAK reception at the sender, which is
subtracted.

At the receiver we have:
E(Y

N2
) = E(Yf ) + E(M

N2
)(1− qD)E(Yd)

+ P (O
N2
r > 1)[E(O

N2
r |ON2

r > 1)− 1]
ϑ2

ϑ3
E(Yn)

+
[
P (O

N2
> 1)[E(O

N2|ON2
> 1)− 1]ϑ2

− P (O
N2
r > 1)[E(O

N2
r |ON2

r > 1)− 1]
ϑ2

ϑ3

]
(1− qN )E(Y

′
n)

+ P (O
N2
r > 2)[E(O

N2
r |ON2

r > 2)− 2]E(Yt). (46)

ϑ2 is the average number of NAKs sent in each round and
ϑ3 is the mean number of receivers that did not receive a data
packet and therefore want to send a NAK:

ϑ2 =
1

E(ON2)

∑E(MN2)
k=1 Nk

1
1−pk

(47)

ϑ3 =
1

E(ON2)

∑E(MN2)
k=1 qD

kR 1
1−pk

, (48)

where (1/1− pk) is the number of empty rounds plus the last
successful NAK sending (see Equations 19, 44 and 45).

The third term inE(Y N2) is the processing requirement to
send NAKs, where the considered receiverr is only with prob-
ability ϑ2/ϑ3 the one that sends a NAK. In the forth term the
number of sent NAKs is subtracted from the number of total
NAKs to get the number of received NAKs.

The sending rate and throughput can be obtained analogous
to protocol (A1).

E. Tree-Based Protocol (H1)
Protocol (H1) uses solely unicast ACKs for controlling the

reliable message delivery. Our analysis distinguishes between
the three different kinds of nodes in the ACK tree, the sender
at the root of the tree, the receivers that form the leaves of the
ACK tree and the receivers that are non-leaf nodes. We will

call these non-leaf receivers group leaders. Group leaders are
sender and receiver as well.

Our analysis of all tree-based protocols is based on the as-
sumption that each local group consists of exactlyB members
and one group leader. We assume further, that when a group
leader has to sent a retransmission, the group leader has already
received this packet correctly. The following subsections ana-
lyze the processing requirements at the sender, receivers and
group leaders.

1) Sender (root node)

X
H1

= Xf + Xd(1) +
MH1∑
m=2

(
Xt(m) + Xd(m)

)
+

L̃H1∑
i=1

Xa(i) (49)

E(X
H1

) = E(Xf ) + E(M
H1

)E(Xd)

+
(

E(M
H1

)− 1
)

E(Xt) + E(L̃
H1

)E(Xa) (50)

MH1 is the number of necessary transmissions until all
members of a local group have received a packet correctly.
E(MH1) is determined analogous (B instead ofR) to Equation 8
of protocol (A1), since every local group is like a sender-based
system. Furthermore, the number of ACKs received by group
leaders in the presence of possible ACK lossE(L̃H1) is similar
to E(L̃A1), with B instead ofR:

E(L̃
H1

) = BE(M
H1

)(1− qD)(1− pA) (51)

2) Receiver (leaf node)
E(ÑH1

r ) is the number of received transmissions at receiver
r:

E(Ñ
H1
r ) = E(M

H1
)(1− qD). (52)

So, the processing requirementY H1 for a receiver is:

Y
H1

= Yf +

ÑH1
r∑

i=1

(
Yd(i) + Ya(i)

)
(53)

E(Y
H1

) = E(Ñ
H1
r )

(
E(Yd) + E(Ya)

)
+ E(Yf ) (54)

= E(M
H1

)(1− qD)
(

E(Yd) + E(Ya)
)
+E(Yf ). (55)

3) Group leader (inner node)
Since a group leader is a sender and receiver as well:

H
H1

=
MH1∑
m=2

(
Xt(m) + Xd(m)

)
+

L̃H1∑
k=1

Xa(k)

︸ ︷︷ ︸
as sender

+ Yf +

ÑH1
r∑

i=1

(
Yd(i) + Ya(i)

)
︸ ︷︷ ︸

as receiver

. (56)

Please note that the initial transmission(Xd(1)) is not consid-
ered in the equation since it is sent using the multicast routing
tree rather than the ACK tree.

E(H
H1

) =
(

E(M
H1

)− 1
)(

E(Xd) + E(Xt)
)

+ E(L̃
H1

)E(Xa)

+ E(M
H1

)(1− qD)
(

E(Yd) + E(Ya)
)

+ E(Yf ) (57)

= E(X
H1

) + E(Y
H1

)− E(Xf )− E(Xd(1)) (58)

The maximum ratesΛH1
s , ΛH1

r , ΛH1
h for the sender, receiver

and group leader, respectively, are:
Λ

H1
s =

1

E(XH1)
, ΛH1

r =
1

E(Y H1)
, ΛH1

h =
1

E(HH1)
(59)

Overall system throughputΛH1 is given by the minimum of
the packet processing rates for the sender, receiver and group
leader:

Λ
H1

= min{ΛH1
s , Λ

H1
h , Λ

H1
r } (60)



F. Tree-Based Protocol (H2)
(H2) uses selective periodical ACKs (SAKs) and NAKs

with NAK avoidance. Group leaders collect all NAKs belong-
ing to one round and send a retransmission if the waiting time
has expired and at least one NAK has been received. We have
to distinguish between the number of rounds and the number
of transmissions. The number of rounds is equal or greater
than the number of transmissions, since if a sender or receiver
receives no NAK within one round, no retransmission is in-
voked.

A SAK is sent by the receiver to announce its state, i.e. its
received and missed packets, after a sequence of data pack-
ets have been received. We assume that a SAK is sent after
a certain period of time. Therefore, when analyzing the pro-
cessing requirements for asinglepacket, only the proportion-
ate requirements for sending (YΦ) and receiving (XΦ) a SAK
is considered.S is assumed to be the number of SAKs re-
ceived by the sender in the presence of possible SAK loss,
whereS = (1− pA)B.

1) Sender (root node)

X
H2

= Xf +
MH2∑

i=1

Xd(i) +
L̃H2∑
j=1

Xn(j) +
OH2∑
m=1

Xt(m) + SXΦ (61)

E(X
H2

) = E(Xf ) + E(M
H2

)E(Xd) + E(L̃
H2

)E(Xn)

+ E(O
H2

)E(Xt) + E(S)E(XΦ) (62)

E(MH2), E(L̃H2) and E(OH2) are determined analogous to
(N2) (B instead ofR). We have SAKs as unicast control mes-
sages, as well as multicast NAKs with NAK avoidance. Since
SAKs are sent only periodically, mainly NAKs are responsi-
ble for retransmissions. Ideally, the NAK avoidance scheme
ensures that only one NAK is received by the group leaders.

2) Receiver (leaf node)
E(Y

H2
) = E(Yf ) + E(M

H2
)(1− qD)E(Yd) + E(YΦ)

+ P (O
H2
r > 1)[E(O

H2
r |OH2

r > 1)− 1]
ϑ2

ϑ3
E(Yn)

+
[
P (O

H2
> 1)[E(O

H2|OH2
> 1)− 1]ϑ2

− P (O
H2
r > 1)[E(O

H2
r |OH2

r > 1)− 1]
ϑ2

ϑ3

]
(1− qN )E(Y

′
n)

+ P (O
H2
r > 2)[E(O

H2
r |OH2

r > 2)− 2]E(Yt) (63)

ϑ2 andϑ3 can be obtained analogous to (N2) withB instead
of R.

3) Group leader (inner node)
As the group leader role contains the sender role and the

receiver role as well, the processing requirements are:
E(H

H2
) = E(X

H2
) + E(Y

H2
)− E(Xf )− E(Xd(1)) (64)

The rates for sender, receiver, group leader and overall sys-
tem throughput for (H2) can be obtained analogous to (H1).

G. Tree-Based Protocol (H3)
We assume that the correct transmission of a data packet

consists of two phases. In the first phase, the data is transmitted
and ACKs are collected until all ACKs are received, i.e. until
all nodes have received the data packet. Then the second phase
starts, in which the missing AAKs are collected. Note that most
AAKs are already received in phase one, since AAKs are sent
as soon as all children have sent their AAKs. In this case, a
retransmission is acknowledged with an AAK rather than an
ACK. So, only nodes whose AAK is missing must be queried
in phase two.

1) Sender (root node)

X
H3

= Xf +

MH3
m∑

j=1

Xd,m(j) +

MH3
u∑

k=1

NuXd,u(k) +

MH3 − 1∑
s=1

Xt(s)

+

L̃H3
a∑

i=1

Xa(i) +

OH3
q∑

v=1

Xt(v) +

LH3
aaq∑

w=1

Xaaq(w) +

L̃H3
aa∑

z=1

Xaa(z) (65)

MH3
m andMH3

u are the number of necessary multicast or uni-
cast transmissions, respectively.MH3 is the total number of
transmissions.Xd,m andXd,u determine the processing require-
ments for a multicast or unicast packet transmission.Xaa is the
time for the sender to receive and process an AAK andL̃H3

aa is
the number of received AAKs. The processing of AAKs is sim-
ilar to the processing of data packets and ACKs. If AAKs are
missing after a timeout has occurred, the sender or group leader
sends unicast AAK query messages to the corresponding child
nodes. Note that this processing is started after all ACKs are
received and no further retransmissions due to lost data pack-
ets are necessary.OH3

q is the number of necessary query rounds
andLH3

aaq is the number of necessary unicast AAK queries in
the presence of message loss.

With pt, the probability that unicast is used for retransmis-
sions, the number of unicast and multicast transmissions are:

M
H3
u = pt(M

H3 − 1) (66)

M
H3
m = (1− pt)(M

H3 − 1) + 1. (67)

Table 3
Additional notations for the analysis of (H3)

Xaa, Yaa Time to receive and process an AAK at the sender,
or process the transmission of an AAK at the re-
ceiver, respectively.

Xaaq, Yaaq Time to send an AAK query at the sender, or re-
ceive and process an AAK query at the receiver.

pq Probability for AAK query loss at the receiver.
pAA Probability for unicast AAK loss at the sender.
nk Current number of receivers that need a retrans-

mission.
φ Threshold for unicast retransmission. Ifnk is

smaller thanφ, unicast is used for retransmission
and multicast otherwise.

pt Probability thatnk is smaller than thresholdφ and
therefore unicast is used for retransmissions.

Nu Mean number of sent unicast messages per packet
retransmission.

τ Probability that a retransmission is necessary due
to data or ACK loss.

p̂ Probability that an AAK query fails.
MH3 Total number of necessary transmissions in the

presence of data loss.MH3 = MH3
u + MH3

m

MH3
u , MH3

m Number of necessary unicast or multicast trans-
missions in the presence of failures, respectively.

Xd,u, Xd,m Time to send a data packet per unicast or multi-
cast, respectively.

OH3
q Number of necessary AAK query rounds.

LH3
a , LH3

aa Number of ACKs or AAKs sent by a receiver.
L̃H3

a , L̃H3
aa Number of ACKs or AAKs received by the sender.

LH3
aaq, L̃H3

aaq Number of AAK queries sent by the sender or re-
ceived by a receiver, respectively.

Baa Number of receivers from which the AAK is miss-
ing when phase two starts.

pc Probability that no AAK can be sent due to miss-
ing AAKs of child nodes.



Please note that the first transmission is always sent with
multicast. The probability for a retransmission due to data or
ACK loss is given by:

τ = ptpD + (1− pt)qD︸ ︷︷ ︸
data loss

+
[
1−

(
ptpD + (1− pt)qD

)]
pA︸ ︷︷ ︸

no data loss but ACK loss

. (68)

E(MH3) is determined byτ instead ofp̃ andB instead ofR
analogous to Equation 8 of protocol (A1).

φ is the threshold for unicast or multicast retransmissions.
If the current number of nodesnk, which need a retransmission
is smaller than the thresholdφ, then unicast is used for retrans-
mission.pt is the probability that the current number of nodes
nk is smaller than the thresholdφ:

pt =
1

MH3

MH3∑
k=1

{
1 , nk < φ

0 , nk ≥ φ
(69)

Sincept is used to obtainMH3, pt can only be determined if
qD = pD. In this case, parameterpt is unnecessary to determine
MH3.

Nu is the mean number of receivers per round for which a
unicast retransmission is invoked:

Nu =
1

MH3
u

MH3∑
k=1

{
nk , nk < φ

0 , nk ≥ φ
(70)

E(ÑH3
r ) is the total number of transmissions that reach re-

ceiverr with unicast and multicast:

E(Ñ
H3
r ) =

Nu

B
E(M

H3
u )(1− pD) + E(M

H3
m )(1− qD). (71)

The number of ACKs that reach the sender or group leader
in the presence of ACK loss is given by:

E(L̃
H3
a ) = BE(Ñ

H3
r )(1− pA)pc. (72)

pc is the probability that no AAK can be sent due to missing
AAKs of child nodes.

The number of AAK query roundsOH3
q , is determined by

the probabilityp̂ that a query fails:
p̂ = pq + (1− pq)pAA. (73)

Now, E(OH3
q ) can be determined analogous toMA1 of proto-

col (A1) (see Equation 8) withBaa instead ofR andp̂ instead of
p̃. Baa is the number of receivers, the sender has to query when
the first AAK timeout occurs, which is equal to the number of
receivers that have not already successfully sent an AAK in the
first phase:

E(O
H3
q ) =

Baa∑
i=1

(Baa

i

)
(−1)

i+1 1

1− p̂i
(74)

Baa = B
(

pc + (1− pc)pAA

)E(ÑH3
r )

. (75)

pc + (1 − pc)pAA is the probability that no AAK can be sent
in a round or that the AAK is lost.

Queries are sent with unicast to the nodes whose AAK is
missing. The total number of queries in all rounds are:

E(L
H3
aaq) =

∑E(OH3
q )

k=1 Baap̂
(k−1)

. (76)

The number of AAKs received at the sender is the number
of AAKs in the retransmission phase plus the number of AAKs
in the AAK query phase, which is exactly one AAK from every
receiver inBaa (see Equation 72).

E(L̃
H3
aa ) = BE(Ñ

H3
r )(1− pAA)(1− pc) + Baa. (77)

Now, E(XH3) is entirely determined by:
E(X

H3
) = E(Xf ) + E(M

H3
u )NuE(Xd,u) + E(M

H3
m )E(Xd,m)

+ E(M
H3 − 1)E(Xt) + E(L̃

H3
a )E(Xa) + E(O

H3
q )E(Xt)

+ E(L
H3
aaq)E(Xaaq) + E(L̃

H3
aa )E(Xaa). (78)

2) Receiver (leaf node)
Yaa is the required time at the receiver to send an AAK and

Yaaq is the processing requirement to receive an AAK query.
So, the processing requirement at the receiver is given by:

Y
H3

= Yf +

ÑH3
r∑

i=1

Yd(i) +

LH3
a∑

j=1

Ya(j)

+

LH3
aa∑

k=1

Yaa(k) +

L̃H3
aaq∑

l=1

(
Yaa(l) + Yaaq(l)

)
. (79)

The number of transmissions that are acknowledged with
an ACK,LH3

a , or with an AAK, LH3
aa are:

L
H3
a = pcE(Ñ

H3
r ) (80)

L
H3
aa = (1− pc)E(Ñ

H3
r ). (81)

L̃H3
aaq, the number of AAK queries received by an receiver

are:

L̃
H3
aaq =

1

Baa

E(L
H3
aaq)(1− pq), (82)

where 1
Baa

is the probability to be a receiver that gets an
AAK query.
E(Y

H3
) = E(Yf ) + E(Ñ

H3
r )E(Yd) + E(L

H3
a )E(Ya) + E(L

H3
aa )E(Yaa)

+ E(L̃
H3
aaq)

(
E(Yaa) + E(Yaaq)

)
(83)

3) Group leader (inner node)
The processing requirement at a group leader consists of the

sender and receiver processing requirements:
E(H

H3
) = E(X

H3
) + E(Y

H3
)− E(Xf )− E(Xd,m(1)). (84)

The rate for sender, receiver and group leader as well as the
overall system throughput for (H3) can be obtained analogous
to (H1).

V. NUMERICAL RESULTS

We examine the relative performance of the analyzed pro-
tocols to investigate the influence of control packet loss and
the performance of the new class (H3). All mean processing
costs are set equal to 1, except for the periodic costsXφ andY φ

which are set to 0.1. The following graphs show the through-
put of the various protocol classes relative to the normalized
maximum throughput of 1.

Figure 1 shows the throughput of the sender-initiated pro-
tocol (A1) and the receiver-initiated protocols (N1) and (N2).
The data packet loss probability is 0.1. The dotted curve is the
throughput without considering control message loss while in
the solid curve control message loss probability is set equal to
the data loss probability. For (N2), the probability for simul-
taneous NAK sending is 0 for the dotted curve and 0.2 for the
solid one. The results in Figure 1 show, that (A1) performs
poorly and that the throughput is further decreased by ACK
packet loss. (N1) is very robust against control message loss.
In fact, the throughput even increases with NAK loss. (N1)’s
throughput is limited by an overwhelming of the sender with
NAK messages. Since one NAK packet is sufficient to start a
retransmission, NAK loss of that scale decreases the sender’s
load and therefore increases throughput. (N2)’s throughput de-
creases significantly in the presence of NAK loss and asyn-
chronous local clocks. However, (N2) continues to provide the
best relative throughput.

In Figure 2, the results for the hierarchical protocol classes
(H1), (H2) and (H3) are shown. The number of child nodes
is set equal to 10 for all classes. (H3) is shown withφ = 0

which corresponds with (H1) except for the additional aggre-
gated ACKs of (H3).φ = 0 means that all retransmission are
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Figure 1: Throughput of sender- and receiver-initiated protocols

sent with multicast. It is shown, that all protocol classes expe-
rience a throughput degradation. For (H1), (H2) and (H3) the
throughput degradation is about 20%, 3% and 16%, respec-
tively. This means, for that small local group size of 10 nodes,
the throughput of (H2), which is the multicast NAK protocol
with NAK avoidance, decreases least of all and is again the
protocol with the best performance. Of particular importance
is the only small degradation of (H3)’s throughput compared to
(H1). This means, that the additional costs for providing true
reliability even in the presence of node failures are small and
therefore acceptable.

Due to readability, the result for (H3) withφ = 2 is not
shown in the figure. Withφ = 2, only retransmissions for equal
or more than 2 nodes are made using multicast and with uni-
cast otherwise. In this case, (H3) provides even slightly better
performance than (A1), since the receivers have to receive and
acknowledge less retransmissions.

Of course, such a scheme with aggregated ACKs is also
applicable for a protocol with multicasted NAKs. In this case,
the relative decrease in throughput will be higher than in ACK
based protocols, since more AAKs must be sent and processed
to provide deterministic behaviour. Nevertheless, we assume
that such a protocol will provide a throughput comparable to
(N2).

VI. CONCLUSIONS

We have analyzed the throughput of sender-initiated, rec-
eiver-initiated and tree-based multicast protocols assuming a
realistic system model with data packet loss, control packet
loss and asynchronous clocks. Our analysis is based on the pro-
cessing requirements for the sender, receivers and group lead-
ers. Of particular importance is the analyzed protocol class
with aggregated acknowledgments. In contrast to other hier-
archical approaches this class provides reliability even in the
presence of node failures.

Our numerical results show that protocols with multicasted
NAKs and NAK avoidance experience a significant throughput
decrease in the presence of NAK loss and non-synchronized
clocks. However, for small local group sizes, which is the case
in hierarchical approaches, the throughput decrease is only 3%.
On balance, protocols with multicasted NAKs and NAK avoid-
ance continue to provide the best performance.

The protocol class with aggregated acknowledgments leads
to only a small throughput decrease compared to the same class
without aggregated acknowledgments. This means, that the ad-
ditional costs for providing a reliable multicast service even in
the presence of node failures are small and therefore acceptable
for reliable multicast protocol implementations.
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Figure 2: Throughput of tree-based protocols

Currently we are working on further throughput analysis,
which are based on delay requirements rather than processing
requirements. Our objective is not only to analyze through-
put assuming a realistic system model to compare the differ-
ent protocol classes, but also to be able to configure protocols
to provide the highest throughput. For example, in tree-based
protocols the local group size is a crucial parameter which has
to be investigated in more detail by future work.
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