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Abstract—Tree-based reliable multicast protocols are known of node failures. Other classes of tree-based protocols analyzed
to provide better scalability than the protocols based on pure so far provide reliability only in case of communication fail-
sender- and receiver-initiated schemes. However, previous ana- ures, since a node failure can lead to the loss of messages for
lytical work that has provided these results is based on a system this node’s entire subhierarchy. We will explain this in more
model which assumes reliable control message delivery and syn-detail in the following section.
chronized local clocks. These assumptions are questionable sim-  The remainder of this paper is structured as follows. In Sec-
plifications, since they favor protocols using multicasted negative tjon 2 we discuss the background of our throughput analysis
acknowledgments with NAK avoidance scheme. In this paper, we gnq take a look at related work. In Section 3 we briefly classify
extend previous analysis by taking into account control data loss yq analyzed protocols. Our throughput evaluation in Section 4
and asynchronous local clocks. , . , starts with a definition of the assumed system model before the

We further analyze a new protocol class with particular im-  yarious protocol classes are analyzed in detail. To illustrate the

portance, the tree-based approach with aggregated acknowledg- resylts, some numerical evaluations are presented in Section 5
ments. In contrast to other approaches, this class provides reli- pefore we conclude with a brief summary.

ability not only in case of message loss but also in case of node
failures. Our results show that the additional overhead to cope

with node failures is very low and therefore acceptable for reli- Il. BACKGROUND AND RELATED WORK

able multicast implementations. Reliable multicast protocols were already analyzed in pre-
vious work. In contrast to most of this work, we analyze not a
I. INTRODUCTION specific protocol but general protocol classes. Moreover, in

is paper we focus on processing requirements of the pro-
ol classes. The first work in this area was presented by
gali et al. [3]. They have compared the general class of
der- and receiver-initiated protocols. Levine et al. [4] have
ended this analysis to the class of ring- and tree-based ap-
oaches. Our paper is based on this previous work and extends

%n three ways. First, we consider the loss of control packets

protocols have been proposed, which are based on the
knowledgment scheme. Reliability is ensured by replyin
acknowledgment messages from the receivers to the sen
either to confirm correct data packet delivery or to ask for
retransmission. Most reliable multicast protocols can be cl
sified into sender-initiated, receiver-initiated and tree-bas
ones. Briefly characterized, in sender-initiated approaches
ceivers reply positive acknowledgments (ACKs) to confir
correct message delivery in contrast to receiver-initiated pr
tocols, which indicate transmission errors or losses by ne
tive acknowledgments (NAKs). Both classes can result in tk
well-known acknowledgment implosion problem, i.e. the ovef:
whelming of the sender and the network around the sender
a large number of ACK or NAK messages, resulting in scald;
bility problems. Tree-based approaches promise to be scal
even for a large number of members, since they arrange
ceivers into a hierarchy, called ACK tree. The ACK tree i
created by techniques like expanding ring search or the to
repository service [1, 2]. During normal operation, each r
ceiver is responsible for collecting ACKs or NAKs only from
their direct child nodes in the hierarchy. The maximum numb
of child nodes can be determined according to the process
performance of a node, its available network bandwidth, i
memory equipment, and its reliability. Thus, no node is ove
whelmed with messages and scalability for a large recei
group is ensured.

Sender-initiated, receiver-initiated and tree-based protocols !!l- CLASSIFICATION OF RELIABLE MULTICAST
have already been compared in previous analytical work. Pin- PROTOCOLS
gali et al. [3] have shown that receiver-initiated protocols pro- In this section we want to briefly classify the reliable mul-
vide better scalability than sender-initiated ones and Levinetatast protocols analyzed in this paper. A more detailed and
al. [4] have shown that a special class of tree-based protocolsisre general description can be found in [3] and [4].
the most scalable one. Our paper extends this previous work by N
considering loss of acknowledgment messages and analyzirfy aSender-Initiated Protocols
new class of tree-based protocols with aggregated acknowledg-The class of sender-initiated protocols is characterized by
ments. This class has particular importance, since its meclpasitive acknowledgments (ACKSs) returned by the receivers to
nisms are necessary to provide reliability even in the presertbe sender. A missing ACK detects either a lost data packet at

In recent years, a number of reliable multicast tranqug

ther than assuming reliable delivery. As already pointed out
Levine et al. [4], the assumption of reliable acknowledg-
1ent delivery in his own and previous work especially favors
otocols that multicast acknowledgments. These protocols are
sed on a NAK-avoidance scheme which works most efficient
no NAKs are lost at receivers and therefore only one NAK
lost data packet is sufficient. Second, we assume that lo-
clocks are not synchronized. This is also important for the
K-avoidance scheme, which works less efficient with this
re realistic assumption. Since a receiver does not know
lether a NAK from another receiver has already been sent
d will be received later, additional NAKs will be caused.
hird, our work extends previous analysis by a new tree-based
rotocol class. It is based on aggregated ACKs to cope with
de failures and a combined unicast/multicast retransmission
%weme. The number of retransmission requests is compared
h a threshold parameter that determines whether unicast or
Nulticast is used for retransmissions. In the next section, these
rrotocols are classified and described in more detail.



the corresponding receiver, a lost ACK packet or a crashed s#en, neitherG; nor Gy can resend the data packet sirtge
ceiver, which cannot be distinguished by the sender. Therefohas failed and>, has removed the packet from memory. This
a missing ACK packet leads to a data packet retransmissiooblem is solved by aggregated hierarchical ACKs (AAKS) of
from the sender. We assume that such a retransmission istlaé third scheme (H3). A group leader sends an AAK to its par-
ways sent using multicast. This protocol class will be referrezht group leader after all children have acknowledged correct
to as (Al). Note that the use of negative acknowledgmenteception. After a group leader or the root node has received an
for example to speed up retransmissions, does not necessaifK, it can remove the corresponding data from memory be-
mean that a protocol is not of class (A1). Important is that posause all members in this subhierarchy have already received
itive acknowledgments are necessary, for example to relediseorrectly. Lorax is an example for such a protocol [9]. Our
data from the sender’s buffer space. An example for a senddefinition of its generic behavior is as follows:
initiated protocol is XTP [5].
1. Group leaders send an ACK to its parent after the data
B. Receiver-Initiated Protocols packet was received correctly.
In contrast to sender-initiated protocols, receiver-initiategd, | eaf node receivers send an AAK to its parent after the data
protocols return only negative acknowledgments (NAKS) in- packet was received correctly.
stead of ACKs. As in the sender-initiated protocol class, we ag- Group leaders wait a certain time to receive ACKs from
sume that retransmissions are sent using multicast. When ate; _: ; ; ;
: g their children. If a timeout occurs, the packet is retrans-
ceiver detects an error, e.g. by a wrong checksum, a skip in the_ : : ;
; - L mitted to all children or selective to those whose ACK is
sequence number or a timeout while waiting for a data packet, . = : :
; P missing. Since leaf node receivers send only AAKs rather
a NAK is returned to the sender. Pure receiver-initiated pro- han ACKs. a received AAK from a receiver is also allowed
tocols have a non-deterministic characteristic, since the sende{ revent the retransmission
is unable to decide when all group members have correctly re-© Pré€Ve € retransmission. o
ceived a data packet. 4. Group leaders wait to receive AAKs from their children.
Receiver-initiated protocols can either send NAKs using UPon reception of all AAKs, the corresponding packet can
unicast or multicast transmission. The protocol class send-De removed from memory and an AAK is sent to the parent.
ing unicast NAKs will be called (N1). The approach using f @ timeout occurs while waiting for AAKs, a unicast AAK
multicast NAKs (N2) is known as NAK-avoidance scheme. A duery is sent to the affected nodes.
receiver that has detected an error sends a multicast NAK pf&-If a group leader or leaf node receiver receives further data
vided that it has not already received a NAK for this data packet packets after an AAK has been sent or the prerequisites for
from another receiver. Thus, in optimum case, only one NAK sending an AAK are met, these data packets are acknowl-
is received by the sender for each lost data packet. An exampleedged by AAKSs rather than ACKs. The same applies for
for such a protocol is the scalable reliable multicasting protocol receiving an AAK query that is replied with an AAK if the
(SRM) [6]. prerequisites are met.

C. Tree-Based Protocols Besides the AAK scheme, we consider in our analysis of

Tree-based approaches organize the receivers into a ffdg) @ threshold scheme to decide whether a retransmission is
structure called ACK tree, which is responsible for collectin§€rformed using unicast or multicast. The group leader com-
acknowledgments and sending retransmissions. We ass s the number of missing ACKs with a threshold parameter.
that the sender is the root of the tree. If a receiver needs! e NUmber of missing ACKs is smaller than this threshold,
retransmission, the parent node in the ACK tree is informef€ data packets are retransmitted using unicast. Otherwise,
rather than the sender. A parent node is called group leader & Overall network and node load is assumed to be lower us-
its children which form a local group. Note that a group leadd?d multicast retransmission.
may also be a child of another local group. A child that is only
a receiver rather than a group leader is called leaf node. IV. MAXIMIMUM THROUGHPUTANALYSIS

The first considered scheme of this class (H1) is similar
to sender-initiated protocols since it uses ACKs sent by tide Model
receivers to their group leaders to indicate correctly received Our model is similar to the one used by Pingali et al. [3]
packets. Each group leader that is not the root node also segdd Levine et al. [4]. This means, that our analysis is based
an ACKto its parent group leader until the root node is reachesh the per packet processing requirements. A single sender
If a timeout for an ACK occurs at a group leader or the roofs assumed, multicasting teidentical receivers.. In case of
a multicast retransmission is invoked. An example of a prot@ee-based protocols, the sender is the root of the ACK tree.
col similar to our definition of (H1) is RMTP [7]. The secondwe assume that nodes do not falil, i.e. that retransmissions are
scheme (H2) is based on NAKs with NAK suppression simildnally successful. In contrast to previous work, packet loss
to (N2) and selective ACKs (SAKs), which are sent perioccan occur on both, data packeisd control packets. Multicast
ically for deciding deterministically when packets can be reyacket loss probability is given by and unicast packet loss
moved from memory. A SAK is sent after a certain number gfrobability byp for any node. All parameters are summarized
packets are received or after a certain time period has expirggiTable 1, 2 and 3. Table 1 shows the definitions by Levine et
to propagate the state of a receiver to its group leader. TMEP [4] and Pingali et al. [3]. Table 2 summarizes the additional
[8] is an example for class (H2). notations for considering control message loss and Table 3 the

Before the next scheme will be introduced, it is necessaaglditional notations for the protocol class (H3).
to understand that (H1) and (H2) can guarantee reliable deliv- We assume that losses at different nodes are independent
ery only if no group member fails in the system. Assume fasvents. In fact, since receivers share parts of the multicast rout-
example that a group leadeén fails after it has acknowledged ing tree, this assumption does not hold in real networks. How-

correct reception of a packet to its group leadgmwhich is the  ever, no protocol class is privileged relative to another one by
root node. If areceiver af’;'s local group needs a retransmisthis assumption.



Table 1 Table 2

Notation used by Pingali et al. [3] and Levine et al. [4] Additional notation for the analysis of control message loss

R Size of the receiver set. S Number of periodical SAKs received by the sendger.
B Branching factor of a tree. DD, qD Probability for unicast or multicast data loss.
X5, Yy Time to feed in a new packet from the higher | pa,py Probability for unicast ACK or NAK loss.

ﬁ_rort]oc?l layer or to_delllver a packettoja | o Probability for multicast NAK loss.

Igher fayer, respectively. . D, D Probability that a retransmission is necessary [for

Xa, Xt Time to process the transmission respec- protocol (A1) or (N2), respectively.

tl\_/ely time to process a timeout at the sender. Ds Probability for simultaneous and therefore unneces-
Xa, Xn, Xo Time to receive and process an ACK, NAK, sary NAK sending in (N2) and (H2).

or periodic ACK, respectively.

Ya,Y: Time to receive and process a data packet, or
to process a timeout at the receiver.

LY, LY Number of ACKs or NAKs per data packet fro
receiverr or from all receivers that reach the sender.

Y,.Y,, Yo Time to process and transmit an ACK, NAK NP Total number of transmissions per data packet re-
©om or periodic ACK. B ceived by receiver.
y! Time required to receive and process a NAK | M, M*  Number of necessary transmissions for receiver
" at the receiver. for all receivers, to receive a data packet correctly in
XU, Y'Y, HY Processing time per packet at sender, fre- o the presence of data and ACK or NAK loss. .
ceiver, or group leader respectivelys € o, 0y Number of necessary rounds to correctly deliver a
{A1,N1,N2,H1, H2, H3} packet to all receivers or to receiverrespectively.
A¥Y,AY, A¥, A*  Throughput for protocolsy at the sender 0,0¢,.  Total number of empty rounds or empty rounds for
receiver, group leader and overall system receiverr, respectively.
throughput. Ny, Number of NAKs sent in round.
B. Sender-Initiated Protocol (A1) As the packgt losses at different receivers are independent
. . from each other:
To determine the maximum throughput we analyze the pro- R
cessing times at the sendet! and receivers 4!, wherey 4! P(MAY <m) =[] P(MAY <m) = (1 —5™)F ©)
denotes a single receiver. The throughput is then limited by the =1

highest processing requirement to successfully send a multicasp (a4 — i) = P(MA! <m) - P(MA <m— 1), m=1,2,.. (7
packet or successfully receive a packet, respectively. We as- .
sume that the sender waits until all ACKs are received and then It follows from [3] that e(a41) is:

sends a retransmission if necessary. At the sender we have: BT — ZR: (R) e -
X 41 = (higher protocol layer)- (initial transmission) =Nt 1—pt
+ (timeouts)+ (retransmissions}- (receiving ACKs) ~ B(M*?") is the expected total number of necessary transmis-
AL LA1 sions to receive the data packet correctly at all receivers.
XM =Xp+ Xa() + Y (Xt (m) + Xq (m)) +3 Xa() Now E(x*') is entirely determined. The maximum rate
=2 =1 for the senden#!, to send data packets successfully to the re-
B(X*) = B(X;) + B(M*)E(Xa) + (B(M*) = 1) B(X:) Celvers Is:
Al 1
+ B(ILAE(Xa). @ A= pixary ©
X, (i) denotes the processing requirement to receive an AG éi%cr)rig{ngly, the processing requirement for a packet at the
packet for the i-th transmission. Analogous(m) and x,(m) . - . _
are the processing requirements for a timeout or data packet Y™ = (receiving packefs+ (sending ACK3 + (higher layey  (10)
transmission for the m-th transmission#* is the total number E(Y*Y = BE(M*NH(1 - qD)(Em) + E(Ya)> +E(Y;). (1)

of transmissions necessary to transmit a packet correctly to all . . .
receivers in the presence of data packet and ACK loss.ahd . And the maximum packet processing rafe of a receiver
is the total number of ACKs received for this packetx4!) IS
is the expectation of the processing requirement at the sender. adro L 12)
The only unknowns are x4y ande(L4): overal H ' H E(AYAD g ined by the mini
A1y A1 verall system throughput*! is determined by the mini-
BE(L*) = RE(M™")(1 - gp)(1 - pa). ®  mum of the processing rates at the sender and receivers:
This means, the sender gets one ACK per data packet trans- A = min{A2, A2 (13)
missione(m41) from every receiver, provided that the data
packet is not lost with probabilityt — ¢5) and the ACK is not

lost with proba_b_llltyupr). N Now we want to analyze the first receiver-initiated ap-
The probability for a retransmission is: proach. Data packets are always transmitted using multicast
p=4qp + (1 —qp)pa, @ and reliability is ensured by unicast NAKs. The sender col-
. . . ._lects all NAKs received within a certain timeout period and
i e. either a data packet is logh) or the data packet is sends only one retransmission independent of the number of
received correctly and the ACK is logl — 4n)pa). SO, the |osses during that round. We will therefore analyze the num-
probability that the number of necessary transmissiefisfor ey of necessary rounds' to correctly deliver a data packet.
receiver- is smaller or equal te. is: A round starts with the sending of a data packet and ends with
P(MA' <m)=1-—p",m=1,2,.. 5) the expiration of the sender’s timeout. Normally, there will be

C. Receiver-Initiated Protocol (N1)



one data transmission in each round. However, if the sengdus the last successful NAK reception at the sender which is
receives no NAKSs due to NAK loss, no retransmission is madeibtracted.
and new NAKs must be sent by the receivers in the next round. 7~ s the number of NAKs received by the sender and

oM is the number of necessary rounds for receiver is the total number of NAKs sent in all rounds:
The processing requirement at the sender is: E(INY) = 91(1 — px) @7
XN = (higher layery+ (transmissionsy- (receiving NAKs)+ (timer) _ BN 1
mN1 N1 oN1 . 19.1 =2 k=1 N T—pp ° (28)
XM o xp 4 Y Xatm)+ Y Xa(i) + 3. Xi(m) (14) Finally, at the receiver we have:
m=1 =1 _ m=l EYNYY = B(Yy) + E(MYY[1 — ap] B(Yy)
E(XN') = B(Xy) + BE(MY)E(Xa) + E(LY)E(X,) + PO > DIEON 0N > 1) - 1]E(Ya)
+ B0 E(X0). (15) + PONY > 2)[BONON > 2) — 2]B(Y)). 29)
The only unknowns are""), £(L"') ande(o"). The Note that the last, successful transmission is not replied

number of transmissions;™*, until all receivers correctly re- \ith a NAK and that a NAK timeout occurs not for the first
ceive a packet does not change in the presence of NAK l0g$ the last transmission.

M~ is determined analogous to Equation 8 of (A1) within- . : )
stead ofs. However, receivers must process more NAKs angg;;j‘setg r&%?ggg}% Ar%(.es and throughput can be obtained anal

NAK timeouts to invoke those retransmissions.
The number of rounds is the sum of the number of neces: Receiver-Initiated Protocol (N2)

sary rounds for sending transmission$* and the number of |5 contrast to (N1), this protocol class sends NAKs to all

empty round®'* in which all NAKs are lost and therefore NOgroup members using multicast. Ideally, NAK suppression en-

retransmission is made: sures that only one NAK is received by the sender. As in the
oNt = MMt 4 o (16) previous protocol, the sender collects all NAKs belonging to
ON' = MM 4 0N, a7y oneround and then starts a retransmission.
X N2 — (higher layer)+ (transmissionsy- (receiving NAKs)+ (NAK timer)

oN*, MmN ando?! are the corresponding numbers for a sin-
gle receiver.

The number of transmissionss™*, for a single receiver
is given by the probability;,. This meansaN' counts the
number of trials until the first success occurs. The probabili

]\/[N2 Z/NQ ON2
XVP=Xp4 > Xa(m)+ > Xa()+ D> Xe(h) (30)
i=1 j=1

m=1

PN = B + BN E(X0) + BN B(X)

for the first success in a Bernoulli experiment at trakith + B0V E(X,) (1)
probability for success - ap) is: E(M7?) is determined analogous to (A1) and (N1) with loss
P(X=k)=(1-gqp)gp" " (18)  probability ¢5. L~ contains the number of necessary and ad-

The necessary number of transmissions for a single recei\(}’c.lstllon"’lI NAKs receleNezd at the sender.
M follows from the Bernoulli distribution and [3]: B(L77) =01(1 = an) (82)
s N2
B = 19) D= T N @)
9 732 N, the number of NAKs sent in roungd is the sum of:

EMNY MM > 1)

(200 NAK of the first receiver that did not receive the data packet

; : gD plus NAK of another unsuccessful receiver that did not receive

N1 N1 aD .

E(M, M, > 2) = —— o 1)  the first NAK packet and sends a second NAK and so on:

PN > DEMN MY > 1) — 1] = B(MNY) - 1. (22) Ni =311 Nei (34)
Ni1=qp” (35)

N, the number of NAKs sent in roundis given by:

N Nk,2ZQDk(1—Nk,1+Nk,IQN)
N =qp"R, (23)

= Ng,1(1 = Ni,1 + Ng1gn)
whereg,* is the probability for a single receiver that until =Ny1— N2y + N2 jan (36)
roundx all data packets are lost. The number of empty rounds

after transmission is determined by the failure probability: _ _ _
Ny ap*R ” The first receiver sends a NAK provided that the data packet
Pr=PN T = PN : @ was lost with probability;*. The second receiver sends a
p is the probability that all sent NAKs in roundare lost. NAK provided that the data packet was lost and the NAK of
The number of sent NAKs is equal to the number of receivetie first receiver was losiv . qv) or the first receiver sends no
¢p* R that need a retransmission in roun¢see Equation 23). NAK (1 -~y 1), and so on.
The expected number of empty round®?>*) is the expected In Equation 37, a perfect system model is assumed in which
number of empty rounds after the first transmission plus tlaelditional NAKs are only sent due to NAK loss at receivers.
expected number of empty rounds after the second transmi$is means, receivers must have synchronized local clocks and
sion and so on. Nowg(o}') andE(o¥}) can be determined a defined sending order for NAKs. However, since receivers
analogous tasN': are usually not synchronized in real systems it can occur that

Nk,n:Nk,nfl _N;f,yn71+N:,n71qN ,n > 1. (37)

BON) =y BN ( L 1) (25) NAKs are sent simultaneously. Therefore, we extend Equa-
© =Pk tions 35-37 with the probability for simultaneous NAK sending
BON) =2 DT (2 - 1), g (p:)10:

k
Nii1=4qp (38)
(1/1 — py) is the expectation for the number of empty rounds N, = Nine1 — N7,y + Ni oy (an +ps — anps) ,n > 1. (39)



The number of rounds™? is obtained analogous to proto-call these non-leaf receivers group leaders. Group leaders are
col (N1). It is the sum of the number of necessary rounds feender and receiver as well.
sending transmissiong~2 and the number of empty rounds  Our analysis of all tree-based protocols is based on the as-
o2 in which all NAKs are lost and therefore no retransmissumption that each local group consists of exastimembers
sion is made: and one group leader. We assume further, that when a group

oN2 = MN? 4 o2 o) leader has to sent a retransmission, the group leader has already

' received this packet correctly. The following subsections ana-
lyze the processing requirements at the sender, receivers and
oN?, MmN ando?? are the corresponding numbers for a singroup leaders.

oM =m+ 002 (41)

gle receiver. o _ 1) Sender (root node)

The number of necessary transmissiang;?, for a single ves FHL
receiver is given by the probability,. Analogous to Equation XHY Z X, 4 X(1) + x Xy (m)) - X, (i) (49
19 of protocol (N1) the expectation is: s X ;::2( «m d(m)) ; W@

BOMY?) = - LI 42) B(X"™) = B(X;) + E(M"")E(X4)
—4p H1 SH1

The number of empty rounds after transmissida deter- _ +(B@I™) = 1) B + BET)E(X.) &

mined by the failure probability: M is the number of necessary transmissions until all
— 43) members of a local group have received a packet correctly.
NLE

E(MHP") is determined analogous (nstead ofr) to Equation 8

pi IS the probability that all sent NAKs in roundare lost. of protocol (A1), since every local group is like a sender-based
The expected number of empty roung®??) is equal to the system. Furthermore, the number of ACKs received by group
expected number of empty rounds after the first transmissi@aders in the presence of possible ACK lags7) is similar
plus the expected number of empty rounds after the secawdz(Z4!), with B instead ofr:

transmission and so on. Now;oN?) ande(oX'?) can be deter- E(@L"Y = BE(M™NY(1 — qp)(1 — pa) (51)
mined analogous ter? (see Equation 19): .
N2 BN2_1 [ 2) Receiver (leaf node)
B =20a (1—% B 1) “4) E(NH1) is the number of received transmissions at receiver
BON?) =5 PO (2 - 1) @5

E(N/) = B(M™)(1 - qp). (52)
(1/1—py) IS the expectation for the number of empty rounds

plus the last successful NAK reception at the sender, which is So, the processing requiremertt for a receiver is:

subtracted NH1
At the receiver we have: Y =y + ; (Ya(@) +Ya0) (53)
BOC) = By + B(MT - 0) BY) B = BV (B + B(YL)) + (V) (54
+PON? > nHEON? 0N > 1) - 1]’9iE(y ) ) '
’ n oa " = BM")(1 = ap) (E(Ya) + E(Ya) +E(Yy).  (55)

+ [POY > DIBOY0N > 1) — 119, 3) Group leader (inner node)

— P(ON? > 1)[E(ON?0N? > 1) — 1}1972} (1— an)E(Y)) Since a group leader is a sender and receiver as well:
I3 AMH1 FH1
+ P(ON? > 2)[E(ON?|0N? > 2) — 2| E(YY). (46) T =3 (Xe(m) + Xa(m)) + Y. Xa(k)
. . m=2 k=1
9, IS the average number of NAKs sent in each round and
95 IS the mean number of receivers that did not receive a data ~ as sender
packet and therefore want to send a NAK: N
P BN ) +Yr+ ; (Yd(z) + Ya(z)) . (56)
E(ON2) = k= Pk :
05 = 1 B2 qulelpk ’ (48) as receiver

B(ON?) k=t Please note that the initial transmissiag(1)) is not consid-
where (/1 - p.) is the number of empty rounds plus the lasgred in the equation since it is sent using the multicast routing
successful NAK sending (see Equations 19, 44 and 45). tree rather than the ACK tree.
The third term ine(y~2) is the processing requirementto gyt — (E(MHl) _ 1) (E(Xd) +E(Xt)) + B(E"YHYE(X.)
send NAKs, where the considered receives only with prob-
ability 9.9, the one that sends a NAK. In the forth term the + BM")(1 - qp) (BE(Ya) + B(YD)) + E(Yy)  (67)
number of sent NAKs is subtracted from the number of total
NAKSs to get the number of received NAKSs. ) )
The sending rate and throughput can be obtained analogous! he maximum rates*, A", A" for the sender, receiver

=B(xX" + B(Y™) - B(X;) - BE(Xa(1)) (58)

to protocol (Al). and group leader, respectively, are:
AHD _ 1 AHD _ 1 AHD _ 1 (59)
E. Tree-Based Protocol (H1) S B(XHL)'TT T B(YHL)'TM T B(HHY)

Protocol (H1) uses solely unicast ACKs for controlling the Overall system throughput?* is given by the minimum of
reliable message delivery. Our analysis distinguishes betwags packet processing rates for the sender, receiver and group
the three different kinds of nodes in the ACK tree, the sendrsader:
at the root of the tree, the receivers that form the leaves of the AT = i AT AFT AR (60)

ACK tree and the receivers that are non-leaf nodes. We will : T



F. Tree-Based Protocol (H2) 1) Sender (root node)

(H2) uses selective periodical ACKs (SAKs) and NAKs MH? 3 N L
with NAK avoidance. Group leaders collect all NAKs belong- H3 ) & ,
ing to one round and send% retransmission if the waiting ti%1e T s JZZI Xam{3) + ,; NuXaulie) + ; Hel®)
has expired and at least one NAK has been received. We have . oHs L S
to distinguish between the number of rounds and the number ~ La , a aaq Laa
of transmissions. The number of rounds is equal or greater + 2 Xe(i)+ Zl Xe(v) + Zl Xaaq(w) + Zl Xaa(z)  (69)
than the number of transmissions, since if a sender or receiver Hg’l e e o - . .
receives no NAK within one round, no retransmission is in- Mz~ andas are the number of necessary multicast or uni-
voked. cast transmissions, respectively:? is the total number of

; ; ; . fransmissionsx, ., andx, . determine the processing require-

recéivsegKalr?dS?r?itslsjgdt h;agice?sve;ftt%ragnsogqnucgnlésé Sé?tgétléebl nts for a multicast or unicast packet transmission.is the
ets have been received. We assume that a SAK is sent nLorrrwgle? gﬁne%%rivtgdrﬁgse %ﬂg p{gggggign Q%ﬁ?ijslssim-
a certain period of time. Therefore, when analyzing the pr ar to the processing of data. ackgts and Ang If AAKS are
cessing requirements forsingle packet, only the proportion- = _ f{) fi 9 th P d.th der lead
ate requirements for sending.( and receiving £.) a SAK missing after a imeout has occurred, the sender or group ieader
is considered. s is assumed to be the number of SAKs re§endS unicast AAK query messages to the corresponding child
ceived by the sender in the presence of possible SAK lo des. Note that this processing is started after all ACKs are

y P P teived and no further retransmissions due to lost data pack-

wheres = (1 - pa)5. ets are necessaryi’® is the number of necessary query rounds

1) Sender (root node) and L2 is the number of necessary unicast AAK queries in
MH? FH? OH? the presence of message loss.
X=X+ Y Xa()+ Y Xu()+ Y. Xe(m)+ SXa (61) With »,, the probability that unicast is used for retransmis-
i=1 =1 m=1 sions, the number of unicast and multicast transmissions are:
B(X™?) = B(X;) + B(M"?)E(Xa) + E(L™"?)E(X,) M = p (TP 1) (66)
+ E(O")E(X,) + B(S)E(Xs) (62) MP3 = (1 — p)(M7® —1) +1. 67)
B(M*™?), p(L"?) and g(0""?) are determined analogous to
(N2) (B instead ofr). We have SAKs as unicast control mes- Table 3
sages, as well as multicast NAKs with NAK avoidance. Since Additional notations for the analysis of (H3)
SAKs are sent only periodically, mainly NAKs are responsir Xow. Voo Time to receive and process an AAK at the sender,
ble for retransmissions. Ideally, the NAK avoidance scheme or process the transmission of an AAK at the fe-
ensures that only one NAK is received by the group leaders. ceiver, respectively.
2) Receiver (leaf node) Xaaq, Yaag  Time to send an AAK query at the sender, or fe-
BV — By 4 BrH? 1 BOY 4 B(Y. ceive and process an AAK query at the receiver.
(77 = B + B( )1 —ap) ; a) + B(Ys) Dq Probability for AAK query loss at the receiver.
+ PO > nEOF? |02 > 1) - 1}172E(Yn) DAA Probability for unicast AAK loss at the sender.
3 ng Current number of receivers that need a retrans-
+ [P(O™? > DIEO™*10™ > 1) - 1], mission.
2 e Ha g , ¢ Threshold for unicast retransmission. f, is
- P(O,)" > 1)[E(0,/7|0," > 1) — 1]173} (1—gqn)E(Y,) smaller thanp, unicast is used for retransmission
PlOH? BOH2 OH? By, o3 and multicast otherwise.
+ PO > B0, 70,7 > 2) — 2]B(VY) 63) Dt Probability that, is smaller than thresholgland
Vs andﬁ3 can be obtained ana'ogous to (N2) withnstead therefore unicast is Used. for retransmissions.
of r. N, Mean number of sent unicast messages per packet
) retransmission.
3) Group leader (inner node) , T Probability that a retransmission is necessary gue
As the group leader role contains the sender role and the to data or ACK loss.
receiver role as well, the processing requirements are: P Probability that an AAK query fails.
EH"?) = E(X") + E(v™?) - E(X§) — E(X4(1)) (64) MHS3 Total number of necessary transmissions in the
H3 __ H3 H3
The rates for sender, receiver, group leader and overall sy S pH3 g3 Ef;i’;creo?fnd:g:slgzg unic_a_i,‘tJ% ; ntujl\tﬂi:ast trahs-
tem throughput for (H2) can be obtained analogous to (H1).""« »'m missions in the presence of failures, respectively.
Xa,us Xa,m Time to send a data packet per unicast or muylti-
G. Tree-Based Protocol (H3) s cast, respectively.
We assume that the correct transmission of a data packefs,. .~ Numberofnecessary AAK query rounds,
consists of two phases. In the first phase, the data is transmittell: - Laa  Number of ACKs or AAKs sent by a receiver.
and ACKs are collected until all ACKs are received, i.e. until L:°, Lz.. ~ Number of ACKs or AAKs received by the sender.
all nodes have received the data packet. Then the second phas€?, LZ3  Number of AAK queries sent by the sender or re-
starts, in which the missing AAKs are collected. Note that most ceived by a receiver, respectively.
AAKs are already received in phase one, since AAKs are seni,, Number of receivers from which the AAK is miss-
as soon as all children have sent their AAKs. In this case,|a ing when phase two starts.

retransmission is acknowledged with an AAK rather than anp, Probability that no AAK can be sent due to miss-
ACK. So, only nodes whose AAK is missing must be queri:h ing AAKs of child nodes.
in phase two.




Please note that the first transmission is always sent wigh Receijver (leaf node)
multicast. The probability for a retransmission due to data of , is the required time at the receiver to send an AAK and

ACK loss is given by: Y.a, IS the processing requirement to receive an AAK query.
T=pwp + (1 =pap + |1~ (ppp + (1=pan)|pa.  (68) S0, the processing requirement at the receiver is given by:
—_—

N H3 H3
N, L,

Y =y 4+ 3 Yali) + Y Ya(d)
i=1 j=1

data loss no data loss but ACK loss

E(MP?) is determined by instead of; and B instead ofr
analogous to Equation 8 of protocol (Al). .
¢ is the threshold for unicast or multicast retransmissions. ag aed
If the current number of nodes, which need a retransmission + g_jl Yaa(k) + lz_:l (Yoal®) + Yaaq(®))
is smaller than the threshold then unicast is used for retrans- The number of_transmissio_ns that are acknowledged with
mission. . is the probability that the current number of nodeg, aAck 773 or with an AAK. .72 are:
ni 1S smaller than the threshold T e )

H3 EHS

(79)

LY = p.B(NI?) (80)

1 X 1 <o 69 L(’L” = (1 — po)E(N3) (81)
Pe = 3iEE kZ (69) HS = (1 po) B(NI).
c=1 . . -
. . . . . i3 the number of AAK queries received by an receiver
Sincep, is used to obtains*#, p, can only be determined if 5.o.“* q y
ap = pp. IN this case, parametgris unnecessary to determine

M, LH = BLE) (1~ py), (©2)
V., is the mean number of receivers per round for which a \yhere L is the probability to be a receiver that gets an
unicast retransmission is invoked: AAK guery.”
H3 query.
1 MZ ny ne < ¢ a0  EOT) = By + BN EYY) + BLI)E(YL) + B(LEDE(Yaa)
“ T MHS 0 ,nk=>¢ FH3
. + BLE) (E(Vaa) + E(Vaaa)) (83)

E(NI?) is the total number of transmissions that reach re- )
ceiverr with unicast and multicast: 3) Group leader (inner node)

~ms. N 3 Hs The processing requirement at a group leader consists of the
BN, = 5 B(M,7)(A = po) + B(M,, )1 = ap)- ) sender gnd recei\ger Srocessing rquirerr?ents:
The number of ACKs that reach the sender or group leader  g(y#3) = p(x"%) 4 BE(Y™®) - B(X;) — B(Xa.m(1)). 84)
in the presence of ACK loss is given by: ) ’
B = BE(V")(1 — pa)pe. 72) The rate for sender, receiver and group leader as well as the

overall system throughput for (H3) can be obtained analogous
». IS the probability that no AAK can be sent due to missingp (H1).
AAKs of child nodes.

The number of AAK query rounds/®, is determined by V. NUMERICAL RESULTS
the probability; that a query fails: We examine the relative performance of the analyzed pro-
p=pq+ (1 —pg)paa. (73) tocols to investigate the influence of control packet loss and

Now, £(0/") can be determined analogousite' of proto- the performance of the new class (H3). All mean processing

col (A1) (see Equation 8) with... instead ofz and; instead of cosi;c:sﬁa;;aesgétet%ugllto %hgxf%‘ﬁguﬂ ther£ ek:gog;]cocwnﬁt{xen?higu h-
p. Baa IS the number of receivers, the sender has to query wh ﬁt fth L | cl 99 |p- h |-g d
the first AAK timeout occurs, which is equal to the number ot the \aanou?] prot(]zclo classes relative to the normalize
receivers that have not already successfully sent an AAK in t ximum throughput of 1.

first phase: Figure 1 shows the throughput of the sender-initiated pro-
Buu tocol (Al) and the receiver-initiated protocols (N1) and (N2).

E(OF) =Y (B‘_m> (—1yitt— 4y The data packet loss probability is 0.1. The dotted curve is the

-1 b L=p throughput without considering control message loss while in

B(NH3) the solid curve control message loss probability is set equal to

Baa = B(pe + (1= pe)pan) (75 the data loss probability. For (N2), the probability for simul-
pe + (1 po)paa is the probability that no AAK can be senttaneous NAK sending is O for the dotted curve and 0.2 for the

in a round or that the AAK is lost. solid one. The results in Figure 1 show, that (Al) performs

Queries are sent with unicast to the nodes whose AAK ROrly and that the throughput is further decreased by ACK
missing. The total number of queries in all rounds are: packet loss. (N1) is very robust against control message loss.

BOH In fact, the throughput even increases with NAK loss. (N1)'s

E(LI2) =217 Baap™ V. (76) throughput is limited by an overwhelming of the sender with

K messages. Since one NAK packet is sufficient to start a
transmission, NAK loss of that scale decreases the sender’s
ad and therefore increases throughput. (N2)'s throughput de-

creases significantly in the presence of NAK loss and asyn-
chronous local clocks. However, (N2) continues to provide the

The number of AAKs received at the sender is the numb
of AAKs in the retransmission phase plus the number of AA
in the AAK query phase, which is exactly one AAK from ever
receiver ins,, (see Equation 72).

E(Las) = BE(N;"*)(1 = paa)(1 = pc) + Baa- (1) best relative throughput.
Now, E(x3) is entirely determined by: In Figure 2, the results for the hierarchical protocol classes
BX"%) = B(X;) + B(M*) Ny E(Xa.u) + BOMPS)E(Xam) (H1), (H2) and (H3) are shown. The number of child nodes

is set equal to 10 for all classes. (H3) is shown witk: o
which corresponds with (H1) except for the additional aggre-
VE(Xaaq) + E(LEHE(X 40). 78) gated ACKs of (H3).4 = 0 means that all retransmission are

+EBM™ - 1)BE(X,) + E(LI®)E(X.) + E(OI*)E(X))
+ E(LHS

aaq
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Figure 1: Throughput of sender- and receiver-initiated protocols Figure 2: Throughput of tree-based protocols

sent with multicast. It is shown, that all protocol classes expe- Currently we are working on further throughput analysis,
rience a throughput degradation. For (H1), (H2) and (H3) thwehich are based on delay requirements rather than processing
throughput degradation is about 20%, 3% and 16%, respeeguirements. Our objective is not only to analyze through-
tively. This means, for that small local group size of 10 nodeput assuming a realistic system model to compare the differ-
the throughput of (H2), which is the multicast NAK protocoknt protocol classes, but also to be able to configure protocols
with NAK avoidance, decreases least of all and is again the provide the highest throughput. For example, in tree-based
protocol with the best performance. Of particular importangarotocols the local group size is a crucial parameter which has
is the only small degradation of (H3)’s throughput compared to be investigated in more detail by future work.

(H1). This means, that the additional costs for providing true
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