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ABSTRACT

In this paper, an analytical bandwidth evaluation of generic tree-based reliable multicast protocols is presented.
Our analysis is based on a realistic system model, including data packet and control packet loss, asynchronous
local clocks and imperfect scope-limited local groups. Two of the four considered protocol classes use aggregated
acknowledgments (AAKs). With AAKs they are able to provide reliability even in case of node failures. All tree-based
protocols provide good scalability for large receiver groups. Relating to protocols with aggregated acknowledgments,
the analysis shows only little additional bandwidth overhead and therefore high throughput rates. Finally, we have
analyzed the influence of the branching factor on a protocol’s performance. Our results show that the optimal
branching factor depends mainly on the probability for receiving messages from other local groups. If local groups
are assigned to a separate multicast address, the optimal branching factor is 2. On the other hand, if TTL scoping
is used as in RMTP or TMTP and therefore the probability for receiving messages from other local groups is greater
than zero, larger local groups provide better performance.
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1. INTRODUCTION

A number of reliable multicast transport protocols have been proposed in the literature, which are based on the
acknowledgment scheme. Reliability is ensured by replying acknowledgment messages from the receivers to the
sender, either to confirm correct data packet delivery or to ask for a retransmission.

Reliable multicast protocols that send acknowledgment messages directly to the sender can overwhelm the sender
with too many positive (ACK) or negative acknowledgment (NAK) messages. This problem is the well-known
acknowledgment implosion problem, which is a vital challenge for the design of reliable multicast protocols, since
it limits the scalability for large receiver groups. Tree-based approaches promise to be scalable even for a large
number of receivers, since they arrange receivers into a hierarchy, called ACK tree.! Leaf node receivers send their
positive or negative acknowledgments to their parent node in the ACK tree, called group leader. Each group leader
is responsible for collecting ACKs or NAKs only from their direct child nodes in the hierarchy, which we will call
a local group. Since the maximum number of child nodes and therefore the local group size is limited, no node is
overwhelmed with messages and scalability for a large receiver group is ensured. The maximum number of child
nodes can be determined according to the processing performance of a node, its available network bandwidth, its
memory equipment, and its reliability.

In this paper we present a throughput analysis based on bandwidth requirements as well as the overall bandwidth
consumption of all group members, which refer to the data transfer costs. One characteristic of multicast transmis-
sions is that the component with the weakest performance may determine the transmission speed. This means, a
group member with a low bandwidth connection, low processing power, high packet loss rate or high packet delay
may prevent high transmission rates. Therefore, it is very useful to be able to quantify the necessary requirements
for a given multicast protocol.

Regarding the branching factor, our results show that the optimal factor mainly depends on the used reliable multicast
protocol and the probability for receiving retransmissions destined to other local groups, which we will denote as
scope overlapping probability. If the scope overlapping probability is low, a small branching factor results in the
highest throughput and lowest bandwidth consumption. On the other hand, if the scope overlapping probability
grows, the optimal branching factor increases also.

The remainder of this paper is structured as follows. In Section 2 we discuss the background of our analysis and
take a look at related work. In Section 3 we briefly classify the analyzed protocols. Our bandwidth evaluation in
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Section 4 starts with a definition of the assumed system model before the various protocol classes are analyzed in
detail. To illustrate the results, some numerical evaluations are presented in Section 5 before we conclude with a
brief summary.

2. RELATED WORK

Reliable multicast protocols were already analyzed in previous work. The first processing requirements analysis of
generic reliable multicast protocols was presented by Pingali et al..? They compared the class of sender- and receiver-
initiated protocols. Following analytical papers are often based on the model and analytical methods introduced by
Pingali et al.? Levine et al.? have extended the analysis to the class of ring- and tree-based approaches. In Maih&fer
et al.* protocols with aggregated acknowledgments are considered.

A bandwidth analysis of generic reliable multicast protocols was done by Kasera et al.,> Nonnenmacher et al.®
and Poo et al.” Kasera et al.’ studied and compared local recovery techniques. The system model is based on a
special topology structure consisting of a source link from the sender to the backbone, backbone links and finally
tail links from the backbone to the receivers. In Nonnenmacher et al.® a similar topology structure is used. They
studied the performance gain of protocols using parity packets to recover from transmission errors. The protocols use
receiver-based loss detection with multicasted NAKs and NAK avoidance. In Poo et al.,” non-hierarchical protocols
are compared. In contrast to previous work, not only stop-and-wait error recovery is considered in the analysis but
also go-back-N and selective-repeat schemes.

Our paper differs from previous work in the following ways. First, we consider the loss of data packets and control
packets. Second, we assume that local clocks are not synchronized which affects the NAK-avoidance scheme. NAK-
avoidance works less efficiently with this more realistic assumption. Third, our analysis considers that local groups
may not be confined perfectly, so that local data or control packets may reach nodes in other local groups. Fourth,
our work extends previous analysis by two new tree-based protocol classes. They are based on aggregated ACKs to
be able to cope with node failures. Finally, in contrast to our previous work we focus in this work on the protocols’
optimal branching factor.®

3. CLASSIFICATION OF RELTABLE MULTICAST PROTOCOLS

In this section we briefly classify the reliable multicast protocols analyzed in this paper. A more detailed and more
general description for some of these classes can be found in the literature.2>® Tree-based approaches organize
the receivers into a tree structure called ACK tree, which is responsible for collecting acknowledgments and sending
retransmissions. We assume that the sender is the root of the tree. If a receiver needs a retransmission, the parent
node in the ACK tree is informed rather than the sender. The parent nodes are called group leaders for their children,
which form a local group. Note that a group leader may also be a child of another local group. A child that is only
a receiver rather than a group leader is called leaf node.

The first considered scheme of this class (H1) uses ACKs sent by the receivers to their group leaders to indicate
correctly received packets. Each group leader that is not the root node also sends an ACK to its parent group
leader until the root node is reached. If a timeout for an ACK occurs at a group leader or the root, a multicast
retransmission is invoked. An example of a protocol similar to our definition of (H1) is RMTP.? The second scheme
(H2) is based on NAKs with NAK suppression. A NAK is delayed a random time and sent to the local group
using multicast. If a NAK from another unsuccessful member is received, the own NAK is suppressed. For deciding
deterministically when packets can be removed from memory selective ACKs (SAKs) are used. A SAK is sent to the
parent node after a certain number of packets are received or after a certain time period has expired, to propagate
the state of a receiver to its group leader. TMTP!? is an example for class (H2).

Before the next scheme will be introduced, it is necessary to understand that (H1) and (H2) can guarantee reliable
delivery only if no group member fails in the system. Assume for example that a group leader G fails after it has
acknowledged correct reception of a packet to its group leader Gy which is the root node. If a receiver of G’s local
group needs a retransmission, neither G; nor G can resend the data packet since G has failed and G has removed
the packet from memory. This problem is solved by aggregated hierarchical ACKs (AAKs) of the third scheme (H3).
A group leader sends an AAK to its parent group leader after all children have acknowledged correct reception. After
a group leader or the root node has received an AAK, it can remove the corresponding data from memory because
all members in this subhierarchy have already received it correctly. Lorax'' and RMTP-II'? are examples for AAK
protocols. Our definition of (H3)’s generic behavior is as follows:



1. Group leaders send a local ACK after the data packet is received correctly.
2. Leaf node receivers send an AAK after the data packet is received correctly.

3. The root node and group leaders wait a certain time to receive local ACKs from their children. If a timeout
occurs, the packet is retransmitted to all children or selective to those whose ACK is missing. Since leaf node
receivers send only AAKs rather than local ACKs, a received AAK from a receiver is also allowed to prevent
the retransmission.

4. The root node and group leaders wait to receive AAKs from their children. Upon reception of all AAKs, the
corresponding packet can be removed from memory and a group leader sends an AAK to its parent group
leader. If a timeout occurs while waiting for AAKs, a unicast AAK query is sent to the affected nodes.

5. If a group leader or leaf node receiver receives further retransmissions after an AAK has been sent or the
prerequisites for sending an AAK are met, these data packets are acknowledged by AAKs rather than ACKs.
The same applies for receiving an AAK query that is replied with an AAK if the prerequisites are met.

In summary, ACKs are used for fast error recovery in case of message loss and AAKs to clear buffer space. Besides the
AAK scheme, we consider in our analysis of (H3) a threshold scheme to decide whether a retransmission is performed
using unicast or multicast. The sender or group leader compares the number of missing ACKs with a threshold
parameter. If the number of missing ACKs is smaller than this threshold, the data packets are retransmitted using
unicast. Otherwise, if the number of missing ACKs exceeds the threshold, the overall network and node load is
assumed to be lower using multicast retransmission.

Our next protocol will be denoted as (H4) and is a combination of the negative acknowledgment with NAK suppression
scheme (H2) and aggregated acknowledgments (H3). Similar to (H2), NAKs are used to start a retransmission.
Instead of selective periodical ACKs, aggregated ACKs are used to announce the receivers’ state and allow group
leaders and the sender to remove data from memory. Like SAKs, we assume that AAKs are sent periodically. We
define the generic behavior of (H4) as follows:

1. Upon detection of a missing or corrupted data packet, receivers send a NAK per multicast scheduled at a
random time in the future and provided that not already a NAK for this data packet is received before the
scheduled time. If no retransmission arrives within a certain time period, the NAK sending scheme is repeated.

2. Group leaders and the sender retransmit a packet per multicast if a NAK has been received.

3. After a certain number of correctly received data packets, leaf node receivers send an AAK to its group leader
in the ACK tree. A group leader forwards this AAK to its parent group leader or sender, respectively, as soon
as the same data packets are correctly received and the corresponding AAKs from all child nodes are received.

4. The sender and group leaders initiate a timer to wait for all AAKs to be received. If the timer expires, an
AAK query is sent to those child nodes whose AAK is missing.

5. If a group leader or leaf node receiver gets an AAK query and the prerequisites for sending an AAK are met,
the query is acknowledged with an AAK.

4. BANDWIDTH ANALYSIS
4.1. Model

Our model is similar to the one used by Pingali et al.2 and Levine et al..3 A single sender is assumed, multicasting
to R identical receivers. In case of tree-based protocols, the sender is the root of the ACK tree. We assume that
nodes do not fail and that the network is not partitioned, i.e. retransmissions are finally successful. In contrast to
previous work, packet loss can occur on both, data packets and control packets. Multicast packet loss probability is
given by ¢ and unicast packet loss probability by p for any node.

We assume that losses at different nodes are independent events. In fact, since receivers share parts of the multicast
routing tree, this assumption does not hold in real networks. However, if all classes have similar trees no protocol
class is privileged relative to another one by this assumption.



4.2. Protocol independent methods

The main issue for our analysis is to obtain the number of necessary transmissions, M, to deliver a data packet
correctly to all receivers. Many other quantities, like the number of ACK or NAK packets and the number of
timeouts that have to be processed depend on M.

Analogous to M, which is the total number of data packet transmissions for all receivers, M, denotes the number of
necessary data packet transmissions for a single receiver r. M, depends on the probability p that a retransmission is
necessary. p is the failure or retransmission probability for a single receiver and is made up of the data and control
packet loss probabilities (see following sections). With f, the probability that the number of necessary transmissions
M, for receiver r is smaller or equal to m (m=1, 2, ...) is:

P(M,<m)=1-3". (1)

As the packet losses at different receivers are assumed to be independent from each other, the following holds,? where

B is the branching factor:
P(M <m)=[[P(M. <m) = (15" =3 () (-0 (2)
r=1 Py

0

i
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(3)

E(M) is the expected number of necessary transmissions to receive the data packet correctly at all receivers.

The necessary number of transmissions for a single receiver follows from the Bernoulli distribution. This means,
M, counts the number of trials until the first success occurs. The probability for the first success in a Bernoulli
experiment at trial k£ with probability for success (1 — p) is:

P(X =k =@1-pp" " (4)
The expectation follows to (see?):
B(M,) = —— (%)
1-p
B(M, M, > 2) = Z2-—2F (®)
1—-p
P(M, > z)[E(M,| M, > z) — a] = E(M,) - z. (7

Finally, we have to obtain the number of group leaders. The number of nodes R in a complete tree with branching
factor B and height h is:

"=, 1-Bh
R=3 B'= —— :>h:10gB(R(B—1)+1). (8)
=0

G, the number of group leaders follows to:

G = S I08BIR(B-D+11=2 i, 9)

4.3. Tree-based protocol (H1)

Our analysis distinguishes between the three different kinds of nodes in the ACK tree, the sender at the root of the
tree, the receivers that form the leaves of the ACK tree and the receivers that are inner nodes. We will call these
inner receivers group leaders. Group leaders are sender and receiver as well.

Our analysis of all tree-based protocols is based on the assumption that each local group consists of exactly B members
and one group leader. We assume further, that when a group leader has to send a retransmission, the group leader
has already received this packet correctly. The following subsections analyze the bandwidth requirements at the

sender W', receivers W' and group leaders W*.



4.3.1. Sender (root node)

MHI ZHI

WE =Wa(1) + D Wa(m) + Y Wali) (10)
m=2 i=1

B(Wg'") = B(M™)E(Wa) + E(L™)E(W.,) (11)

W4 and W, are the necessary bandwidth requirements for a data packet or ACK packet, respectively. M1 is the
number of necessary transmissions until all members of a local group have received a packet correctly. L7! is the
total number of ACKs received for this packet.

E(M™'), the expected number of necessary transmissions, is determined by the probability for a retransmission:

p=gqp + (1 —gp)pa, (12)

i. e. either a data packet is lost (gp) or the data packet is received correctly and the ACK is lost ((1 — gp)pa). Now,
E(M™") can be determined with Eq. 3:

B

por™) =3 (D)ot (13)

i=1

Group leaders receive an ACK from each child node for every data transmission provided that the data packet and
ACK packet was not lost. The mean number of ACKs E(L"") is therefore:

B(L™) = BE(M™)(1 — qp)(1 — pa). (14)

4.3.2. Receiver (leaf node)

E(NH}) is the total number of received transmissions at receiver r and consists mainly of the sent messages from the
parent E(NF!), provided that each local group has its own multicast address. However, if the whole multicast group
has only one multicast address, retransmissions may reach members outside of this local group. The probability for
receiving a retransmission from another local group is assumed to be p; for any receiver. Such received transmissions
from other local groups increase the load of a node. In our analysis we assume that transmissions from other local
groups do not decrease the necessary number of local retransmissions, since in many cases they are received after a
local retransmission have already been triggered.

The number of received transmissions E(N/!) from the parent node at receiver r is:

B(N,"") = B(M"")(1 - qp). (15)

The total number of received transmissions E(N/') at receiver r is now (for G see Eq. 9):

B(N,)) =B(M"")(1 - qp) + (G = )EM"")(1 - qp)p1. (16)

Finally, the bandwidth requirement W#* for a receiver is:

NHL NHL

vt r

Wi = 2; Wa(i) + Z; Wa (4) (17
= =

E(WEY) = E(NFHE(Wa) + E(NFYE(W.,). (18)



4.3.3. Group leader (inner node)

Since a group leader is a sender and receiver as well, the bandwidth requirement is the sum of the sender and receiver
bandwidth requirements. However, W,(1) is not considered here, since the initial transmission is sent using the
multicast routing tree rather than the ACK tree. Furthermore, a group leader may receive additional retransmissions
only from G — 2 group leaders, since its parent group leader and this group leader itself have to be subtracted.

= H1 H1
MHL TH1 Ng N

i3

WH = D" Wa(m) + > Walk)+ Y. Wa(d) + D +Wal(h)
m=2 k=1 i=1 j=1

as sender as receiver
E(NIY) = B(M™"")(1 - ¢p) + (G — )E(M"")(1 - ¢p)p1 (19)
EWHY) = (B(M") ~ 1) E(Wa) + E(L")E(W.) + BN, ) E(Wa) + E(N ) E(W.) (20)
=EW) + BWHY) — B(Wa(1)) — E(M")(1 — qp)p E(Wa). (21)

The maximum throughput rates A", A%, AE! for the sender, receiver and group leader are:

mo_ 1 om_ 1 m 1
S EB(wHY) TR T pwHY TH T B(WHY)

(22)
Overall system throughput A”! is given by the minimum of the throughput rates for the sender, receiver and group
leader:

ATV = min{AS AR AR (23)

The total bandwidth consumption of protocol (H1) is then the sum of the sender’s, leaf node receivers’ and group
leaders’ bandwidth consumptions:

wH =W (R—G+1)WH + (G- 1)Wi. (24)

4.4. Tree-based protocol (H2)

(H2) uses selective periodical ACKs (SAKs) and NAKs with NAK avoidance. The sender and group leaders collect
all NAKs belonging to one round and send a retransmission if the waiting time has expired and at least one NAK
has been received. We have to distinguish between the number of rounds and the number of transmissions. The
number of rounds is equal or greater than the number of retransmissions, since if a sender or receiver receives no
NAK within one round, no retransmission is invoked.

A SAK is sent by the receiver to announce its state, i.e. its received and missed packets, after a sequence of data
packets have been received. We assume that a SAK is sent after a certain period of time. Therefore, when analyzing
the processing requirements for a single packet, only the proportionate requirements for sending and receiving a SAK
(Ws) is considered. S is assumed to be the number of SAKs received by the sender in the presence of possible SAK
loss: E(S) = (1—pa)B.

4.4.1. Sender (root node)

MH2 ZHQ
wi? = 2 Wal)+ 3 Walh) + 5Wa (25)
E(Wg') = E(M"*)E(Wy) + E(L"?)E(W,) + E(S)E(Ws) (26)

E(M*#?) is determined by Eq. 3 with loss probability 5 = gp. A round starts with the sending of a data packet and
ends with the expiration of a timeout at the sender. Usually, there will be one data transmission in each round.
However, if the sender receives no NAKs due to NAK losses, no retransmission is made and new NAKs must be sent



by the receivers in the next round. Of? is the number of rounds for receiver r. The number of rounds is the sum of
the number of necessary rounds for sending transmissions M2 and the number of empty rounds OZ? in which all
NAKs are lost and therefore no retransmission is made:

o2 = pmH2 4 OF2, (27)

, 7

E(M}?) is given in Eq. 5 with failure probability 5 = ¢gp. The expected number of empty rounds E(OZ;) is the
expected number of empty rounds after the first transmission plus the expected number of empty rounds after the
second transmission and so on:

H2 EMH2)1
E(Oe,r) = 2ik=1 (1—1Pk - 1)- (28)

(1/1 — pi) is the expectation for the number of empty rounds plus the last successful NAK reception at the sender
which is subtracted (see Eq. 5). The number of empty rounds after transmission k is determined by the failure
probability ps, i.e. the probability that all sent NAKs in round & are lost:

N
PE=dqy"- (29)

Ng, the number of NAKs sent in round k, is obtained as follows. The first receiver that did not receive the data
packet sends a NAK. The probability for packet loss in round & is ¢% which is equal to Ny, the probability for the
first receiver to send a NAK. Then a second receiver sends a NAK provided that it has received no data packet and
no NAK packet. Either the first receiver has sent no NAK (with probability 1 — Ng1) or the NAK was lost or sent
simultaneously (with probability Ny 1(gn + ps — gnps)). As we assume a system model in which local clocks are not
synchronized, it is possible that NAKs are sent simultaneously. This probability is given by ps. Now, N; can be
expressed as follows:

Nie =331 Nui (30)
N1 =qp" (31)
Ni,2=gp"(1 — Ni,1 + Ni,1(qn + ps — qnps))

=Nia1 — Ny + Nj 1 (an + ps — anps) (32)
Niyn = Niyno1 = Nigu_y + Nig w1 (an +ps — anps),n > 1. (33)

The total number of rounds O*? for all receivers can be defined analogous to OF2:

o =M" 40 (34)

H2 EMH2)y_1
E(O") =i (= —1)- (35)

To determine E(L7?) we must take into account that NAKs are not only received from members of this local group
but may also be received from other local groups with scope overlapping probability p; (see Eq. 16):

E(L™?) = 91(1 — qn) + (G — 1)d1py (36)

eEMmMH2
9=l N (37)

91 is the total number of NAKSs sent within a local group. The number of group leaders (G), is obtained with Eq. 9.



4.4.2. Receiver (leaf node)

Retransmissions are received mainly from the parent node, but may also be received from other group leaders.
Analogous, NAKs are mainly received from other receivers in the same local group but may also be received from
receivers in other local groups. The bandwidth requirement for a receiver is:

EW#?) = E(M™?)(1 — qp)E(Wa) + E(Wa) + P(OF? > 1)[E(OF? |0} > 1) — 1]Z—§E<Wn)

+ [P(O™ > 1)[B(0"?|0™ > 1) — 192 — P(O]”* > D[E(O]*|0]" > 1) - 1]3—2](1 — av)EB(Wa)

from this local group

+(G = D E(M™?)(1 — ¢p) E(Wa) + (G — 1)p P(O™? > 1)[E(07?|0™? > 1) — 192 E(W,) . (38)

from other local groups

¥ is the average number of NAKSs sent in each round and 93 is the mean number of receivers that did not receive a
data packet and therefore are supposed to send a NAK:

— 1 B(MH2) 1

2= promy 2= Neiep (39)
__ 1 BMH2) g

93 = E(OH2) &k=1 9" B T—py’ (40)

where (1/1 — px) is the number of empty rounds plus the last successful NAK sent (see Eq. 5 and 37).

4.4.3. Group leader (inner node)

As the group leader role contains the sender role and the receiver role as well, the processing requirements are:

BE(Wy*) = BE(Ws"™) + E(Wg?) - E(Wa(1)) — m (E(MHQ)(l — ap) B(Wa) + P(O™? > 1)[E(0"*|0"* > 1) — 1]192E(Wn))- (41)

The processing requirements for one other local group have to be subtracted because in contrast to the sender or
receivers, a group leader has a local parent group and local child group, which are already considered for the normal
operations.

Finally, the maximum throughput rates are:

H2 _ 1 H2 _ 1 H2 _ L (42)
SUBWER) TR T EWER) T T B(WEP)
A2 = min{AS? AR AR} (43)
The total bandwidth consumption of protocol (H2) is:
w2 = wH? L (R— G+ 1)WH? + (G - )W (44)

4.5. Tree-based protocol (H3)

We assume that the correct transmission of a data packet consists of two phases. In the first phase, the data is
transmitted and ACKs are collected until all ACKs are received, i.e. until all nodes have received the data packet.
Then the second phase starts, in which the missing AAKs are collected. Note that most AAKs are already received
in phase one, since AAKs are sent from group leaders as soon as all children have sent their AAKs. In this case, a
retransmission is acknowledged with an AAK rather than an ACK. So, only nodes whose AAK is missing must be
queried in phase two.



4.5.1. Sender (root node)

The bandwidth requirement of a sender is:

Ma? M Ly Liaq Ly
WS = Wam () + Y NuWau(k)+ Y Wal(i) + D Waag(w) + Y Waa(2)- (45)
j=1 k=1 i=1 w=1 z=1

MH? and ME? are the number of necessary multicast or unicast transmissions, respectively. Wy, ,, and Wy,,, determine
the bandwidth requirements for a multicast or unicast packet transmission. W,, is the necessary bandwidth for an
AAK and LZ3 is the number of received AAKs. The processing of AAKs is similar to the processing of data packets
and ACKs. If AAKs are missing after a timeout has occurred, the sender or group leader sends unicast AAK query
messages (W,aq) to the corresponding child nodes. Note that this processing is started after all ACKs have been
received and no further retransmissions due to lost data packets are necessary. L2 is the number of necessary
unicast AAK queries in the presence of message loss.

With probability p; that unicast is used for retransmissions, the number of unicast and multicast transmissions are:

M2 —p (T2 — 1) (46)

u

MH3 = (1 - p)(M™ —1) +1. (47)

Please note that the first transmission is always sent with multicast. The probability for a retransmission due to
data or ACK loss is given by:

unicast ~ Multicast unicast  multicast
—— r—Nn PR —
T = PPD +(1*pt)qD+|:17(1’)-tpD +(1*p:)qn)]pfx. (48)
S —
data loss no data loss but ACK loss

E(M™3) is determined by 7 instead of 5 and B instead of R analogous to Eq. 3. ¢ is the threshold for unicast
or multicast retransmissions. If the current number of nodes ny, which need a retransmission is smaller than the
threshold ¢, then unicast is used for the retransmission. p; is the probability that the current number of nodes ny, is
smaller than the threshold ¢:

1 1,0 < ¢
Pe= s 2:1 {O’Hk > ¢ (49)

Since p; is used to obtain M ™3, p; can only be determined if gp = pp. In this case, parameter p; is unnecessary to
determine M3, N, is the mean number of receivers per round for which a unicast retransmission is invoked:

| mHs ¢
_ Ng , N <
Nu_MH:,’;{OMN (50)

u

E(NH3) is the total number of transmissions that reach receiver r with unicast and multicast from its parent node
in the ACK tree:

BNE®) = T BOME*) (1~ po) + BOME®) (1 - ap). (51)

The number of ACKs that reach the sender or group leader in the presence of ACK loss is given by:

E(L7®)=BE(N®)(1 — pa)pe. (52)

pe is the probability that no AAK can be sent due to missing AAKs of child nodes. The number of AAK query
rounds L, is determined by the probability p that a query fails:



P=pq +(1—pqg)paa. (53)

E(Ly) can be determined analogous to Eq. 3 with B,, instead of B and p instead of p. B,, is the number of receivers,
the sender has to query when the first AAK timeout occurs, which is equal to the number of receivers that have not
already successfully sent an AAK in the first phase:

B = 3 (P (54)

— pt
i=1 p

E(NH3)

Baa = B(pc +(1 - Pc)PAA) (55)

pe+ (1 —pc)paa is the probability that no AAK can be sent in a round or that the AAK is lost. Queries are sent with
unicast to the nodes whose AAK is missing. The total number of queries in all rounds are:

BLES) =305 Baap® ™Y, (56)

aaq

The number of AAKSs received at the sender is the number of AAKSs in the retransmission phase plus the number of
AAKs in the AAK query phase, which is exactly one AAK from every receiver in B,, (see Eq. 52).

E(LE3) = BE(NF®)(1 — paa)(1 — pe) + Baa. (57)

Now, E(WE?3) is entirely determined by:

B(Wg'?) = B(M, ) NuE(Wa,u) + E(Mp ) E(Wa,m) + E(L ) E(Wa) + B(L ) EWaaq) + B(L5S ) E(Waa). (58)
4.5.2. Receiver (leaf node)

The bandwidth requirement at the receiver is given by:

NEH3 H3 LH3 LH3

rt aagq

WES = 3 Wa(i)+ Y. Wa() + D Waalk)+ > (Waa(l) +Waaq(l))- (59)
i=1 j=1 k=1 =1
N2 is the total number of transmission that reach receiver . In contrast to the already obtained N,”2, additional
data retransmissions are considered from other local groups that may be received with probability p;:

B(N;1}) = B(N;®) + (G = )B(N,")p;. (60)

The number of transmissions that are acknowledged with an ACK, LZ3, or with an AAK, LZ3 are:

L7 = p E(NH?) (61)

a

LI =1 - p)B(N®). (62)

Here we assume that only transmissions from this local group are acknowledged. LZ2, the number of AAK queries

received by an receiver are:

~ 1
H3 H3
L,oq= B_ME(Laaq)(l — Paq)s (63)

where 1/B,, is the probability to be a receiver that gets an AAK query. Finally, the expectation for a receiver’s
bandwidth requirements is:

EWE®) = E(NFDE(Wa) + E(LEP)E(Wa) + E(LER) EWaa) + B(LES) (E(Waa) + E(Waad) ). (64)

aagq



4.5.3. Group leader (inner node)

The bandwidth requirement at a group leader consists of the sender and receiver bandwidth requirements (see Eq.
21):

E(Wg°) = B(W5'®) + E(Wg®) = B(Wa,m(1)) — E(N,"*)p1 E(Wa). (65)

Finally, the maximum throughput rates are:

H3 _ 1 H3 _ 1 H3 _ 1
A= mvsy 0 M By 0 M T B (©%)
AT = min{AG®, AL, AR} (67)
The total bandwidth consumption of protocol (H3) is:
wH =wiB L (R— G+ 1)WHE+ (G- W5, (68)

4.6. Tree-based protocol (H4)

The generic definition of protocol class (H4) is given in Section 3. As in (H3), the correct transmission of a data
packet consists of two phases. In the first phase, the data is transmitted. If NAKs are received by the sender or group
leaders, retransmissions are invoked. We assume that the retransmission phase is finished before the second phase
starts. In this phase AAKs are sent from receivers to their parent in the ACK tree. Missing AAKSs are queried per
unicast messages by the sender and group leaders. In a NAK-based protocol this is only reasonable if it is done after
a certain number of correct data packet transmissions rather than after every transmission. Therefore, the costs for
sending and receiving AAKs (W,,,4) as well as the costs for querying AAKSs (W,44,4) can be set to a proportionate
cost of the other costs.

4.6.1. Sender (root node)

MH4 TH4 Lffq ff;

WE = 3" Wa(i) + 3. Wald) + D Waago(w) + Y Waas(2) (69)
i=1 j=1 w=1 2=1

E(WI*) = B(M")E(Wa) + E(L"*)E(Wa) + E(LE2)E(Waag,s) + E(LE)E(Waa,s) (70)

E(M™*) and E(L"*) are determined analogous to protocol (H2). The number of AAK queries is determined by the
probability p that a query fails:

P=pq +(1—pqg)paa. (71)

The number of query rounds E(L;) can be determined analogous to Eq. 3 with B,, instead of B and p instead of
p. By, is the number of receivers, the sender has to query when the first AAK timeout at the sender occurs. Since
receivers send one AAK autonomously after a certain number of successfully receptions, the number of nodes to
query in phase 2 is the number of lost AAKs.

B
aa 1

E(Li)=)" (B:a)(*l)“l?ﬁi (72)

i=1

Baa :BPAA~ (73)

The total number of unicast query messages in all rounds are:

E(Ly) .
E(LEE)= 3 Baap®™b. (74)
k=1

Using unicast, only those nodes are queried whose AAK is missing. So finally, the number of received AAKs at the
sender is equal to the number of child nodes in the ACK tree:

E(LEY =B. (75)



4.6.2. Receiver (leaf node)

E(Wg*) = B(M")(1 - qp)E(Wa) + P(O;"* > 1)[B(0;"* |07 > 1) - 1] %E(Wn) + E(Waa,s) + B(LE,) (E(Waaq,6) + EWaa,s))

aaq

+[P(O"* > )[E(O"*10"* > 1) - 1]92 — P(OF'* > 1[E(OF*|0f* > 1) - 1]3—2](1 — an)E(Wn)

from this local group

+ (G = )P E(MP*)(1 - qp)E(Wa) + (G — )p P(O™* > 1)[E(O™*|0"* > 1) — 1]92E(Wn) (76)

from other local groups

#> and 93 can be obtained analogous to (H2). E(LI%), the number of received AAK queries and replied AAKs is
(see Eq. 63):

£Hs = L By - p,), (77)

aagq B aaq
aa

and the number of rounds O#* is determined analogous to (H2).

4.6.3. Group leader (inner node)

As the group leader role contains the sender role and the receiver role as well, the processing requirements are:

BWH*) = BWE®) + EWEY) — BWa() — i (B(M™*)(1 = ap) EWa) + P(O™* > 1)[E(0"40™4 > 1) — 1102 B(W»)).  (78)

Finally, the maximum throughput rates at the sender, receiver, group leader and overall throughput are:

ma_ v pa_ 1 ga_ 1 (79)
S T EWEY TR T pwih TH T B(WHY)
ATt = min{AG*, AR* AR} (80)

The total bandwidth consumption of protocol (H4) is:

wt=wi* +(R- G+ 1)WH* + (G- W™ (81)

5. NUMERICAL RESULTS

We examine the relative performance and bandwidth consumption of the analyzed protocols by means of some
numerical examples. The mean bandwidth costs are set equal to 1 for data packets (Wy, Wy, Wam), 0.1 for control
packets (Wa, Wa, Waa, Waaq) and 0.01 for periodical control packets (Wy, Waq,o and Wea,,4)- The following graphs
show the throughput of the various protocol classes relative to the normalized maximum throughput of 1.

Figure 1 shows the numerical results with a varying number of receivers. The number of child nodes is set equal to
10 for all classes and the probability for receiving packets from other local groups, pi, is set equal to 0.001. (H3) is
shown with ¢ = 0 which corresponds with protocol (H1) except for the additional aggregated ACKs of (H3). ¢ =0
means that all retransmission are sent with multicast.

All protocol classes experience a throughput degradation with increasing group sizes although the local group size
remains constant. This results from our assumption that a packet is received with probability p; = 0.001 outside the
scope of a local group. With increasing number of receivers, the number of groups increase also and therefore more
packets from other local groups are received. Note that if each local group is assigned a separate multicast address
for retransmissions, no packets from other local groups are received and therefore p; has to be set equal to 0. In this
case, the throughput of all hierarchical approaches remains constant.

The protocols with negative acknowledgments and NAK avoidance provide the best performance. As it can be
further seen in the figure, the additional overhead for periodical aggregated acknowledgments is very low, therefore
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Figure 1. Bandwidth results with respect to the number of receivers for a) throughput and b) bandwidth consump-
tion

(H4) provides almost the same performance as (H2). In case of (H3), the aggregated acknowledgments are sent after
every correct message transmission. Therefore, the performance reduction compared to (H1) is more significant than
between (H4) and (H2). If (H3)’s aggregated ACKs are also sent periodically as in (H4), the performance would be
almost the same as (H1)’s performance. This means that the additional costs for providing reliability even in the
presence of node failures are small and therefore acceptable for protocol implementations.

Due to readability, the result for (H3) with ¢ = 2 is not shown in the figure. With ¢ = 2, only retransmissions for
equal or more than 2 nodes are made using multicast and with unicast otherwise. In this case, (H3) provides better

performance especially for a large number of receivers. For a packet loss probability of 0.1 the performance is equal
to (H1).

Figure 1.b shows the total bandwidth consumption. The results for (H3) with ¢ = 2 are not shown in the figure,
which are in any case lower compared to (H3) with ¢ = 0. In case of a packet loss probability of 0.01, (H3) with ¢ = 2
requires only the bandwidth of (H1). If the packet loss probability is higher than 0.01, the bandwidth consumption
is even smaller than that of (H1). For example, with packet loss probability 0.1, (H3)’s bandwidth consumption with
¢ = 2 is more than 30% below (H1)’s requirements. NAK with NAK avoidance protocols require low bandwidth
costs. Therefore, protocols (H2) and (H4) provide the lowest bandwidth consumption.

In the following we will show the impact of the branching factor on the protocols’ performance. All displayed results
assume a group size of 10000 receivers. For protocol (H3) we have assumed ¢ = B, i.e. all retransmissions are sent
with unicast. Figure 2 shows the throughput with respect to bandwidth requirements. In Figure 2.a it is assumed
that local groups are perfectly confined, i.e. messages sent by a group leader are only received by the leader’s local
group. This can be achieved by assigning a multicast address for each local group. As shown in this figure, small
local groups reach the highest throughput. The reason for this result is that less packets must be sent or received at
a single inner node if the local group size is small.

In Figure 2.b it is assumed that local groups are not perfectly confined with a scope overlapping probability of
pr = 0.1. As the results show, this assumption leads to larger optimal group sizes for most protocols. However,
(H1)’s optimal branching factor with loss probability 0.01 is still small. As protocols (H2) and (H4) send not only
retransmissions by means of multicast but also NAKs, more messages are received outside the scope of a local group.
So, they react more sensitive to not perfectly confined local groups than (H1) and therefore, a larger branching factor
and a smaller number of local groups provide better performance.

If the scope overlapping probability p; is increased, the optimal branching factor increases also for all protocol classes.
For example, with p; = 0.2, the optimal branching factor for (H1) with loss probability 0.01 is then 50 and for (H2)
over 100 child nodes per group leader. The more local groups exist, the more independent message retransmissions
are triggered. If local groups are not perfectly confined in scope, the number of local groups determine the number
of received messages from other local groups. Because if more local groups exist, more message retransmissions are
triggered and more messages are received outside the scope of the local group. This results in less local groups for
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maximum throughput and therefore in a larger optimal branching factor. If the scope overlapping probability p; is
decreased, the optimal branching factor decreases also. In the extreme case of p; = 0, the optimal branching factor
is 2 for all protocols as Figure 2.a shows.

The performance of protocol (H3) is independent of the scope overlapping probability always constant, since retrans-
missions are always sent with unicast. If the scope overlapping probability p; exceeds 0.02, (H3) outperforms all
other protocol classes.

Finally, Figure 3 shows the total bandwidth consumption of all analyzed protocols in terms of weighted sent and
received messages. The results for total bandwidth consumption are similar to the throughput results. With perfectly
confined local groups, small local groups result in the lowest bandwidth consumption. In case of imperfect confined
local groups, larger local group sizes are preferable. In contrast to the throughput results, we cannot identify in
Figure 3.b an optimal value within the displayed range of up to 100 child nodes per group leader. In fact, total
bandwidth consumption reacts very sensitive to imperfect confined local groups, so that the optimal group size is
larger than 100 nodes. However, we can see for loss probability 0.1 that after an initial decrease, the bandwidth
consumption does not decrease significantly as the branching factor is increased. So, a branching factor of 30 or more
child nodes would be a reasonable value in this scenario.

6. SUMMARY

We have analyzed the throughput in terms of bandwidth requirements and the overall bandwidth consumption of
tree-based multicast protocols assuming a realistic system model with data packet loss, control packet loss and
asynchronous clocks. Of particular importance are the analyzed protocol classes with aggregated acknowledgments.
In contrast to other hierarchical approaches, these classes provide reliability even in the presence of node failures.



The protocol classes with aggregated acknowledgments lead to only a small throughput decrease and slightly increased
overall bandwidth consumption compared to the same classes without aggregated acknowledgments. This means,
that the additional costs for providing a reliable multicast service even in the presence of node failures are small and
therefore acceptable for reliable multicast protocol implementations.

The impact of the branching factor on the protocols’ throughput and bandwidth consumption depends on the
probability for receiving messages from other local groups. If local groups are assigned to a separate multicast
address and therefore messages are strictly confined to a local group, the optimal branching factor is 2. On the other
hand, if TTL scoping is used it can be assumed that messages are not strictly confined to the local group’s scope.
In this case, larger local groups provide better performance and less bandwidth consumption for most protocols.
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