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ABSTRACT tree to indicate correctly received packets. The parent nodes are
_called group leaders for their children which form a local group.
eEach group leader that is not the root node also sends an ACK to its
Jparent group leader until the root node is reached. If a timeout for
an ACK occurs at a group leader or the root, a multicast retrans-

ission is invoked. Note that we have not considered schemes

ased on negative acknowledgments, since pure NACK schemes
provides no guaranteed reliability.

To show the influence of the retransmission scheme on deliv-

We present a delay analysis of three generic classes of multi
cast transport protocols. The first class considered is an unreliabl
scheme that works without retransmission of messages. This clas
also includes forward error correction approaches. The second
class uses a positive acknowledgment and retransmission schem
to guarantee reliability. Finally, the third class is a hierarchical ap-
proach to avoid the well-known ACK implosion problem for large

receiver groups. .
Our results show that only the unreliable and the hierarchical ery delay we compare protocols (A) and (H) with a protocol class
without retransmissions (U) which can be either an unreliable best

protocol class provide scalability for large receiver groups. For
delay sensitive applications we can conclude from the results thateffort protocol or a FEC based protocol. The results show that (U)

in case of low packet loss probabilities, reliable multicast proto- a_nd (H) provide scalability f(_)r large recz_ai_ver groups gnq transmis-
cols provide low average delays, which are only slightly increased sion rates wheregs (A) provides scalabiliy only for a limited group
compared to unreliable protocols. However, if we take the maxi- size. By comparing the absolute delays we can conclude that the

e i : average delay is increased only moderately by reliable protocols.
mum delay, the delay is significantly increased. However, the threshold delay to reliably deliver all packets with

high probability, say for example 99.9%, is significantly higher
1. INTRODUCTION compared to unreliable protocols.
. . . i i The remainder of this paper is structured as follows. In the next
If areliable multicast protocol is used for groupware or multimedia ¢action we introduce our assumed system model followed by the

communication, the expected transmission delay is one of the oSty aied delay analysis. Numerical results are presented in Section
important issues. While most approaches in this area use forwardg Finally, we will conclude with a brief summary.

error correction (FEC) to avoid retransmissions for lost messages
we will focus on protocols using retransmissions since FEC alone
cannot guarantee reliability. For some real time applications like 2. DELAY ANALYSIS
interactive distributed simulations, distributed games, or the deliv-
ery of MPEG I-frames, guaranteed reliability can be quite useful
or even necessary [1]. We assume the following system model for our analytical evalua-

In this paper we present a delay analysis of three generic classegions. A single sender multicasts a message to a setidéntical
of reliable multicast protocols. In contrast to previous delay anal- receivers. With probability» the multicast packet is corrupted or
ysis [2, 3, 4], we assume a more realistic system model including |ost during the transmission to a single receiver. With probability
loss of dateand control packets and this work is the first that ana- ,, an ACK packet is corrupted or lost. We assume that nodes do
lyzes a generic tree-based reliable multicast protocol with positive not fail and that the network is not partitioned, i.e. retransmissions
acknowledgments. Furthermore, besides the average delay for are finally successful. All nodes work exclusively for the multicast
random receiver we also analyze the maximum delay to reliably protocols and no background load is considered.
deliver all data packets with a certain adjustable probability, called
threshold delay.

The first reliable protocol class we consider is denoted as (A).
Receivers return a positive acknowledgment (ACK) to the sender Our analysis builds on the work in [2]. The goal is to determine the
in order to indicate successful reception of the data packet. If the delays between the initial generation of a packet at the sender and
sender misses an ACK packet from one or more receivers, a mul-the correct reception at a randomly chosen receiver. The delays are
ticast retransmission is sent to the whole group. As the number ofdetermined by the necessary processing times for a packet at the
acknowledgment messages overwhelms the sender for larger mulsender and receivers, transmission delays, timeout delays to wait
ticast groups, hierarchical schemes have been proposed in the padior a data or control packet and finally the number of necessary
They organize the receivers into a tree structure called ACK tree, retransmissions for correct reception of data and control packets.
which is responsible for collecting acknowledgments and sending  The processing time is determined by the load on the node, i.e.
retransmissions. The sender is the root of the tree. Our second conthe processing of data and control packets. We first determine the
sidered protocol class (H) is such a tree-based reliable multicastrates for initial sending and arrival of packets. Arrival times are
protocol. Receivers sent ACKSs to their parent node in the ACK modeled as a poison distribution, which results in exponentially

2.1. System Model

2.2. Analytical Approach



distributed inter-arrival times. As we assume general distributed 2. Data packets that are retransmitted due to packet loss. This

service times this queue type is defined\@f=|1 queue [5]. packet flow is denoted ag’___ ., and has rata(E(M4) —
The number of necessary data packet transmissianss de- 1). E(M#) — 1 is the number of necessary retransmissions.
termined by the packet loss probabilitigs andp,. M has al- 3. Control packets are received by the sender with fidvand

ready been determined for the considered protocol classes in our
processing and bandwidth requirements analysis [6, 7]. Given the
average processing times and the number of transmissions we can

rateARE(M4)(1—qp)(1—pa). Risthe number of receivers.
The processing time for an ACK packetyis

determine the delay experienced by a single data packet. The expected total number of necessary transmissigng*)
to receive the data packet correctly at all receivers is given in [6]:
R
2.3. Unreliable Protocol (U Ay _ Ry it 1
W) BM7) Z(Z)( 2 1—(¢p + (1 —qp)pa)®’ )

First, we have to determine the mean waiting time for a packet The load on thiglsender is the sum of the packet rates:
between generation and start of processing. 05 =AE(M*)E(X) + ARE(M*)(1 — qp)(1 — pa)E(Y). (8)

The mean waiting time for a packet until processing starts is:

2.3.1. Mean Waiting Times at the Sender ICVEDY DE(X?) +ASE(Y?)

E(W;) — timeou - . (9)
The sender has to process only one packet flow, the flow of data 2(1 — e5)
packets denoted ag’ with sending ratex. The processing time N ) ]
for a packet isY. By varying the processing tim& we can de- 2.4.2. Mean Waiting Times at a Receiver

rive results for a best effort (low processing time) as well as FEC 1, on1y packet flow at the receiver is the reception of data pack-
approach (increased processing time). The load on the sender iBts, AR, with rateAE(MA)(1 —qp). The processing time is +Y

given by the traffic intensity, which is the product of the traffic  gjnce the arrival of a data packet is followed by replying an ACK
rate and mean processn;g time for a request [S]: packet to the sender. Note thgtandY are assumed to be inde-
25 = AB(X). @ pendent random variables. The load on the receiver is:

As explained in Section 2.2 the system can be modeled as a 0 = AE(M#)(1 - qD)(E(X) +E(Y))- (10)
M]|G|1 queue. The mean waiting timee(Ww) for a packet until
processing starts is given in [5]: ing starts is (see Eq. 2):

\E(S?
E(W) = —2(1(_ Q)) , @ BovA) ARE((X + y)z)
wheres is the processing time for a request. Given this formula, With B " 2(1 - op) B ) ,
the waiting time for protocol (U) at the sender is: th E(V+W) = E(V)+E(W), Var(V) = E(VZ) —(E(V))
andVar(V + W) = Var(V) + Var(W):

The mean waiting time of a packet at the receiver until process-

11

A E(X?
B(W{) = 2# ®) AR (B(X?) + B(Y?) +2B(X)E(Y))
(1- [ Ay
E(W§) = 5 < (12)
(1 - or)
2.3.2. Mean Waiting Times at a Receiver

_ ] _ 2.4.3. Overall Delay of Protocol (A)
The only packet flow is the reception of data packetswith rate ) ) .
A(1 — gp) due to packet loss. The load on the receiver is: T, is assumed to be the sender timeout detaghe propagation

U _ B delay andrz the number of necessary transmissions for a single

0r = A1 —¢gp)E(X). 4)

o ) _ receiverr. The probability that a receiver neegdransmissions
The mean waiting time of a packet at the receiver until process- until correct reception of a packetig M2 = j) = qgl (1-gqp).

ing starts is (see Eq. 2): The average delivery delay is then:

)\RE X2 oo .

Bowg) = FX) ® Bs2) =[S (= ap) (JBEWE) + B(XO) + (G - DT, )]
2(1 — o% =1
+7+EWg) + B(X) (13)
2.3.3. Overall Delay of Protocol (U) B(WA) + B(X T

. N - EWS) £ PO+ apTe | 4 powd) 4 m(X).  (4)

We assume to be the propagation delay for a packet transmission. 1-4¢p

. . . T Ay 1 Ay 1 — 4D .
The average time between the initial arrival of a data packet at the ~ With E(M;?) = =7 andE(M;") — 1 = 25— [6]:

sender and the correct reception atareceﬁ(ag) is: E(S;}) _ E(MA)<E(WSA) 4 E(X)) n (E(MA) B 1)T

E(SY)=EBE(W{) + E(X) + 7+ E(Wg) + E(X). (6)
+ 7+ E(Wg) + E(X). (15)
2.4. ACK-based Protocol (A) Besides t_he average deliva_ary dela)_/ we can determine th_e ex-
pected maximum delay to reliably deliver all data packets with a
2.4.1. Mean Waiting Times at the Sender certain probability, denoted as We will call this delay threshold

L . . layE(s4), which i follows:
The mean waiting time for a packet at the sender is determined byOle Ay B(S5). W ;2(1C?g)be obtained as follows

the following three packet flows: E(M) = “ntan) " >1-gp (16)

1. Data packets that are transmitted for the first time. This B(S3) = B(M) (E(WSA) + E(X)) + (E(M) - 1)TS
packet flow is denoted as’ and has rate.. The process-

A
ing time for a data packet i&. + 7+ E(Wg) + E(X). )
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Figure 1: Examples of packet delivery delay for protocol (H)

2.5. Tree-based Protocol (H) we want to determine the delay for a hierarchical retransmission

. step on condition that the parent node has received the packet cor-
Ifa noc_le In a_tree-based protoco_l hgs lost a data pa_cket and a reFectly. The time for a hierarchical retransmission st&pf) is:
transmission is necessary, the missing ACK packet is detected by PR H
the group leader. If this group leader has lost the data packet as (1) = (BOLH M > 1) 1) (Ta + BOWE) + BX))
well, the group leader’s group leader is queried and so forth. As a + 7 + BWE) + B(X). (23)
prerequisite for the delay analysis we will determine the height of

the ACK tree. We define the root node’s height as 1. The height of For obtaining the overall delay, we determine the probabilities

every other node is the height of the parent node plus 1. With this that no data loss occurs, that a node misses a packet but the parent
node is able to retransmit it, that a node and its parent misses a

definition, the height can be obtained as follows: o -
ol R B 1) 41 18 packet and the next parent retransmits it and so forth and multiply
=%8p <( +OEB -1+ ) (18) these probabilities with the expected delays. The overall delay is

where B is the number of members in a local group (i.e. the then:
branching factor of the ACK tree). To obtain the mean delay, we B(sH) = [
obtain the average tree height i
- (Siz2 G+ 1)« B+ (R=SI22 B )h ) +ap (= )EH) + EWE) + B(X)). @4
B R ’ '
For a delay analysis of tree-based protocols we have to consider (Alr}a)\!ogous to protocol (A) we can define the threshold delay

sender and receiver nodes as well as inner nodes. Figure 1 shows

50— o) (B +iB(m)]

™

In(1 —
the delay components. E(M) = % y>1-4qp (25)
_ _ H
2.5.1. Mean Waiting Times at Sender and Receiver B(H) = <E(M‘M >1) 1) (Th +EWE) + E(X))
The packet flows, the sender and receiver logls o and the 7+ BVE) + B(X) (0)
b ' P0R E(S¥) = B(WJ) + E(X) + (h — 1)E(H). @7)

mean waiting times2(WI), E(WZ') are analogous to protocol
(A) with B instead ofr for obtainingns 7.
3. NUMERICAL RESULTS
2.5.2. Mean Waiting Times at a Group Leader (Inner Node)
We examine the expected delays of the analyzed protocols by

The load on an inner node is the sender load without the initial ;
means of some numerical examples. The chosen delays are ac-

transmission and the receiver load: . .
o NS B(X) L ASE(Y) 4 ARE(X 4+ V). (20) cording to measurements in [8] = 500us for data packets and
Y = 100us for control packets. For protocol (U) we have cho-
The mean waiting time of a packet at an inner node is: senX = 500us as well asX = 1000us since FEC increases the
W) = S ew BE(X2) + A5 E(Y?) processing time. Analogous to [2], the packet processing times
@ 2(1 — o) are assumed as constant with no variability, i.e. according to
R 2 2 Var(X) = B(X?2) — (E(X))? = 0, the second moments are de-
A (E(X HAE(Y )H+ 2E(X)E(Y)> (21) termined asZ(X?) = (E(X))2. The global propagation delay is
2(1 = eg) chosen ag = 10ms and the local propagation delay for proto-
col (H) asm, = 5ms. The timeouts are chosen as the doubled
2.5.3. Overall Delay of Protocol (H) propagation delay, i.d; = 20ms andT}, = 10ms.

Figure 2 plots the expected average delay and the expected

We assume tha, is the inner node timeout delay,the average threshold delay to reliably deliver all packets with probability

number of hierarchy levels of the ACK tree amdthe branching ) SRR
factor. If no retransmission is necessary, the delay from the initial 0.999, with data and conrol packet_ 0SS prObame/ = Pa =
. . ) 0.1. On the left, the number of receivers are varying and the data
transmissiore (1) is (see Eqg. 6): . ) - ;
E(I) = BEWH) + B(X) + 7+ BOWH) + B(X) 22) rate isA = (_).01. Qn the rlght,_the data rate is varying and the num-
o ¢ ' ber of receivers is 1000. As it can be seen, protocol (A) has only a
Note that we have simplified this equation by assuming that the limited scalability. If the data rate or number of receivers exceeds
receiver is always a group leader and therefore k& ). Now a certain limit, protocol (A) becomes quickly overwhelmed with
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Figure 2: Average delay with packet loss probability 0.1
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Figure 3: Average delay with packet loss probability 0.01

feedback control messages. Protocol (H) provides scalability for data packets with a certain probability, for example 99.9%. Com-
any number of receivers and even for high data rates before it be-pared to the average delay, this delay is significantly higher.

comes saturated at = 0.3. Protocol (U) is shown in the figure
with X = 500us. With X = 1000us the delay is increased only

moderately by 1s or 9%.
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