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Abstract

Imagine a world where people constantly try to
pass through walls and cars suddenly |eave the roads
and driveinto rivers. Although thisis unrealistic, most
simulations for mobile ad hoc networks so far are
based on the so called “ random walk” of mobile ob-
jects, which are not constrained by their surrounding
spatial environments. In this paper we propose a novel
graph-based mobility model, which provides a more
realistic movement than the randomwalk model by re-
flecting the spatial constraints in the real world. We
analyzed three commonly used ad hoc network routing
protocols, DDV, DSR and AODV with both a random
walk-based and our graph-based mobility model. Our
simulation results show that the spatial constraints
have a strong impact on the performance of ad hoc
routing protocols.

1. Introduction

A mabile ad hoc network (MANET) [8] isan auton-
omous system of mobile nodesthat doesnot rely on an
existing infrastructure. Mobile nodes use wireless
transceiversto communicate with each other. Commu-
nication between two nodesis only possible when they
are within their radio communication range. To over-
come this constraint, intermediate nodes, so called re-
lays, are chosen to forward the packets from sender to
receiver. Therefore, mobile nodes in such ad hoc net-
works act as both routers and hosts. Furthermore, the
mohility of these nodes can frequently change the net-
work topology and invalidate existing routes, which
makes routing in MANET different from traditional
wired networks.

Conventional scenarios in MANET simulation use
random mobility models, in which mobile nodes move
randomly in an area. However, mobile nodes in the
real world, such as human beings or vehicles, do not
move randomly. For example, the movement of pedes-
trians is bound to roads. In this paper, we introduce a
novel graph-based mobility model that reflects the
spatial constraints of the real world better than random
mobility models do. The significance of our model is
shown by comparing the performance of three com-
monly used ad-hoc routing protocols both using our
graph-based model and the random walk model. Be-
sidesthe 250 m transmission range used in many eval-
uations [1,4,5,7] we also used lower transmission
ranges from 10 m to 150 m. The results show signifi-
cant differences between our graph-based model and
the random walk model, especially for low transmis-
sion ranges.

The remainder of the paper is organized as follows.
Section 2 introduces a graph-based mobility model re-
flecting spatial constraints on the movement pattern of
mobile nodes. A brief description of the investigated
routing protocolsisgivenin Section 3. In Section 4 we
describe the simulation methodology and the simula-
tion results based on both random walk and graph
walk. Related work isintroduced in Section 5. Finally,
Section 6 closes the paper with conclusions and an
outlook to further work.

2. Graph-Based Mobility Model

We use a graph to model the movement constraints
imposed by the infrastructure. The vertices of the
graph represents locations that the users might visit
and the edges model the connections between theselo-
cations, e.g. streets or train connections. We assume



that the graphisconnected, i.e. thereisa path form any
vertex to any other vertices in the graph.

Each mobile nodeisinitialized at arandom vertex in
the graph and moves towards another vertex, which is
selected randomly as its destination. The node moves
to the destination always on the shortest possible path.
After the node reachesits destination, it makes a short
pause for a randomly selected period and then picks
out another destination from other vertices randomly
for the next movement. Although a certain grade of
randomness till exists in this model, we believe that
this model provides arealistic balance between com-
pletely deterministic and completely random mobility
models. An example graph modelling a city center is
shown in Figure 1.

Figure 1: Example of a graph modelling a city
center.

We define the smallest possible rectangle that in-
cludes al vertices as the gross area of the graph. The
length and the width of the gross area are defined as
the gross length and gross width of the graph.

In the graph walk pattern, the gross area is not com-
pletely covered. Depending on the graph and the radio
range of the nodes some sub-areas will never be cov-
ered with radio signals, no matter how the nodes move
along the graph. Under the assumption, that al the mo-
bile nodes have the same radio range R, we define the
maximum radio coverage of graph-walk, or CMax, as
where E isthe set of edgesin the graph and I(€) isthe
length of the edge e. The value of CMax; equals the
sum of al edge'slengths multiplied with the diameter
of radio range. Note that CMax, is an approximation,
to get the real radio coverage the overlappings should
be removed. Depending on the ratio between radio

CMaxg = 2 I(e) x 2R
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range and the graph size, this approximation may hold
well or not. Since this approximation suits well for
short radio ranges, which are the focus in this paper,
we choose to use this formulafor smplicity.

In contrast to the graph walk model, we introduce
the maximum radio coverage of randomwalk, or
CMax, , for the random walk model, defined as

CMax, = A, = Ixw
where A, isthe gross area of the graph, | the gross
length, and w the gross width of the area. We assume
that the radio coverage of mobile nodes does not ex-
ceed the gross area. Since in random walk the nodes
can moveto anywhereinthe grossarea, the maximum
radio coverage eguals the whole gross area.
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Figure 2: Two possible scenarios, where the
circles indicate the radio range of mobile
nodes.

Moreover, we observed that the CMax, defined
above does not only depend on the radio range of
nodes, but also the distinct graph structures. Consider
for example two scenarios shown in Figure2. Al-
though the number of nodes and the radio range are
identical, the CMax, islessthan CMax, inscenarioa,
whereas in scenario b the value of CMax, is signifi-
cantly greater than CMax, . However, if we remove
the overlappings from the CMax, in scenario b, the
value of CMax, equals CMax, .

Table 1 shows the total edge lengths of the three



graphs described above.

Table 1: Length of sample graphs, for gross
area 1250x900.

Graph 2 l®
eec E

city 11560 m

rect 4100 m

grid 40000 m

The density of nodes is another important metric of
mobile ad hoc networks and have a big impact on the
performance of routing protocols. Taking into account
of the varied radio ranges we define the radio cover-
agedensity D asthetotal radio coverage of n nodesdi-
vided by the maximum radio coverzage defined above.

For graph walk, D, equ:;lns gMLan , while for ran-

R
domwalk, D, equels CMax, -

To compare the graph walk and random walk, we
define the ratio between the radio coverage density of
random walk and graph walk as o.. With the same
number of nodes and same radio range, we get
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Figure 3: o values in sample city graph for
different transmission range.

In the reality the radio coverage of a graph cannot

exceed theradio coverage of itsgross area, so the val-
ue of oo can not exceed 1. This means that the radio
coveragedensity D, isalwaysgreater than or equal to
D, . Thesmaller the o is, the greater isthe radio cov-
erage density D, comparingto D, . However, since
the formula above does not remove the overlappings
from CMax,, the redundancy of overlappings can
make the value of o, greater than 1. Although we use
this formulain the context of this paper for simplicity
and consistency, we suggest to take into account of the
overlappingsif the o valueisevidently greater than 1.
The o valuesin the city graph with varied radio rang-
esarelisted in Figure 3.

3. Description of Routing Protocols

A variety of routing protocols for ad hoc networks
have been proposed in the literature. Three routing
protocols are studied in this work, namely Destination
Sequenced Distance Vector (DSDV) [6], Dynamic
Source Routing (DSR) [2] and Ad hoc On Demand
Distance Vector (AODV) [3]. These protocols are
chosen for their broad usage and representative char-
acteristics: DSDV is a proactive protocol while DSR
and AODV are reactive protocols. DSR is a source
routing protocol and AODV is based on traditional
distance vector method. Furthermore, these three pro-
tocols were often selected for random walk simula-
tions, such asin[1,4,5,7]. Therefore, it isinteresting to
compare and evaluate them with our graph walk mo-
bility model. The remainder of this section gives a
short description of these three ad hoc routing proto-
cols.

3.1. Destination-Sequenced Distance-Vector

DSDV [6] is a proactive routing protocol based on
traditional distance vector method. Each node main-
tains a routing table that contains routing information
of al thereachabl e destination nodes, such asthe num-
ber of hops and the next-hop to the destination. To
keep the routing table up to date, nodes in the network
periodically broadcast routing table updates. In addi-
tion, DSDV uses triggered route updates when the to-
pology changes. The transmission of updates is
delayed to avoid update storms if the topology is
changing rapidly. The key advantage of DSDV over
traditional distance vector protocolsis that it uses se-
guence numbers to guarantee the protocol to be loop-
free by indicating the freshness of aroute. The param-
eter valuesused for DSDV inthe simulationsare given
inthe Table 2.



Table 2: DSDV Simulation Parameters.

Periodic route update interval 15s
Periodic updates missed before link 3
declared broken

Initial triggered update weighted setting 6s
time

Route advertisement aggregation time 1s
Maximum packets buffered per node per 5
destination

3.2. Dynamic Source Routing (DSR)

DSR [2] is a reactive routing protocol which uses
sourcerouting to deliver data packets. The DSR proto-
col consists of two mechanisms: Route Discovery and
Route Maintenance. If a node wants to find a route to
another node, it usesthe route discovery mechanismto
flood a Route Request (RREQ) packet through the net-
work. If arouteto the destination isfound, a Route Re-
ply (RREP) packet will be sent back to the source node
by unicast. Each intermediate node that forwards the
RREP message also learns this route by caching it in
its routing table. The source node then sends data
packets to the destination node, which contain the
complete route in the packet’ s header. Since the pack-
ets themselves carry the route, all the intermediate
nodes do not need to maintain the up-to-date routing
information. If a source route to the destination is bro-
ken, the Route M aintenance mechanism will notify the
source node to use any alternative routes or invoke a
new Route Discovery process. Table 3 liststhe param-
eters of DSR protocol in the simulation.

Table 3: DSR Simulation Parameters.

Time between retransmitted Route 500 ms
Requests

Size of source route header carrying | 4n + 4 bytes
n addresses

Time-out for nonpropagating search 30 ms
Time to hold packets awaiting routes 30s
Maximum rate for sending repliesfor 1/s
aroute

3.3. Ad Hoc on Demand Distance Vector

AODV [3] is a reactive routing protocol based on
the conventional distance vector method. It combines
the on-demand route discovery from DSR and the hop-
by-hop routing with sequence numbers from DSDV.
Whenever anode needsto find aroute to another node,
it broadcasts a Route Request (RREQ) packet to al its

neighbors. The RREQ message is flooded through the
network until it reaches the destination or a node with
afresh route to the destination. A Route Reply (RREP)
packet is then sent back to the source node by unicast.
Route entries for the destination will be created in in-
termediate nodes. Each node detects its neighbors by
periodic HELLO messages. Table 4 shows the param-
eters used for the AODV simulation.

Table 4: AODV Simulation Parameters.

HELLO interval 1s
Active route time-out 50s
Route reply lifetime 60s
Allowed HELLO loss 3
Request retries 3

Time before broken link is deleted 3s
from routing table

Timeto hold packets awaiting routes| 30s
MAC layer breakage detection yes

4. Simulation

In this section we will first introduce our simulation
environment, and then analyze the simulation results
of both graph walk model and random walk model. In
the end of this section we give a brief summary of the
simulation.

4.1. Simulation Environment

The scenario chosen for the simulations is based on
the city scenario introduced in Section 2. To describe
the movement of persons carrying their handheld de-
vices, the city center was modeled as a graph [10]
(Figure 1). The graph used for the simulations con-
tains 115 vertices describing significant locations
within the city and 150 edges interconnecting them,
covering an area of approximately 1250 m by 900 m.

For the simulation each node moves from one ran-
domly chosen location to the next on a shortest path.
After reaching a destination a pause time between
tstaymin @Nd tstaymax Was chosen before moving towards
the next destination.

The simulations were done using the Network Sim-
ulator (ns2) [11] with the CMU extension [12]. Since
ns2 does not support our graph movement pattern, a
movement program was developed to simulate the city
center scenario. This program generates movement in-
put files for ns2, describing every movement of n dif-
ferent nodes over a simulation period of tg,, Every
node has a minimum and maximum speed (Vyin, Vimax)



for its movement. A new speed is chosen with every
new destination.

The speed chosen was between v,;,=2 km/h and
Vimax=5 km/h to represent atypical pedestrian walking.
Thetotal simulation time tg,, was set to one hour. The
intermediated stay at each destination was between
tstaymin=120 S and tgayma,=600 s to represent people
stopping at a shop or atrain station.

The physical radio characteristics of mobile nodes
are based on the |EEE 802.11 standard with direct se-
guence spread spectrum radio. The IEEE 802.11 dis-
tributed coordination function (DCF) media access
control protocol is based on the implementation by
CMU. It uses aRTS/ICTS/DATA/ACK pattern for all
unicast packets and simply sends out DATA for all
broadcast packets. Across simulations, the transmis-
sion range was varied with a specia focus on lower
ranges between 10 m and 75 m, which are typical
ranges to satisfy the need of mobile consumer devices
considering energy consumption and cost.

Since the deployment of such handheld devices
which are capable of relaying messages is currently
still quite low, we choose a relative small number of
mobile nodes to simulate a sparse network which
could be heavily partitioned. All simulations included
50 nodes, 26 of which were part of 40 CBR (Constant
Bit Rate) connections. Each connection transmits 5
packets of size 64 Bytes per second at 2Mbps.

Table 5 summarizes the general simulation parame-
ters.

Table 5: Simulation parameters.

Parameter Value
Total ssimulation time 3600 s
Total number of nodes 50
Size of simulation area 1250 m by 900 m
Transmission range 10-250 m
Movement speed 0.56 -1.39 m/s
Intermediate stay 120-600 s
Traffic type CBR
Packet rate 5 packets/s
Packet size 64 byte
Number of connections 40

4.2. Simulation Results

In this section we compare simulation results of the
three routing protocols mentioned above. We will
compare the performance of protocols in terms of the
average end-to-end delay, packet delivery rate and
routing protocol packet overhead. All protocols were

tested on random walk as well as graph walk, and also
with avariety of radio ranges.

4.2.1.Aver age End-to-End Delay. The results for the
three protocols are shown in Figure 4. The average
packet delay of DSDV in the graph walk model is
greater than in random walk model. The explanationis
that the spatial constraint of graph forced more hopsto
be used on detours along the graph than in random
walk. Surprisingly, in contrast, DSR and AODV both
achieve lower delay in graph walk than in random
walk even with more hops needed. This is because of
the different major factors impacting the delay time:
while the delay of AODV and DSR is mainly caused
by the buffering of undeliverable packets, the number
of hops plays acritical rolein DSDV. When the value
of o issignificantly lessthan 1, also the CMax, much
greater than CMaxg, which indicates a higher radio
coverage density of nodes in graph walk than in ran-
dom walk with the same number of nodes and radio
range. The higher density of nodes increasesthe prob-
ability of finding relay nodes to forward the packets,
which reduces the buffering time of undeliverable
nodesin DSR and AODV. We aso observed, howev-
er, when the o value is much greater than 1, which
means that the radio coverage density in graph walk is
very closeto random walk, the average packet delay in
all the three protocols does not show a significant dif-
ference between both models.

4.2.2.Packet Delivery Rate. The results for the three
protocols are shown in Figure 5. For all three candi-
dates the packet delivery rate grows exponentially for
the transmission ranges up to 75 m. All protocols de-
liver more packets in the graph walk than in random
walk: since CMax, in the random walk scenario is
greater than CM axg for the corresponding graph sce-
nario, the radio coverage density in graph is higher,
which reduces the possibility of partitions in the net-
work.

AODV and DSR have higher delivery rates com-
pared to DSDV, because more undeliverable packets
are buffered. The lowest delivery rates are observedin
the random walk scenario of DSDV, because of the
lower radio coverage density of nodes combined with
the fact that more undeliverable packets are dropped.
Both DSR and AODV in the graph scenario achieve
highest delivery rate, because of the combination of
more buffering and higher radio coverage density.
Moreover, we also observed that when the o valueis
significantly greater than 1, especially at 250 m radio
range, the packet delivery rates for all three protocols
do not have evident difference in the graph walk mod-
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Figure 4: Average end-to-end delay for the
three different routing protocols.

el comparing to the random walk model.

4.2.3.Routing Protocol Packet Overhead. The re-
sults for the three protocols are shown in Figure 6.
None of the three protocols show large differencesin
routing protocol packet overhead between graph walk
and random walk models. The DSDV protocol has an
approximately constant overhead for transmission
ranges up to 75 m and increases dightly for higher
ranges. Thisis because that the routing tables are larg-
er for higher ranges to contain more neighbors. Addi-
tionally, more tables have to be exchanged among
those neighbors, which also leads to an increase of the
routing packet overhead.

AODV shows an approximately linear increase of

the protocol overhead in short ranges for both graph
and random walk. The explanation for this is the in-
creasing number of HELLO messages sent for neigh-
borhood detection. The number of neighborsincreases
with theradio range. Within the lower radio rangesthe
graph walk has a higher overhead than the random
walk, because CMax, is smaller than CMax, , result-
ing in more neighbors on average in graph walk model
and therefore more HELL O messages. For higher ra-
dio ranges both random and graph walk behave simi-
larly because the number of neighbors are about the
same for both cases. The routing packet overhead de-
creases in both DSR and AODV with high radio rang-
es. The explanation is that high radio ranges result in
less numbers of hopsin routes.
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Figure 5: Packet delivery rates for the three
different routing protocols.
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Figure 6: Routing protocol packet overhead
for the three different routing protocols.

4.3. Simulation Summary

We simulated al the three protocols using both the
graph walk model and the random walk model with a
variety of radio ranges. The results of the simulations
show very different performance of these routing pro-
tocols between the two models.

The reactive protocols DSR and AODV achieved
lower average end-to-end delay in the graph walk
model than in the random work model. In contrast, the
proactive protocol DSDV showed more delay in the
graph walk model. This indicates that the spatial con-
straintsmay have different impact on different types of
routing protocol s concerning the distinct network met-
rics. Moreover, the reactive protocols show signifi-

cantly more delay than the proactive protocol in both
models with short radio ranges. This means that the
route acquisition time can be a big performance con-
straint of reactive routing protocolsin such a scenario.

All three protocols delivered significant more pack-
ets in the graph walk model than in the random walk
model in short radio ranges. The value of o is much
less than 1 in these ranges, which indicates D, much
greater than D, . Thisalso provesthat the radio cover-
age density plays a critical role for routing protocol
performance. However, in the large radio ranges the
CMax, isvery close or equal to CMax, , so the deliv-
ery rate of all protocols do not show evident difference
between the graph walk model and the random walk
model.

The source routing protocol DSR showed nearly the
same routing packet overhead in both models with
short radio ranges. However, with large radio ranges
the overhead of DSR in the graph walk model is less
than the random walk model. This showsthat theradio
coverage density does not have obvious impact on the
routing packet overhead for source routing protocol.
In contrast the distance vector protocols DSDV and
AODV achieved dlightly more routing packet over-
head in the graph walk model than in the random walk
model within short radio ranges. Moreover, the reac-
tiveprotocolsDSR and AODV achieved less overhead
with increasing radio range whereas the proactive pro-
tocol DSDV got more overhead.

Based on the simulation results we observed that if
the o value is significantly less than 1, i.e. the radio
coverage density of the graph walk model is much
greater than in the random wak model, the routing
protocols show very different performance between
the two models. Another interesting point is that the
graph walk model has very different impact for differ-
ent routing strategies.

5. Reated Work

Several papers have compared the performance of
existing ad hoc routing protocol s on simulated mobile
ad hoc networks, for instance [1,4,5,7]. However,
most of assessments and comparisons were based on
random movement model, in which mobile nodes
move arbitrarily in the whole area. For instance, they
al use the “random waypoint” model as movement
model. In this model, each node moves from arandom
location straight to a random destination with a ran-
domly chosen speed. Once the destination is reached,
the node chooses another random destination after a
pause. In our graph walk model, each node choosesiits
destination only out of the vertices on the graph. More-



over, most of simulations so far only used the standard
Wireless LAN radio range of 250 meter. Considering
the simulation area and number of nodes used in those
simulationsit is clear that the networks were well con-
nected. In contrast, we also considered a variety of
small radio ranges in our simulation, because such
short radio ranges will very likely be used due to the
energy constraint of normal handheld devices.

Johnasson et al. [1] introduced three additional sce-
narios. Conference, Event Coverage, Disaster Area.
These scenarios were examined to get an understand-
ing on how the protocols behave in an realistic envi-
ronment. They have used an obstacle-approach by
adding some obstacles in the scenario to prevent radio
propagation. If the straight line between any two nodes
is crossed by an obstacle, a link between these nodes
is considered broken until the nodes move out of the
shadowed area of obstacle. Although this obstacle-ap-
proach has made the radio propagation more realistic,
its focus was not to improve the modelling of the
movement of mobile nodes. Asaresult, most of nodes
still move randomly except if their movement is pre-
vented by an obstacle.

In contrast to the obstacle-approach above, we use a
graph-approach in our simulation to model the move-
ment of mobile nodes. In each scenario, agraphisused
to specify the spatial constraints of the scenario, and
al the mobile nodes in the network are moving along
the edges of the graph.

6. Conclusion

In this paper, we introduced a graph-based mobility
model that reflects the constraints of movement given
by the spatial environment in the real world. In this
model, the nodes do not move randomly, but always
along the edges of a graph that modelsthe given infra-
strucuture.

The result of our simulation proves that the spatial
constraints have a big impact on the performance of
mobile ad hoc routing. We extracted a graph from ex-
ternal spatial datato represent the realistic movement
congtraints of pedestrians walking in the city. As the
result showed, routing protocols performed quite dif-
ferently in this graph walk model from the random
walk model. Moreover, we have also made compre-
hensive simulations with short radio ranges consider-
ing the energy constraint of handheld devices.

For the near future we plan to extend our graph mod-
el by including obstacles in the model to prevent the
radio propagation. We also plan to include movement
profiles of distinct nodes in our model. Although we
have only evaluated the routing protocols that do not

use location information, our also plan to evaluate the
location aware routing protocols like LAR [9] and
GPSR [13] with our graph walk model in the future.
Another topic of our future research will be the study
of additional scenarios.
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