
An Efficient Resilience Mechanism for Data Centric Storage
in Mobile Ad Hoc Networks

Dominique Dudkowski, Pedro José Marrón, and Kurt Rothermel
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Abstract

Data Centric Storage (DCS) is a powerful storage
paradigm for wireless ad hoc networks. In mobile ad hoc
networks (MANETs), however, the mobility and varying
density of nodes may significantly impact the efficiency of
data access and the level of data consistency for existing
DCS mechanisms. In this paper, we propose an efficient re-
silience mechanism for data centric storage that supports
DCS in mobile environments. We introduce a novel indi-
rection strategy that enables us to distinguish the storage
of data at dedicated server nodes from the storage of ad-
ditional information to locate these servers. Our approach
places server location information dynamically in strategic
parts of the network based on its current topology. Combin-
ing our server location advertisement with any geographic
routing protocol, we provide a robust data update and query
processing technique for data centric storage in MANETs.
We show analytically and by means of experimental evalu-
ations that, despite the additional indirection during packet
forwarding, our approach provides superior storage and re-
trieval performance than the original DCS algorithm even
for large amounts of dynamic data.

1 Introduction

Data centric storage (DCS) is a powerful concept for data
management in large-scale wireless ad hoc networks. Orig-
inally proposed by Ratnasamy et al. in [13] in the area of
wireless sensor networks, it provides efficient and scalable
mechanisms for storage and retrieval of data. The primitives
of DCS may be used to implement a variety of more com-
plex architectures, such as the distributed index for multi-
dimensional range queries discussed in [11], making it a
fundamental component for data management in wireless
ad hoc networks.

The key concept of DCS lies in the use of a geographic
hash function that computes a hash value for each data type
encoding the location of data stored in the network. As-
suming that the hash function is well known, storage and
retrieval operations on the same data type will always be
mapped to the same location and, by extension, to the same
network node (called home node).

In order to make DCS work properly, the local routing
strategy must guarantee that requests are consistently routed
to the network node responsible for the storage of the rele-
vant subset of data. Two types of strategies have been pro-
posed so far in the literature: The first one tries to determine
the home node of the reference location based on geometric
distance. The DCS approach in [13] uses such a strategy.
The second type uses geometric cells inside of which nodes
are recruited for data storage. The rendezvous regions ap-
proach proposed in [14] belongs to this group.

In MANETs, however, these types of strategies cannot
cope well with the mobility of network nodes. The first type
of approaches assumes the existence of a perimeter around
the reference position (see [7, 13]), and identifies a home
node by making a full turn around it. This approach fails
if a perimeter is too long, which may occur in the case of
networks with low node density or in the event of network
partitions. The main issue of the second type of approaches
has to do with the overhead associated with the management
of cells that do not contain any network nodes. In both types
of approaches, data consistency is immediately affected by
the underlying characteristics of MANETs, requiring addi-
tional management at increased communication costs.

To overcome the problems related to perimeters and cell-
based structures, we propose a novel resilience scheme de-
signed to support the storage of large quantities of fre-
quently accessed data in mobile ad hoc networks according
to the DCS paradigm. The key concept of our approach is a
novel indirection strategy based on the separation of stored
data from server location information required to determine



which servers store a particular data item. Since data it-
self is stored on dedicated server nodes, it is possible to
build replication algorithms easily on top of our resilience
scheme in a similar way to SR-DCS [13] or R-DCS [5].
While at first sight, an extra indirection step might sug-
gest a larger communication overhead, we will show that
for large amounts of data subject to frequent requests, the
indirect scheme outperforms the previous DCS scheme pro-
posed in [13] in terms of communication costs.

The remainder of our paper is structured as follows. In
Section 2 we present previous work related to data centric
storage. In Section 3 we describe the system model we use
to discuss the details of our resilience scheme for DCS in
Section 4. We provide suitable analytical considerations
and simulation results of our mechanism in comparison to
DCS over GPSR as proposed by Ratnasamy et al. in Sec-
tion 5 and conclude our paper in Section 6.

2 Related Work

Let us now discuss previous approaches in the context
of data centric storage with respect to their applicability in
mobile ad hoc networks. We concentrate on the ability of
each approach to cope with node mobility and varying node
densities, large quantities of data requested frequently, and
data consistency.

Data Centric Storage (DCS) was originally proposed for
wireless sensor networks by Ratnasamy et al. in [13, 15].
Their approach uses the Greedy Perimeter Stateless Rout-
ing protocol (GPSR) to locate a home node responsible for
storing data [7]. The authors extended DCS by Structured
Replication (SR-DCS) to load-balance data associated with
the same key to multiple home nodes at different locations.
To achieve data consistency in the presence of limited node
mobility and node failures, DCS employs the Perimeter Re-
fresh Protocol (PRP) to replicate data around a perimeter
in addition to the home node. In [5] Ghose et al. propose
an extension to DCS which they call Resilient Data Cen-
tric Storage (R-DCS). Using replica and monitoring nodes,
they optimize knowledge about data availability in differ-
ent regions and the exchange of data between different cells
to provide a certain degree of replication. Similar to DCS,
they apply GPSR to locate storage nodes and they option-
ally support PRP to recover data at least partly from de-
parting and failing nodes. Especially in MANETs, both ap-
proaches involve increased communication costs for each
request routed by GPSR and each refreshing cycle of PRP.

Various improvements of geometric face routing pro-
posed in the literature follow the idea of GPSR and allow
the localization of a home node more efficiently. Chen et
al. propose On-Demand GPSR (OD-GPSR) in [2] to op-
timize perimeter traversal. However, their approach works
well only for stationary networks, because they store control

information that can be used to detect previously traversed
perimeters. Other face routing protocols, such as AFR and
its extensions by Kuhn et al. (e.g. in [10, 9], and the Face-
Aware Routing (FAR) in [6], can also be found in the litera-
ture. Complementary, planarization techniques based on the
Gabriel Graph and the Relative Neighborhood Graph were
proposed in [7] for GPSR, and the Cross-Link Detection
Protocol (CLDP) proposed in [8] to optimize face routing
for both unit and non-unit disc graphs. Although these con-
cepts provide significant improvements to face routing with
respect to packet delivery success ratio, they do not provide
a solution to determine a practical home node in the pres-
ence of open and long perimeters in mobile networks.

As opposed to locating a node closest to the reference
location to play the role of a home node, many authors have
introduced modifications to DCS that use nodes within fixed
cells to store data. In [16] Tamishetty et al. eliminate the
need of perimeter routing by relying on fixed-sized geomet-
ric cells inside of which the information of available storage
nodes is disseminated by a flooding mechanism and stored
on a number of nodes. A similar idea is used by our im-
plementation of probabilistic spatial queries in [3]. Seada
and Helmy introduce Rendezvous Regions (RR) in [14] that
relies on a fixed subdivision of the total area into cells as
well. Araujo et al. propose Cell Hash Routing (CHR) in [1]
that resembles the aforementioned approaches, also making
the assumption that cells have a globally known and prede-
fined shape. Although these approaches eliminate the need
of perimeter routing and thus, the localization of a particu-
lar home node, their dependance on fixed areas leads to the
problem of insufficient node population that impacts their
proper operation.

In contrast to the discussed approaches, we provide a ro-
bust and practical mechanism to support DCS in mobile
ad hoc networks during the recruitment and localization of
suitable storage nodes. Our strategy does not require cell-
like structures of the service area, and it does not rely on
full perimeter traversals. Thus, we are able eliminate both
the cases of non-populated cells and the problems related to
full perimeter traversals, as described in more detail in the
following sections.

3 System Model

Let A ∈ R
2 be a service area containing mobile nodes

vi, which are able to communicate at a distance given by
the transmission range rtx. Each node is located at a phys-
ical position xi(t) ∈ A which is subject to change over
time. The position may be obtained algorithmically (e.g.
using [12]) or from positioning systems, such as GPS [4].
Nodes can take the following roles: relay, server, coordi-
nator or client. By definition, all nodes act as relays, in
order to forward packets using geometric routing. A subset



of nodes may function as servers, which are responsible for
storing data. Coordinators store information about individ-
ual servers that may be consulted during routing to locate
a particular server. Finally, clients are nodes that issue re-
quests, either data updates or queries.

Regarding the data model, we assume a logical data
space D with data objects oj ∈ D. Each object has some
dynamic state associated with it (e.g. a temperature read-
ing). We define a set C of fixed coordination points c i ∈ C,
which may play the same role as locations in DCS [13], rep-
resent a reference position (e.g. the center of a cell) to sup-
port rendezvous regions [14], or our architecture for spatial
queries in [3].

We assume that subsets of D, which may be non-disjoint,
are associated with a coordination point by a relation R ⊆
D × C. The relation R may be static, for instance imple-
menting geographic hash functions like in [13, 14], or dy-
namic, as in [3]. For ease of discussion, we assume a static
relation R that associates each data object oj ∈ D with a
single coordination point. Furthermore, we assume a rela-
tion between servers and coordination points. If a server is
associated with coordination point ci, it is responsible for
storing the subset of data related to ci by R. In the follow-
ing, we assume that one server is associated with each coor-
dination point. More complex relations, e.g., the association
of several servers with a single coordination point, are pos-
sible and follow similar ideas found in structured replication
[13] or R-DCS [5].

4 Resilience Mechanism for DCS

The mechanism that we now present in detail is designed
to provide resilience to node mobility for data centric stor-
age in MANETs. The general idea is to adapt the local rout-
ing strategy of existing face routing protocols to provide a
practical and effective solution for home node localization.
We call this strategy Bidirectional Perimeter Routing (BPR)
and discuss it in detail in Section 4.1. In Section 4.2 we in-
troduce our concept of server advertisement. It uses BPR to
distribute the information required to locate a server during
packet routing. We then propose our indirection strategy
during the forwarding of client requests in Section 4.3 and
show how we achieve efficient and robust packet routing
from clients to servers.

Note that, for mobile servers, we also require a mecha-
nism to migrate data from one server to another node once a
server moves away from the coordination point it is related
to. We omit the details of our migration protocol and refer
to [3] for additional details. However, note that the com-
plexity analysis and experimental evaluation of Section 5
take into account the cost of server migration.

4.1 Bidirectional Perimeter Routing

Bidirectional Perimeter Routing (BPR) is a customiza-
tion of geometric routing protocols that apply face routing
while relaying packets towards their destination. The first
geometric protocol that applied this strategy was GPSR [7].
While BPR may be used with any geometric routing proto-
col that uses face routing, we will use GPSR as an example
in the following exposition.

Of particular interest to DCS is the operation of GPSR
in an indirect mode to allow locating the home node on a
perimeter around a geometric position without specifying
the address of that node directly. This modification is pro-
posed in [13] and yields the nearest node to the position in
question. However, the proposed method is likely to fail in
more realistic MANET scenarios (e.g., urban scenario with
obstacles) where the length of perimeters may increase criti-
cally. Figure 1(a) and 1(b) show two situations in a network,
in which the length of perimeters becomes critical. In Fig-
ure 1(a), position c lies inside of a region (sometimes called
void) that does not contain any network nodes. In this case,
a packet is routed on a perimeter around the empty region.
In Figure 1(b), c lies outside the network partition inside of
which the packet originated and, therefore, the packet trav-
els on the perimeter that spans the inside of the partition. If
the total perimeter length is greater than the residual time
to live of a packet after starting at vp, the packet will be
dropped before it is able to reach vp for the second time,
which is necessary to finally decide on a home node.
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Figure 1. Bidirectional Perimeter Routing

In order to avoid having to route packets around the
complete perimeter, BPR determines a practical home node
based on the traversal of only a partial perimeter. For that
purpose, BPR specifies a perimeter radius Rp, which de-
fines the number of hops a perimeter may be traversed in
one direction starting from the perimeter entry node. Thus,



a partial perimeter is defined as the set of nodes reachable
from the perimeter entry node vp in at most Rp hops.

As shown in Figure 1(c), the modified face routing strat-
egy of geometric routing protocols is adapted in the follow-
ing way. Consider a source node vs and a coordination point
c. A packet begins its life in greedy mode, similar to GPSR,
and is forwarded until it is not possible to find consecutive
nodes closer to c. In this case, BPR routing switches to
bidirectional perimeter mode at the perimeter entry node
vp, where a packet is forwarded according to the right-hand
rule (1). Each hop visited on the perimeter is recorded in the
packet header. Forwarding continues while each visited hop
on the perimeter is further away from the coordination point
than the perimeter entry node and the perimeter radius R p

is not reached. If it is not possible to find a node nearer to
the destination in the first direction, the source route stored
in the packet header recorded previously goes back to v p

(2) and repeats this procedure in the other direction (step
(3) and (4) in Figure 1(c). Again, if we do not find a node
closer to the coordination point than vp, vp becomes, by
definition, the home node of coordination point c.

Our choice to use bidirectional parameter traversal is to
take into account topologies that may contain highly asym-
metric perimeters. Figure 1(d) shows an example of an
asymmetric perimeter P ′. Because it is not possible to de-
termine a priori at the perimeter entry node which direc-
tion of a perimeter may succeed, we treat both directions
equally. In Figure 1(d), even if we select a very small
perimeter radius, we will be able to discover the actual
perimeter P around c. Observe that for small and closed
perimeters, such as P in Figure 1(d), BPR is able to detect
these perimeters in a similar way to GPSR.

Of course we may not neglect the additional routing
costs imposed by BPGR when returning on a perimeter us-
ing source routing. Later on in Section 5.1 we will justify
the increased routing overhead and show how we are able
to benefit from the potential of bidirectional perimeters.

4.2 Server Advertisement

Let us now discuss the server advertisement strategy. As
shown in Figure 2, each server sends advertisements on a
regular basis to its associated coordination point. An adver-
tisement contains relevant information to identify currently
available servers and their association with particular coor-
dination points. That information comprises the server’s ID
and current position, and the ID of the coordination point
the server is associated with. In the first phase, an adver-
tisement is distributed to populate a partial perimeter using
BPR in indirect mode.

In Figure 2(a), the information is sent to the nodes con-
nected by the thicker line using bidirectional perimeter rout-
ing. The information contained in a server advertisement is
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stored at each visited node, together with a lifetime. Ob-
serve in Figure 2(a) that for the distribution of a server
advertisement, it is not required to return to the perime-
ter entry node after the perimeter radius has been reached
in the second direction. Observe also in Figure 2(d) that
for small closed perimeters, server advertisements are dis-
tributed around the full perimeter.

While server advertisements are forwarded along
perimeters, the mobility of nodes may eventually lead to a
modification of perimeters. While some nodes will move
onto a perimeter, coordinators will leave the perimeter.
These dynamics lead to a degradation of the resilience to
find server information. We propose to use existing HELLO
beacons of the underlying geometric routing protocol to dis-
tribute server information to additional hops around a partial
perimeter. This way, the availability of server information
around the partial perimeter is increased, providing addi-
tional resilience to node mobility during client routing. Two
reasons make HELLO beacons attractive. First, nodes send
beacons on a regular basis for the purpose of accurate neigh-
bor information to their neighbors in a single broadcast.
This is a similar purpose to the server advertisement infor-
mation which we want to be fresh as well. Second, server



information is only a small piece of information, therefore,
it may easily be piggybacked onto HELLO beacons. Our
approach is to emit a HELLO beacon with server informa-
tion immediately after a node has received a server adver-
tisement in the first phase, to provide fresh server informa-
tion to nodes in the 1-hop vicinity of the partial perimeter.
To avoid unnecessary regular beacons, the next beacon is
rescheduled after the beaconing interval. Using a suitable
synchronization between server advertisements with regu-
lar beacons, no additional beacons are required. Figure 2(b)
shows the nodes (coordinators C) that have received server
information via a single cycle of HELLO beacons.

4.3 Processing of Requests

Client requests are forwarded to servers in two phases
using any geometric routing protocol that uses face routing,
e.g. GPSR or BPR for an infinite setting of the perimeter
radius. We will use BPR in the following discussion. We
further assume that a client includes its own location in the
request. Each request is routed in phase 1 using BPR in in-
direct mode into the direction of the coordination point. At
each visited node, we perform a lookup to check if fresh
information is available for the server that holds the data
for the requested coordination point. Consider Figure 2(c),
where a client request travels around a perimeter in one
direction. Eventually, it will reach nodes that hold fresh
server information, which was distributed by server adver-
tisements in the vicinity of a partial perimeter. Upon finding
fresh information, the request is rerouted to the actual server
via BPR in direct mode. In order to do this, the only infor-
mation required are the ID and location of the server. Upon
reaching the server, the request is processed and a reply is
routed back from the server to the client using BPR.

To show the robustness of our resilience mechanism, we
have depicted the case of a network partition in Figure 2(e).
Because we always restrict the distribution of advertise-
ments to a partial perimeter, communication costs remain
fixed, even in the presence of network partitions. Clients
in the same partition (vc1) are able to locate that informa-
tion, though clients in a different partition (vc2) will not. In
Figure 2(f), after some time, the two partitions join. If no
additional server advertisements have occurred yet, client
vc2 will immediately be able to locate the only information
that was formerly located in the first partition. Observe that
the joining of partitions implies a different partial perime-
ter along which consecutive server advertisements are dis-
tributed. Clients will still find the server information at the
newly selected coordinators. Also, if the previously dis-
tributed server information is still considered fresh, it may
be used by clients as well (e.g., by client vc1).

5 Evaluation

We now present evaluation results to show the per-
formance of data centric storage based on our resilience
scheme (DCS/BPR) in comparison to DCS/GPSR as pro-
posed in [13]. Section 5.1 presents analytical results con-
cerning the communication costs in the tradition of [13] and
[5]. In Section 5.2, we present a suitable subset of simula-
tions to show some additional properties of our mechanism.

5.1 Analytical Study

Ratnasamy et al. have analyzed the communication costs
of DCS/GPSR in [13] based on the assumption that the size
of perimeters is small in comparison to the number of hops
required to route to a perimeter (global analysis). Because
this assumption does not apply to MANETs, the local costs
around each coordination point make up a substantial part
of the overall communication costs. Refer to Table 1 for a
list of the symbols used in the following analysis.

n total number of network nodes
v̄ average speed of nodes in m/s
m total number of data objects
ru number of updates per data object and second
p capacity of data packets in number of data objects
ra rate of server advertisements
rp rate of the Perimeter Refresh Protocol
c number of coordination points
d threshold distance for server migration
Lp average perimeter length
Rp perimeter radius (protocol setting)
H server-coordinator distance in number of hops

Table 1. Symbols

Including local communication costs around a perimeter
with average length Lp, DCS/GPSR has total communica-
tion costs for requests of CRDCS = rum · (

√
n/2 + Lp).

Because perimeter forwarding may no longer be neglected,
we must explicitly consider the costs of the perimeter re-
fresh protocol, which sum up to CPDCS = rpcLp. For
DCS/BPR, each request requires

√
n/2 packets on aver-

age to be routed to the first relevant coordinator, and then
H hops to reach the server. Thus, we have CRDCS′ =
rum · (

√
n/2 + H). Server advertisements require to

reach the perimeter entry node and traverse a bidirectional
perimeter limited by perimeter radius Rp. Thus, we have
CADCS′ = rac · (H + 3Rp). In addition, servers must mi-
grate their local data when they reach a critical distance to
their associated coordination point. Assuming an average
node speed of v̄, we have CMDCS′ = c · (v̄/d)[m/(c · p)].
Simplifying the total costs, we have:

TDCS = rum

„√
n

2
+ Lp

«
+ rpcLp (1)



TDCS′ = rum

„√
n

2
+ H

«
+ rac (H + 3 · Rp) +

vm

dp
(2)

Equations 6 and 7 contain a number of free parameters. For
a fair comparison of DCS/GPSR with DCS/BPR, we choose
reasonable values for a MANET scenario. We assume that
all data is updated with the same frequency (ra = rp = ru),
and that one server migration occurs every 10 seconds for
each coordination point1 (v/d = 0.1). Furthermore, we
limit the average number of hops to reach a server during the
second phase of routing to H = 3. This is consistent with
the assumption that servers will be located in the vicinity
of their respective coordination point. Finally, we assume a
packet has a capacity of p = 10 data objects. The simplifi-
cations applied to Equations (1) and (2) yields:

T ′
DCS = rum

„√
n

2
+ Lp

«
+ rucLp (3)

TDCS′ = rum

„√
n

2
+ 3

«
+ ruc (3 + 3 · Rp) + 0.01m (4)

We are particularly interested in the case where requests
occur in the vicinity of coordination points, such as in [3],
in contrast to a uniform distribution of requests analyzed
in [13]. For the latter, we get equal curves with no sig-
nificant difference. We vary the number of nodes up to
n = 1000 and assume that all update frequencies are 5 sec-
onds (ru = 5). Figure 3 shows the total communication
costs for both realizations of DCS. We can see that the av-
erage perimeter length Lp dictates the communication costs
for DCS/GPSR, because all request packets and PRP pack-
ets make a full turn around the perimeter. This is different
from BPR, where the size of the partial perimeter is always
limited by the perimeter radius Rp and requests consult the
first server information they find on a coordinator. There-
fore, costs increase only with the number of coordination
points.
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Figure 3. Communication Costs (Analytical)

1In reality, this value is probably large and depends on the speed and
mobility model of the network.

5.2 Experimental Evaluation

We now present a set of evaluation results to compare
the performance of DCS using our resilience mechanism
(DCS/BPR) with DCS/GPSR as proposed in [13]. We im-
plemented both variants of DCS in the network simulator
ns-2 using its wireless extensions based on 802.11. By de-
fault, we use a total area of 600 × 600 m2 with 150 nodes
communicating over a transmission range of 100 m. All
nodes move at 1.5 m/s according to the random waypoint
mobility model. During 90 s of simulation, randomly se-
lected clients issue a total of 1200 requests. We use 4 coor-
dination points by default, each located in the center of each
sub square of the area. The default perimeter radius in our
experiments is 3. We consider two metrics: communication
costs and success rate. Communication costs are defined as
the total number of packets sent during the simulation. For
both DCS/BPR and DCS/GPSR, this includes packets for
requests, advertisements, and the PRP. For DCS/BPR, the
success rate is defined as the fraction of requests success-
fully delivered to the correct server. For DCS/GPSR, the
success rate is defined as the fraction of packets that could
be delivered to the home node.

In Figure 4 through 6, we show the communication costs
for different numbers and speeds of nodes, and number of
requests, respectively. For each DCS variant, we display
three settings for the number of coordination points.

In Figure 4, DCS/BPR always performs better than
DCS/GPSR for the same number of coordination points.
This is because DCS/BPR requires fewer packets per re-
quest than DCS/GPSR, which is due to the fact that our in-
direction scheme distributes server information efficiently.
In contrast, DCS/GPSR requires more packets due to the
relatively high number of hops required for full perimeter
traversals. Note that for low node densities, DCS/BPR has
constant costs, in contrast to DCS/GPSR, due to the fixed
perimeter radius.
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Figure 5 shows that the speed has no significant effect



on the total number of packets required for both variants
of DCS. However, there is a small decrease towards higher
speeds, due to the fact that mobility-induced loss rate in-
creases (compare to Figure 8). Note that speed has no sig-
nificant impact on the number of packets required for our
DCS mechanism, which is in accordance with our design
goals.
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Figure 6 shows how a variation of the number of requests
affects both variants of DCS. We observe that even for few
requests, DCS/BPR performs better than DCS/GPSR. For
an increasing number of requests, we observe the quali-
tative behavior that was predicted by our analytical study
(Figure 3). Essentially, costs for DCS/BPR increase slower
than for DCS/GPSR. The reason is that each request using
DCS/BPR is able to quickly discover a coordinator, requir-
ing fewer packets than a request travelling a full perimeter
in DCS/GPSR.
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Note that in all of the previous figures, DCS/BPR re-
quires fewer packets than DCS/GPSR justifying the addi-
tional indirection in our approach.

The graphs in Figure 7 through 9 show the success rate
for a variation of the same parameters as in the previous
graphs.

Figure 7 shows that DCS/BPR has almost constant suc-
cess rate, which is better than that of DCS/GPSR. In par-
ticular, the success rate is almost unaffected by low node
densities, although we only require constant communica-
tion costs, as shown in Figure 4. This is due to our adver-
tisement strategy that effectively distributes server adver-
tisements in the vicinity of the related coordination point
at constant cost, because the perimeter radius is also con-
stant. For an increasing number of coordination points, the
success rate of DCS/GPSR drops well below 0.8, while the
success rate of DCS/BPR is almost unaffected.

0

0.2

0.4

0.6

0.8

1

100 150 200 250 300

f
r
a
c
t
i
o
n
 
o
f
 
d
e
l
i
v
e
r
e
d
 
r
e
q
u
e
s
t
s

number of nodes

DCS/BPR, cp = 1
DCS/BPR, cp = 4
DCS/BPR, cp = 9
DCS/GPSR, cp = 1
DCS/GPSR, cp = 4
DCS/GPSR, cp = 9

Figure 7. Success Rate (a)

Figure 8 shows that DCS/BPR has a larger success rate
than DCS/GPSR also for the same number of coordination
points. A small drop in the success rate can be observed,
however. This is due to mobility-induced routing failures,
which affects both variants of DCS to a similar extend. Note
that although we use an additional indirection in forwarding
requests, our success rate is better than that of DCS/GPSR.
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Figure 8. Success Rate (b)

The success rate for different numbers of requests is
shown in Figure 9. The number of packets successfully
delivered by DCS/BPR is constant across the whole spec-
trum and also for different numbers of coordination points.
Unlike DCS/GPSR, whose success rate drops significantly



when the number of coordination points increases. If more
coordination points are present, some of them are located
towards the border of the area. In that case, it is more likely
that small closed perimeter cannot be found by DCS/GPSR.
In contrast, DCS/BPR can cope well with that situation, be-
cause it uses partial perimeters.
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Figure 9. Success Rate (c)

6 Conclusion

This paper presented an efficient resilience scheme for
operating data centric storage in MANETs. We have
shown using analytical study and experimental results that
over a wide spectrum of MANET scenarios, DCS using
our resilience scheme outperforms DCS/GPSR as proposed
in [13] both with respect to the required communication
costs and the success rate of requests. Thus, our resilience
scheme provides a practical an efficient solution for DCS in
MANETs, which performs well for high rates of requests
and a large number of data items to be managed. The latter
makes it attractive for managing larger data repositories in
MANETs at very low communication costs. Future work
includes the design of a server migration protocol, which
is able to transparently migrate the data managed by one
server to another. On top of that, we plan to provide a ro-
bust resilience mechanism for data storage in MANETs that
may be used by a variety of higher-level data management
paradigms, such as DCS and location services.
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