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Summary

We present an improved prototype for the interactive localization and
recognition of objects for the blind by matching stereo images, orientation and
3D model information.

1.0 Introduction

The foundation of any orientation and navigation system for the blind is an
accurate determination of the user’s position and the location of objects within
his environment. This is also the reason why most available systems have
weaknesses or even fail. In order to address this problem, we previously
focused on indoor environments. One reason for this approach is that
localization within indoor environments is more difficult, since GPS signals are
normally unavailable. The second reason is that, if we can solve the
localization problem indoors, it should also be possible to solve it outdoors by
combining our assistant with the global positioning system.

Within the framework of the development of a widely applicable assistant
system for the blind [2, 10], we achieved recent advances in the interactive
localization accuracy of objects within indoor environments. This was
accomplished by combining data from cameras and from local inertial sensors
with 3D model building information.

2.0 Related Work

Commercially available navigation systems for the blind capable of covering
large areas, as well as navigation systems for sighted pedestrians, usually
suffer from the inexact localization of points of interest. This includes the
indefinite determination of the user’s own position. For many outdoor systems
(such as [8] or [13]), variance may amount to ten meters (approx. 33 feet) or
more, even if GPS signals are available and not blocked by trees or buildings.
Other positioning systems that allow high spatial resolution often require a
special infrastructure, or a system of pre-placed electronic beacons or visual
markers. This restricts the usable area and necessitates time-consuming



installations [1, 6, 7, 12]. There are integrated systems under development
that may be used both indoors and outdoors [9, 11], however indoor use also
requires special infrastructure.

3.0 Interactive Localization and Recognition of Objects for the Blind
3.1 Components of the Assistant System

Our current prototype of a navigation assistant system for the blind consists of
a sensor module and a portable computer. The sensor module, connected by
cable to the portable computer, consists of a stereo camera, and an inertial
sensor (MT9B by Xsens) that includes a 3D compass, a 3D gyroscope, and a
3D acceleration sensor. The portable computer can be carried in a backpack.
By using a keyboard the blind user can send inquiries concerning navigation
or objects locally to the portable computer, or via wireless connection, to a
server platform. Navigation advice and/or object descriptions are transmitted
acoustically to the blind user over a text-to-speech engine and loudspeaker.
For the deafblind the information is presented on a portable Braille display [4].
In both cases, the information is available in different languages [5]. We have
developed two different versions of the sensor module. One is hand-guided,
which can be moved like a combination flashlight/cellular phone, and the other
head-guided, integrated into a bicycle helmet at the request of blind users.
Both versions of the sensor module have their advantages and
disadvantages. The head-guided model affords hands-free operation, and
provides easier interpretation of sensor signals, since head movements are
typically less complex than movements of the hand. However, the helmet is
not as discreet as the hand-guided module.

3.2 Modeling for Object Recognition

To allow for object recognition by the blind, a 3D model of an indoor
environment is generated, and all objects of interest within are named. This
model is augmented by the addition of object features, including color and
size. This information is linked to other navigation support data, such as
room/office numbers and their occupants, and warnings about stairways,
revolving doors, and other potentially dangerous localities [3].

3.3 Localization and Object Identification

By using corresponding feature points within the stereo images of the real
indoor environment, we can detect walls and surfaces in these rooms and
determine the corresponding depth information of these points and objects.
The depth information enables us to draw conclusions concerning the current
position. The viewing direction is measured simultaneously using the inertial
sensor. We then relocate the 3D model according to this depth and orientation
information by minimizing the differences between measured distances and
model information. This step of the algorithm can be done close to real-time
demands, if feature points within the images can be found. In the worst case
of homogenous colored walls without any texture, the user may be asked to
turn a little until an edge or a part of a texture can be detected. Under normal



office conditions the matching can be done in less than a second, and the
blind user can start immediately to identify objects by pointing or looking at
them.

4.0 Results

We have developed an improved prototype of our orientation and navigation
assistant for the blind, which allows the user to detect objects interactively. If
the object is part of a 3D environment model, and has the same position as
the real object, the name and pertinent object features can be transmitted
immediately to the blind user over the text-to-speech engine or the portable
Braille display. Using our system blind people are able to identify objects just
by pointing at them. If there is no model of the object, we can at least give
information about the available distance, the size, and the color of the object.
We can also detect if a door is open or closed.

Compared to our previously-presented prototype [2], the depth information of
feature points significantly improves location accuracy. Our method is image-
based. Accurate localization is dependent upon the distance of the object, the
lighting conditions, and the texture of the environment. In normal lighting and
in a typical room environment, accuracy up to twenty centimeters can be
achieved. It should be emphasized that no further infrastructure is needed
when the starting point (e.g. the room number) within the model is known.

5.0 Discussion and Future Work

Based on these results, improved navigation and orientation options can be
offered to the blind, provided that the many maps and 3D models in existence
worldwide are accessible to the blind. When the starting point is known, the
blind user can immediately start to use our system. In the future we will try to
identify the starting point as well, by image comparison and plausible
assumption based upon the history of previous locations. To provide
additional cues regarding the current location, we are using WiFi signals
indoors and GPS signals outdoors.

One of the next steps will be to update the model to reflect any changes, e.g.,
if a chair is moved to a new location. The comparison of the image content
with orientation and acceleration information can also be used to distinguish
between movements of the user and movements within the environment like
approaching persons. Furthermore we have started to recognize persons and
faces. To do this reliably and interactively with portable devices we have to
wait for the next powerful processor generation.

We are aware of the fact that the ergonomics of our system has to be
optimized so that the device can be used more discreetly. This could be done
through integration into clothes, into a pair of glasses, or even into jewelry.

6.0 Conclusion

By the integration of sensors that are comparable to human senses in
combination with detailed 3D environment models, we came one step closer
to our goal of an assistant system for the blind that is in a wide range
independent of any infrastructure. Therefore, our assistant system can be the



basis of a worldwide navigation system that allows blind people to investigate
unknown environments on their own without help from other persons.
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