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ABSTRACT
Energy efficiency is usually achieved by reducing the energy
consumption as far as possible. With the growing amount
of renewable energy sources, energy efficient usage also has
to consider what kind of and when power is consumed. By
matching the availability of electrical power with the current
demands, the amount of unused energy and therefore overall
energy production can be reduced. The so called smart grid
aims to provide this matching with a broad deployment of
smart meters to acquire the current demand. However, cur-
rent approaches to the smart grid cannot handle the huge
amount of sensors and energy sources involved in a scalable
way. Most data acquisition systems focus on the lookup and
reading of single sensors and therefore do not fit the require-
ments of a large scale power grid simulation. We propose a
Global Sensor Grid (GSG) which provides consumers with
data preprocessed to their needs instead of delivering raw
sensor data. With this decoupling from the actual sensors,
multiple consumers can benefit from improvements in data
acquisition and avoidance of the redundant processing of
data by each consumer. By integrating so-called diagnostic
simulations into the GSG, gaps in sensor coverage can be
filled with higher precision than normal interpolation.

Categories and Subject Descriptors
C.2.4 [Computer Systems Organization]: Computer Com-
munication Networks—Distributed Systems

General Terms
Algorithms, Management, Performance
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1. INTRODUCTION
With the increasing deployment of sensors and sensor net-
works it has become possible to use their data for a wide
range of applications on a global scale [1, 2, 3]. Especially

the simulation of global weather has gained interest over re-
cent years. With the increasing deployment of renewable
energy sources their power output strongly depends on the
current wind and light conditions. Up to now, the required
atmospheric data has been mostly provided by weather fore-
casts. Such forecasts involve very complex simulations and
therefore take a long time to provide the required data.

In contrast to these forecasts, so-called diagnostic simula-
tions (DS) are used to provide data for regions where no
sensor measurements are available. Diagnostic simulations
run in real-time parallel to the real world. By continuously
integrating current sensor measurements the simulation con-
verges towards the real world. Accurate data can thereby
be provided for virtually every point in the observed area
in real-time. However, as the resolution of such simulations
increases, a huge amount of data has to be stored and pro-
cessed. In the context of wind fields, for example, future
systems aim to provide a spacial resolution of 5 meters to
cover local turbulences, resulting in over 20 bn data points
worldwide. This also requires high bandwidth to the appli-
cations that use those wind fields in a high resolution.

Existing global sensing systems lack support for the integra-
tion of diagnostic simulations. Although they are designed
for a high number of sensors, the number of data points from
a diagnostic simulation is still orders of magnitude higher
than the number of sensors supported. The synchronization
between and distribution among brokers in a sensing system,
which are required to get the highest quality results from the
DS, are not supported at all. The GSG is designed to di-
rectly address these requirements and provide the necessary
methods for runnign distributed diagnostic simulations.

In this poster we present an overview of the Global Sensor
Grid and the integration of diagnostic simulations into it.
Research challenges that have to be faced in order to pro-
vide data required for efficient operation of renewable energy
sources and other components of the smart grid are pointed
out. In addition, approaches to reduce the power consump-
tion of the Global Sensor Grid itself are introduced.

2. THE GLOBAL SENSOR GRID
The Global Sensor Grid consists of three main parts: the
sensors at the lowest level, the consumer that queries the
data, and a broker network of computing nodes that con-
nects the two other parts. Sensors include all types that are
currently deployed in the field ranging from single very com-



plex ones like weather stations over smart meters to simple
small sensor nodes in a wireless sensor network (WSN). To
address the scarcity of resources of the sensors, data is not
sent directly to the end user but is rather reused to supply
multiple users at once.

The consumers that use the GSG as a source of informa-
tion usually pose their request as a continuous query. Such
a query at least consists of the area of interest, the type
of sensors to query, and either a fixed update interval or
a predicate that specifies when new information should be
sent. Some consumers, like simulations, require a complete
grid of measurements even if the area of interest does not
provide full sensor coverage. The GSG closes this gap with
diagnostic simulations to provide a high density of informa-
tion for the whole observed area. Consumers can also spec-
ify the required spatial resolution of the DS. By integrating
such diagnostic simulations directly into the Global Sensor
Grid, multiple applications can benefit from the increased
measurement density without additional effort. To find an
optimal partitioning of the observed area to brokers, algo-
rithms and methods from domain decomposition approaches
are combined with those for load distribution found in peer
to peer systems.

All the aforementioned processing will be performed by a
Global Sensor Grid Middleware (GSGM) which is executed
on the nodes of the broker network. The tasks of the GSGM
comprise the execution of diagnostic simulations, the divi-
sion of the whole observed area amongst nodes, and the rout-
ing of queries and results. Especially the routing in the over-
lay network formed by broker nodes poses new challenges
since the diagnostic simulations introduce new dependen-
cies between neighboring nodes to synchronize their bound-
ary conditions. These horizontal dependencies are also not
supported by other sensor middleware approaches because
their queries each usually form a cycle free query graph.

3. RESEARCH CHALLENGES
The greatest challenge that has to be faced for the Global
Sensor Grid is of course the huge amount of data in the sys-
tem. The synchronization of boundary conditions between
the brokers of the GSG, required to conserve the accuracy
of the simulation, even introduces additional traffic. Tradi-
tional content delivery approaches do not suit this task since
consumers can request information from arbitrary areas and
not specified channels. Furthermore, traditional in-network
processing approaches that aggregate data cannot be used
because consumers require all measurements rather than an
aggregated estimation. However, since many queries overlap
there is still potential for data reduction by identifying the
intersecting parts of queries and reusing partial results for
multiple consumers. To achieve this, requested grids have
to be aligned despite different mesh resolution and query
boundaries. The trade-off between maximal data reduction
and minimal latency depending on the degree of reuse has
to be found.

Another problem is the huge and massively increasing num-
ber of sensors available worldwide. There are already bil-
lions of mobile phones equipped with sensors, wireless sensor
networks for habitat and building monitoring, weather sta-
tions, surveillance devices and many more present. With the

comprehensive deployment of smart meters and the ongoing
web-enablement of sensors, the management and lookup of
this huge number of devices becomes very difficult. Again,
while existing approaches can be used to provide the lookup
of single sensors, they do not support the identification of
reusable data sources. Even if these sources could be identi-
fied, the question remains in which way to route the results
between them. Additionally, energy constrained sensing de-
vices have to be used as efficiently as possible to ensure a
possibly long operating time.

Latency is one of the most important QoS properties for the
efficient control of the smart grid and other smart environ-
ment approaches. In a globally distributed system like the
GSG, the provision of low latency results becomes a chal-
lenge. On the global scale, signal propagation delays become
an important factor. And as the number of brokers increases
with more sensors and higher resolution of data, the num-
ber of intermediate hops in the broker network also grows.
One approach to compensate the communication latency are
predictors, which provide the capability to provide real-time
estimates of measurements to consumers. They have origi-
nally been introduced in the domain of WSN [4, 5] to reduce
communication, which is also essential for the GSG.

We will further investigate the challenges in cooperation
with other projects of the Stuttgart Research Centre and
Cluster of Excellence SimTech. Especially the distributed
diagnostic simulation of wind fields as foundation for dis-
persion simulations is currently in our focus. Such wind
fields also provide the input for power output prediction of
wind power stations.
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