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Abstract—Mobile Ad Hoc Networks (MANETSs) allow com-
munication between moving nodes without using infrastructure
like access points, stationary routers or GPS. This offers new
communication opportunities, especially in challenging environ-
ments. To communicate in MANETs we often need routing
functionality, which usually provides unicast-based best effort
packet delivery. Publish/Subscribe (Pub/Sub) is a well known
and powerful paradigm that provides higher expressiveness than
unicast routing. It decouples senders from receivers and allows
information exchange between network nodes that offer certain
data (called publishers) and nodes that declare their interest in
data of some pattern (called subscribers). Especially in MANET
applications, Pub/Sub provides useful functionality to support
realistic scenarios and novel applications.

This paper proposes a new algorithm called 7PSR, tailored to
efficiently support Pub/Sub in MANETS. It is based mainly on
two principles: ¢) it uses the dissemination of subscriptions to
create source routes; and i) it uses the signal strength messages
are received with, to optimize routes in terms of striking a good
balance between long routes and fragile routes. Simulations based
on ns-2 demonstrate its performance, in comparison with flooding
and unicast-based solutions.

I. INTRODUCTION

Publish/Subscribe (Pub/Sub) with support for content-based
routing has evolved as a key paradigm for building applications
of the Internet’s Next Generation to gather and exchange
data in loosely coupled and cooperating applications. For
instance, event processing tools [1], [2] used in data analysis
for stock exchange, traffic monitoring, and logistics heavily
rely on Pub/Sub to efficiently collect information such as
sensor readings. Events disseminated with Pub/Sub may serve
as actions to trigger real-time adaptation of (physical) appli-
cation processes, €.g., trigger an alarm if the sensor value has
exceeded a critical threshold [3] or support the detection and
exchange of traffic congestion situations [4] (we refer to a
detailed overview of many more applications to [3], [5]).

In particular, every piece of information disseminated by
Pub/Sub may be of interest to a different set of application
components (subscribers). For instance, some components re-
act only to low temperature readings while others are only in-
terested in high temperature readings. By utilizing the diversity
of interest and providing expressive subscription languages as
well as advanced methods for routing, filtering and matching,
research on infrastructure-based Publish/Subscribe systems
(e.g., [5]-[11]) has established methods to significantly in-
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crease the data capacity and rates that can be accommodated
between dependent application components.

This property is particularly desirable in a resource sparse
environment such as Mobile Ad hoc Networks (MANETS).
In a MANET, nodes cannot rely on a dedicated broker and
network infrastructure, but are in charge to build up their
own communication infrastructure. MANETS can be seen as
an integral part of Future Networks to i) backup critical
communication infrastructure by extending the communication
range of the infrastructure and i) support the energy efficient
integration of sensor readings and measurements. For instance,
the reliability of emergency services for extreme catastrophes
may in the future greatly benefit from Ad hoc networks
even operating when a large portion of the infrastructure
has failed [12]. With the advent of Public Sensing, Ad hoc
communication between mobile users has shown to have
great potential to reduce the energy required to fulfill sensing
tasks [13] and thus to integrate sensor streams in applications
dependent on them.

However, the lack of infrastructure in MANETs makes
it also extremely challenging to realize Publish/Subscribe
efficiently in such an environment. Whereas the design goals
of Pub/Sub systems include speed, flexibility and decoupling
(between subscribers and publishers) [14], in the setting of
MANETSs these goals must be extended to address the en-
vironment constraints, in particular the number of packets
sent which adversely impact devices lifetime. One of the
most challenging characteristics of MANETS is mobility, since
nodes are expected to do arbitrary movements. Although
we can usually make some assumptions like estimating a
maximum node speed, we often cannot rely on any kind
of stationary nodes. Hence a good approach must cope with
broken routes, lost packets, lack of position information and
low energy consumption of mobile nodes. Providing all this at
the same time is not easy and is often a balancing act between
opposing design goals.

In this paper, we present the Tree-based Power-aware
Source Routing (TPSR) protocol. TPSR is an alternative that
aims to be more generic than existing solutions.

II. SYSTEM MODEL & PROBLEM DESCRIPTION

A MANET consists of a number of mobile, portable devices
with a mobile power source (e.g., a battery). We assume that
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Fig. 1. Publish/Subscribe system model

nodes communicate by 2-way radio with other nodes that are
within their transmission range. Moreover, they do not depend
on infrastructure, so we cannot assume that stationary routers
or GPS that provides location information, are available.

Publish/Subscribe is an asynchronous message delivery
paradigm [15], [16], typically realized as middleware provid-
ing Publish() and Subscribe() methods to the application, as
depicted in Fig. 1.

An application calls Subscribe(s) to declare its interest in
publications satisfying some constraints set s (a subscription);
from a Pub/Sub system perspective, the node where the
application is running becomes a subscriber. Accordingly, a
publisher is a node that offers some publication p to sub-
scribers by calling Publish(p). The goal of the Pub/Sub system
is to deliver p to subscribers with matching subscriptions by
triggering the Deliver(p) up-call.

The two most popular Pub/Sub paradigms are topic-based
and content-based. The topic-based paradigm follows a chan-
nel model, with publications and subscriptions using a limited
and well-known set of channel ids as the matching constraint.
In contrast, content-based Pub/Sub uses arbitrary constraints
over the publication attributes and values (e.g., value ranges)
and hence is more expressive than topic-based. In this paper,
we focus on the content-based paradigm.

The development of a generic content-based system for
MANETs must address several challenges. The Pub/Sub sys-
tem must keep track of every subscription, but nodes can
run out of battery, become outside of network coverage or
be shutdown. This unreliability invalidates any attempt to
centralize subscription information. Node movement amplifies
this problem given that, for each publication, a route must
be found for each interested subscriber. While many solu-
tions [17]-[19] try to reduce these challenges by restricting
movement patterns or assume that subscriptions overlap, this
paper proposes a more generic solution that takes advantage of
additional information made available at network interfaces.

III. RELATED WORK

Early Publish/Subscribe systems (e.g., [15]) usually fol-
lowed the topic-based subscription model and some of them
have emerged to industrial grade solutions [14], [20]. Most
existing Pub/Sub systems have been designed for wired net-
works (examples are [5]-[8] to name a few). Much of the
related research focuses on their optimization, e.g., to satisfy
latency requirements [9], [10] or to minimize bandwidth
usage [11]. Enhanced versions like [21], [22] allow publishers
and subscribers to migrate their location. They assume that

central parts of the wired network (which routes most of the
traffic) changes very rarely, while, e.g., a subscriber may check
out, travel to a different location, check in there and gets
delivered relevant publications that have been issued while he
was offline.

Solutions like [17]-[19] aim to the case where the mobile
network obeys certain restrictions, like having some stationary
nodes or follow certain movement patterns. Such restrictions
reduce the effort, e.g., stationary nodes can act as a statically
assigned routing overlay. However, for the wide application
scenarios that have been anticipated for MANETSs, those
restrictions do not always apply, which opts for a more
generic approach. In [23], a gossiping protocol tailored for
Pub/Sub is presented. However, it follows a proactive event
routing approach and does not consider subscription updates.
This penalizes both the network lifetime and applicability,
especially in the more general scenarios where the role or
interests of each participant may change with time. The use of
an ODMRP [24] dissemination tree and Bloom filters to merge
similar subscriptions is proposed in [25]. Merging contributes
to improve efficiency but limits subscription expressiveness
as, in practice, it emulates a content-based model with a topic-
based one. The work described in [26] uses MAODYV to enable
content-based routing. Their main focus is on efficiently man-
aging topology changes. They use a multicast-based routing
tree and support limited subscriptions expressiveness.

To disseminate information in MANETSs, flooding is a
widely used technique, for example for route discovery [27],
[28] and a similar approach can be used for disseminating
subscriptions, especially when the identity and location of the
publishers is unknown. In flooding, each node retransmits the
same message once, which results in an excessive number of
retransmissions consuming non negligible amounts of battery
and bandwidth [29]. This effort can be reduced with a careful
selection of the nodes that retransmit. In PAMPA [30], for
example, nodes use the Received Signal Strength Indicator
(RSSI) to determine the extent of their listening period, with
nodes receiving messages with a lower RSSI (i.e., more distant
from the source) to wait less. A node retransmits only if
during its listening period, less than a predefined number
of duplicates were received. A similar approach for node
selection is proposed in [31] although as an alternative to
source route or distance vector routing protocols for MANETS.
Delay tolerant networks may avoid flooding by relying on
the node movement for message propagation to its 1-hop
neighbors (e.g., [32]). However, it should be noted that energy
savings are gained at the cost of an increase in latency.

IV. TPSR

The Tree-based Power-aware Source Routing (TPSR) proto-
col consists of two parts: a subscription dissemination mech-
anism and a publication delivery mechanism. Subscriptions
are flooded to the network. Like in source routing protocols
(e.g., DSR [28]) the flooding is simultaneously used by nodes
to learn routes to the subscriber. Both the route and the



subscription information are stored by every node in their local
subscription table.

A recipient of some publication p is a node whose subscrip-
tion matches p. The list of recipients and a route to access each
of them is retrieved by the publisher from its local subscription
table. Note that routes to several recipients may share the same
next hop. For each publication, the publisher delivers a single
copy of the publication and a list of recipients to each next hop,
who then becomes responsible for forwarding the publication
to these nodes. The following sections detail this simplified
description of TPSR.

A. Subscription dissemination

A subscription message is broadcast by subscribers and
flooded to the network. The message contains subscription
filter, subscriber ID and serial number immutable fields. The
minimum RSSI (Received Signal Strength) field is updated by
any node with the minimum between the value originally in
the field and the signal strength with which the message was
received by the node. Finally, each node appends its own ID
to the source route field, effectively creating a route between
the subscriber and any node that receives the message. This
is the route that will be used for delivering publications. This
mechanism is usually named source routing. Source routing
is effective if the route does not become broken between
the moment the subscription is flooded and the moment at
which the publication is delivered. However, in MANETS, a
number of events, like node movement, interferences or node
disconnection can result in route disruption. TPSR puts in
place a number of mechanisms to prevent publications from
not being delivered due to these events. One is subscription
refreshing, periodically triggered by subscribers by repeating
the dissemination of the subscription. The more frequently
subscriptions are refreshed, the less likely will a route be-
come broken before the delivery of a publication. However,
subscription refreshing is a costly operation as it requires
retransmissions from a large number of nodes. To address this
problem, subscriptions are flooded using a variation of the
PAMPA [30] broadcast algorithm that puts additional care in
the mechanisms that lead to the definition of the source routes.

The broadcast nature of the wireless medium makes very
likely that each node receives multiple copies of the same mes-
sage, each retransmitted by a different node. Therefore, each
node could learn different routes to the subscriber. However,
these routes would perform differently, with some being longer
or more likely to break due to node movement than others
(see [18] for an example of a routing protocol addressing the
problem). PAMPA reduces the number of retransmissions by
inhibiting the retransmission of some message m by nodes
that listen to enough retransmissions of m from other nodes.
The listening period is locally determined by each node and is
proportional to the RSSI. Therefore, a lower delay (expected
on nodes more distant from the source) has a higher probability
of retransmission. As a result, routes discovered by PAMPA
tend to be composed by very distant nodes, which are more

likely to become outside transmission range in a small time
frame.

TPSR extends the original PAMPA algorithm by estimating
the quality of each route. The goal is to have TPSR creating
source routes that are assumed to provide a working route
between subscribers and publishers for a reasonable amount
of time (before nodes moved too much and the route is
destroyed), while ensuring that the number of hops is small
(thus reducing the number of retransmissions). To achieve this
goal, TPSR prefers hops at an intermediate target distance,
which are not too close to the maximum receive distance
(fragile routes) and not too close to the previous node (longer
routes). Determining a good target distance is challenging and
depends of a number of factors like node speed, transmission
range and signal attenuation. This issue is further addressed
in Sec. V.

In PAMPA, the wait time is locally determined at each node
by a function del(RSSI) = kx RSSI, with k being a constant
that maps RSSI units on time. For simplicity, in this paper
we assume an estimated mapping of the RSSI on distance
[33] on a network of homogeneous nodes and use function
del(d) = k' x d which instead accepts the distance as its
input parameter. For TPSR, we want to find a formula del’(d),
tailored to have nodes that are at an intermediate value of
the transmission range to retransmit first, thus increasing their
probability of participating in the route. This paper uses a
function del’(d) given by Eq. 1.

2
delpan % (41— (di) d < dy
del! (d)= 7,
delmaz x =1+ (%)) 2 d
dt
(1

The function uses constants del,,qz, dmar and dy rep-
resenting respectively the maximum delay, the maximum
transmission range and the target distance (i.e., the ideal
location of the nodes that should retransmit). Function del’(d)
squares the ratio d% to reduce the probability of collisions
from nodes in proximity and which would therefore, get a
very similar delay value. Figure 2 depicts instances of del’(d)
function for different values of d; when d,,.. = 250 m
and delyq, = 0.2 s. In real deployments, RSSI readings
are expected to be distorted by factors like distinct antenna
gains and transmission power of the nodes and interference.
However, it should be noted that their impact is limited as they,
although changing the set of nodes selected by the algorithm
for retransmission, do not prevent message propagation.

TPSR delay function improves the quality of the routes
learnt by each node. However, it does not prevent each
node from receiving multiple copies of a subscription, each
from a different neighbor and therefore, providing a different
route. The subscription table stores a single route for each
subscription as the benefits of keeping several routes in the
presence of node movement are not clear [34]. Routes are
updated during subscription renewal. Routes received concur-
rently from the same subscription renewal are evaluated by
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procedure CREATERTJOBS(Recipients)
> Invoked by nodes preparing to broadcast publication message
DELIVERPUBLICATIONTOME() > Check if node is subscriber
routeJobs <— EmptyMap()
delaylndex < 0
for all r € Recipients do
if r # ThisNode() then
nextHop <« (subscriptionTable[r] — nextHop())
if nextHop ¢ routeJobs then
routeJobs[nextHop] +— NewJob(delaylndex)
delaylndex <— delaylndex + 1
end if
routeJobs[nextHop] — insert(r)
end if
end for
return routeJobs

end procedure

Fig. 3. Algorithm to create route jobs

their length and minimum RSSI. Source routes carried on
subscription dissemination are equally used to update routes to
other subscribers present in the subscription table and that have
forwarded the message. Routes are unconditionally updated as
the newer route represents a more recent view of the network.
An interesting side effect is that the probability of routes
to different destinations to partially share the same path is
increased. A benefit that will become visible once we discuss
event routing.

B. Event routing

Publishers check which subscriptions match each particular
publication by querying their local subscription table. For each
recipient, the publisher uses the stored route to determine the
addressee for the recipient, that is, the next hop that should
be traversed by the publication so that it gets delivered to
the recipient. A route job is a list of recipients sharing a
single addressee. The algorithm depicted in Fig. 3 shows
how route jobs are created. In addition to the publication
itself, the publication message contains a minimum RSSI field
analogous to the field with the same name in the subscription
dissemination message and a list of route jobs, indexed by
addressee.

The publication message is broadcast by the publisher to its
1-hop neighbors. The addressees receiving the message deliver

Fig. 4. Tree-based publication delivery by TPSR

the publication to the application layer if they are interested
subscribers. In addition, they repeat the algorithm followed by
the publisher for the recipients in its route job. That is, they )
update the minimum RSSI field, if the signal strength of the
message was lower than the one on the field of the incoming
publication message; i) prepare a new array of route jobs, de-
termined from their local subscription table; iii) prepare a new
message containing both the publication and the route jobs list;
and iv) broadcast this message to their 1-hop neighbors. To
avoid collisions, resulting from concurrent retransmissions by
addressees, each route job includes a unique delayIndex, which
is an integer incremented by the sender and that is mapped by
each addressee on a delay to be applied to its retransmission.

Figure 4 exemplifies the tree-based structures created during
the delivery of publications and that justify the name of
the protocol. In this figure, the publisher (P) broadcasts a
publication message containing the publication and two route
jobs, whose addressees are nodes Al and A2, containing
respectively subscribers {S1} and {S2,S3}. Addressee Al
would then forward a publication message with a single
route job for addressee S1. A2 in turn would create a new
publication message with two route jobs, one for S2 and
another for S3.

Publishers and addressees monitor the network to ensure
the continuation of the propagation of the publications. Due
to node movement, some of the addressees may no longer
be in transmission range, thus creating broken links in the
propagation tree. A node that sent a route job expects to
receive the message the addressee forwards. Otherwise, it
retries a fixed number of times. As a last resort, the publication
is broadcast to the network using PAMPA.

C. Maintaining source routes

In spite of the node selection criteria followed during
subscription dissemination, routes can still break due to node
movement. TPSR implements two mechanisms to keep sub-
scription tables with updated routes. As stated in the last
section, when a route job cannot be delivered after several
tries, it uses as its last option PAMPA to get the publication
delivered. If a subscriber receives a publication from PAMPA,
it will immediately reissue a subscription. This is justified
by the assumption that at least one route from a publisher
is permanently broken. Of course this assumption may not be
true. For example a high collision rate may also be interpreted



as a broken route. However, simulation results suggest that this
assumption holds in the majority of the cases. We call this
“reactive route repair”’ because the algorithm reacts by trying
to repair broken routes.

The proactive approach permanently monitors the quality
of the routes. Publication messages carry the minimal signal
strength of the route. This value is updated by every addressee
and delivered to the recipient together with the publication.
A minimal RSSI value below some threshold will trigger a
subscription renewal at the recipient. Establishing a threshold
is not trivial. An early renewal increases network traffic. On
the other hand, a late renewal gives no benefit and will force
addressees to broadcast publications. A reasonable threshold
probably also depends on the expected node speed (because
speed is expected to destroy routes faster), the publishing rate
(which influences the sampling rate at which route quality can
be checked) and the movement model. Addressing these issues
is left as future work.

V. EVALUATION

Evaluation focuses on two aspects: i) the success of TPSR
in delivering publications to the interested subscribers and;
11) the resources consumed by the network participants. The
former is evaluated by the delivery rate metric, defined as
the proportion of publications that were successfully delivered
to interested subscribers. That is, let s, be the number of
subscribers known to be interested in some publication p
and 7, be the number of interested subscribers receiving
publication p. The delivery ratio dr is therefore defined by

dr = ﬁ x Y 2, where P is the set of publications issued
vpeP P
during a simulation.

It has been shown (e.g. in [35]) that the number of trans-
missions significantly affects the lifetime of the devices. In
addition, transmissions occupy air time and consume band-
width and therefore, impact network performance. The second
metric used is the total number of transmissions, performed
by all nodes in the network.

The performance of TPSR was evaluated using the ns-2
network simulator in a number of different scenarios, whose
parameters are summarized in Tbl. I. Values in [] represent
the default value used when the other variable parameters
are changed. TPSR was configured so that nodes decide
not to retransmit if they listen to 3 copies of the message.
Elsewhere [30], it was shown that this value provides a good
tradeoff between delivery ratio and power consumption.

Results presented in this section are the average of 10 sim-
ulations in identical conditions using different randomization
seeds and instances of the random waypoint movement pattern.
Error bars in plots show the minimum and the maximum
values out of the set of 10 simulations.

TPSR is compared with P-PUBS, a control approach which
consists in naively flooding all publications, thus avoiding the
overhead induced by subscription dissemination. P-PUBS uses
PAMPA as the flooding algorithm with nodes configured to not
retransmit after listening to two retransmissions. The interested
reader is referred to [36] for an extended evaluation of TPSR.

Attribute Value [Default]
Node density 50 to 200 nodes/km? [140]
Max. node speed 0 to 10 m/s [3]
Publishing rate 0.5 publications/s/publisher
RWP pause time 200 s
Number of publishers 10
Number of subscribers 10
Number of nodes 200
Target distance of TPSR 0 to 250 m [180]
Max. receive distance 250 m
Network links 11 MBit/s @914 MHz
Transmission power 25 dBm
Antenna gain 1
ns-2 propagation model TwoRayGround
TABLE I

SIMULATION PARAMETERS

By default, nodes renew their subscriptions every 200 s.
The subscription interval can be lower due to the need to
rebuild source routes or by a node decision to change its
subscription. Nodes re-evaluate their subscription every 60 s.
To approach the simulations to realistic scenarios, for exam-
ple, to applications using geo-referencing, the subscription is
probabilistically biased by the node location.

A. Finding a good target distance

While nodes can easily obtain the RSSI for a message, de-
riving a distance from this value is hard. For real deployments,
[37] proposes RSSI = P, x (%)n X c9 as an estimation with
device specific factors being the transmission power P, and
constants ¢, co and n. In particular, using our evaluation setup
n =2 and ¢; X /P, X co = 0.01386645232. Therefore, our

evaluation of TPSR estimates the distance by the simplified
formula d — 0.013865645232.

As discussed before, the target distance d; impacts the num-
ber of retransmissions and route stability. However, several
other parameters influence on route stability and therefore on
an adequate target distance. Examples are:

o Speed, since this influences how long a route is usable

o Subscription rate, influences route rebuild frequency

o Publication rate, which influences how many times a
route can be used

As speed is supposed to have the biggest influence, we
evaluated the impact of this parameter on the target distance.
Figure 5a depicts the number of packets sent for different
target distances and maximum speeds, using the default eval-
uation parameters. As expected, plots show that the number
of retransmissions increase with the speed and target distance.
The performance at all speeds appears to degrade more sharply
for target distances above 180 m. Therefore, this will be the
target distance used in the remaining simulations.
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Fig. 5. TPSR simulation results

B. Speed and Node density

Figures 5b and 5c¢ compare the number of packets sent and
the delivery ratio between TPSR and P-PUBS for distinct node
densities and speeds. Plots show that TPSR is able to provide
a delivery rate comparable to flooding although transmitting
significantly less messages. The poor performance of the
flooding approach in low node densities suggests that these
scenarios are affected by network partitions. The number of
transmissions of P-PUBS confirm the results presented in [30],

specifically, that PAMPA self-adapts the number of nodes
required to retransmit to the node density. Because TPSR
uses PAMPA to flood subscriptions, a similar pattern is found
when node density is varied. However, TPSR always requires
a lower number of retransmissions, what suggests that the
cost of flooding the subscriptions is rapidly compensated by
the publications delivery mechanism. The growing number of
retransmissions required by TPSR with an increasing average
node speed supports this conclusion. As nodes move faster,
routes tend to break more often and TPSR initiates an higher
number of flooding operations to repair them. The curve
patterns suggest that at some speed above 10 m/s it would
be preferable to rely on P-PUBS. Estimating this point is left
for future work.

C. Performance of unicast-based protocols

Although specifically tailored for a Pub/Sub environment,
TPSR implicitly defines a new routing protocol for MANETS.
Hence it is important to understand if some other routing
protocol could not be used for the publications delivery.
Figure 6 compares the performance of AODV and DSR, two
well known representatives of unicast-based routing protocols,
with P-PUBS(1) and P-PUBS(2) which configure PAMPA
to avoid retransmissions from nodes listening respectively to
1 and 2 retransmissions. The most favorable conditions for
unicast protocols were chosen for this test. In particular, a
single subscriber exists for each publication, meaning that
a single unicast message must be delivered per publication.
The scenario considers 10 publishers, 4 subscribers and a
publication ratio of 0.5 publications per second per publisher
on a 11 MBit/s Ad hoc network. To avoid any bias concerning
subscription dissemination, it was assumed that nodes have in
advance all knowledge about the filters of the subscribers. In
brief, for each publication he produces, the publisher will be
required to send it to one subscriber, known in advance.

Results show that in the general case, flooding a message
to all nodes is more efficient, both in the number of retrans-
missions and in the delivery ratio, than sending it only to a
single recipient using unicast routing. This result supports our
decision to develop TPSR and compare its performance with
P-PUBS. The poor performance of both AODV and DSR is
attributed to the observed high packet loss rates. In the major-
ity of the cases, when a packet could not be delivered using
an old route, both AODV and DSR initiate a route discovery.
However, route discovery packets are flooded to the network.
A small number of concurrent route discoveries will result
in a non-negligible number of collisions and in contention, a
phenomenon usually coined as broadcast storm [29] and which
is known to further degrade throughput.

VI. CONCLUSIONS AND FUTURE WORK

Although challenging, Pub/Sub in MANETSs can provide a
valuable contribution to support different kinds of applications.
This is especially true for scenarios where network infrastruc-
ture is not present or not working. Existing MANET solutions
are often quite restrictive in respect to node movement or
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subscription patterns. Likewise, at least for some scenarios,
AODV and DSR cannot offer decent performance.

This paper presented TPSR, a novel content-based Pub/Sub
protocol specifically tailored for MANETs. The protocol
floods subscriptions and uses the flooding to establish source
routes to the subscriber. In addition, a number of mechanisms
was put in place to efficiently repair broken routes. Simulation
results have shown that in many cases, TPSR outperforms both
publication flooding and their delivery using unicast routing
protocols.

As part of future work, we plan to implement a local
route repair mechanism to further avoid flooding operations.
Another improvement would be to make the subscription for-
warding delay to self-adapt to the detected network conditions.
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