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ABSTRACT

The recently published IEEE 802.1Qbv standard specifies enhance-
ments for providing real-time communication guarantees for time-
triggered flows while also handling best-effort traffic in a converged
Ethernet network. The enhancements include a programmable time-
based gating mechanism for stipulating which of the queues of an
egress port are available for transmission at any given point of
time. By appropriately programming (opening and closing) these
gates, the traversal of packets through the network can be con-
trolled to precisely follow a precomputed schedule that satisfies
the timing constraints of the time-triggered flows. Computing such
transmission schedules requires routing of the flows in the first
step, followed by the computation of gate schedules for the flows
along their respective routes. So far off-the-shelf algorithms like
shortest path routing, which optimize the number of hops over
which flows are routed, have been used for computing routes for
the time-triggered traffic. In this paper, we explore how the rout-
ing of time-triggered flows affects their schedulability. Moreover,
we identify additional parameters that must be considered while
routing time-triggered traffic and propose ILP-based algorithms
for the purpose. Our evaluations show that the proposed routing
algorithms could improve the slack in the computed schedules by
upto 60 % and 30 % compared to shortest path routing and equal cost
multi-pathing (ECMP), respectively, and, thus, increase the capacity
of the network to accommodate more time-triggered traffic.
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1 INTRODUCTION

The IEEE Time-sensitive Networking (TSN) Task Group has re-
cently standardized enhancements (referred to as IEEE 802.1Qbv)
for handling scheduled traffic in Ethernet networks as a part of
Time-sensitive Networking [4]. This standard targets applications
requiring deterministic network latency and jitter for their time-
triggered (periodic) communication flows, for instance, to support
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the networked control systems used in industrial automation. In-
stead of using dedicated field-bus networks for providing real-time
guarantees for such time-sensitive traffic, the incorporated enhance-
ments facilitate a converged Ethernet network which transports
time-triggered traffic along with best-effort traffic. The enhance-
ments primarily specify a programmable time-based gating mecha-
nism for the Ethernet switches that stipulates which of the queues of
the egress ports are available for transmission. By using this mecha-
nism in combination with clock synchronization protocols, like the
Precision Time Protocol (PTP) or the IEEE 802.1AS, transmission
of packets through each node in the network can be controlled to
precisely follow a precomputed schedule which satisfies the timing
constraints of the time-triggered flows.

While the standards specify the behaviour of these enhance-
ments, the resulting scheduling problem in these networks is
still open for research. Few initial solutions have been proposed
for computing the transmission schedules for IEEE 802.1Qbv net-
works [7][8], while a few can be adapted from similar scheduling
problems in other field-bus networks like ProfiNET [9]. All these
approaches separate the scheduling of time-triggered flows from
its routing owing to the high time-complexity of the scheduling
problem, usually NP-hard. Thus, these scheduling approaches re-
quire as input the specifications of the time-triggered flows (source,
destination, transmission period, deadlines, etc.) along with their
routes. Usually, time-triggered flows are routed using the same
off-the-shelf algorithms that are also used for routing best-effort
traffic, like shortest path routing, which minimizes the number of
hops over which the traffic is routed. The transmission schedules
are then computed by modelling the scheduling problem using
popular techniques like Satisfiability Modulo Theories (SMT) or
by mapping the scheduling problem to other known problems like
the Resource Constrained Project Scheduling (RCPS), No-wait Job-
shop Scheduling Problem (NW-JSP) etc. The existing body of work
has, however, not explored the impact of the used routing algo-
rithm on the schedulability of the set of time-triggered flows. This
has now gained greater importance with the possibility to achieve
explicit control over routing by means of software-defined network-
ing protocols like OpenFlow or the amendments mentioned in the
IEEE 802.1Qca standards [5][12].

In our previous work, we developed an approach to compute
transmission schedules for networks compliant with the IEEE
802.1Qbv standard by mapping the scheduling problem to No-wait
Job-shop Scheduling Problem (NW-JSP), a well-known problem
from operations management [8]. In this paper, we evaluate the
impact of different routing algorithms on the schedulability of the
flows expressed using the slack in the computed schedules. We also
present potential heuristics that may be specifically used for rout-
ing time-triggered flows in an IEEE 802.1Qbv network for yielding
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schedules with an increased slack, and, thus, increase the capacity
of the network to accommodate more time-triggered traffic.
In particular, our contributions in this paper are as follows:

(1) We show that the routing algorithm for time-triggered
flows impacts the schedulability of the computed transmis-
sion schedules in IEEE 802.1Qbv networks.

(2) We identify the parameters of a routing algorithm that
have an impact on the slack of the subsequently computed
schedules. Moreover, we use these parameters to propose
ILP-based algorithms for routing time-triggered flows, and,
thus, improve their schedulability.

(3) Finally, we show with empirical evaluations that routing
using the proposed algorithms improve the slack in the
schedules compared to the benchmark routing algorithms,
shortest path routing and equal cost multipathing (ECMP),
by up to 60 % and 30 %, respectively.

The remaining paper is structured as follows. We provide a brief
overview of the computation of transmission schedules using No-
wait Job-shop Scheduling Problem and show the impact of the used
algorithm for routing time-triggered flows on its schedulability in
Section 2. In Section 3, we identify the parameters of a routing
algorithm that affect the slack in the computed schedules, based
on which we propose specialized ILP-based algorithms for routing
time-triggered flows. We present the evaluations of our algorithms
and the related work in Section 4 and 5, respectively. Finally, we
conclude in Section 6.

2 SCHEDULING & ROUTING IN
TIME-SENSITIVE NETWORKS

In this section, we present a brief overview of our scheduling
approach using No-wait Job-shop Scheduling Problem (NW-JSP)
and introduce the problem of routing time-triggered flows in
IEEE 802.1Qbv networks.

2.1 Scheduling in IEEE 802.1Qbv Networks

2.1.1  System Model. Our system model consists of a converged
Ethernet network comprising switches compliant with the IEEE
802.1Qbv standard, hosts (end-systems), and a centralized network
controller. The hosts are basically the sources and sinks of the traf-
fic, while the network controller is responsible for computing the
routes and schedules for the traffic and programming the under-
lying switches accordingly. We assume that the switches provide
programmatic interfaces (e.g. OpenFlow [12] or mechanisms from
IEEE 802.1Qca [5]) to set arbitrary routes for the traffic in addition
to the interfaces for programming the gating mechanism.

Furthermore, we assume that all the nodes and the switches
in the network are precisely synchronized and that the hosts can
adhere with the computed schedules reasonably.

2.1.2  IEEE 802.1Qbv Specification. The IEEE 802.1Qbv standard
introduces a gating mechanism (cf. Figure 1) that controls which of
the queues of the egress port are considered for transmission selec-
tion. This gating mechanism is to be programmed with a sequence
of gate events, each consisting of a relative time-stamp (represented
as T;) to the previous event in the sequence and a bit-mask indicat-
ing the queues which are to be considered for transmission selection
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ments [10].

till the next event. By continually repeating this sequence after a
pre-programmed duration, Ty, the mechanism achieves a cyclic
schedule of length T,y for the gate events. Furthermore, using
clock synchronization protocols to synchronize the clocks of all
switches in the networks, the cyclic patterns of the gate events of
the ports for all switches can be precisely aligned.

In an IEEE 802.1Qbv network, one or more queues per egress
port are exclusively reserved for time-sensitive traffic. Packets
belonging to time-triggered flows traverse through these queues
following a pre-computed global transmission schedule, thus, re-
sulting in deterministic and bounded network latency and jitter. The
gating mechanism ensures, by appropriately opening and closing
the gates on different egress ports, that all time-sensitive packets in
the network precisely adhere with the global transmission schedule.
While the standard itself does not specify any algorithms for com-
putation of such transmission schedules, developing a customized
schedule to satisfy the real-time constraints of the constituting
time-triggered flows is the most critical aspect of an IEEE 802.1Qbv
network. It is based on this computed transmission schedule that
the sequence of gate entries for all the egress ports are derived.

2.1.3  Mapping to the No-wait Job-shop Scheduling Problem. The
computation of transmission schedules in time-triggered networks
is equivalent to the bin-packing problem [15]. Most approaches
model the problem as a constrained optimization problem for
optimizing network utilization [7][9]. Owing to the high time-
complexity (NP-hard) of the scheduling problem, it is hard to jointly
optimize the routes and the schedules for the flows in these net-
works. Hence, scheduling approaches first determine the routes of
the time-triggered flows using off-the-shelf routing algorithms, and
then, based on these routes compute the transmission schedules.

In [8], we mapped the transmission scheduling problem in the
IEEE 802.1Qbv networks as No-wait Job-shop Scheduling Problem
(NW-]JSP), a well-researched problem from operations management.
The Job-shop Scheduling Problem deals with computation of a
shop-floor schedule of shortest possible duration (makespan) for
manufacturing jobs which are to be executed on the machines in
the shop-floor. Here, a manufacturing job is defined as a sequence
of operations, each of which must be executed on a particular
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machine for a pre-determined time duration, while ensuring that no
machine processes more than one job at any given time. To compute
transmission schedules, we model the network interface controllers
(NIC) of the hosts and the ports of the switches as machines in
the shop-floor, the time-triggered flows as manufacturing jobs, and
the route of the flows as the sequence of the operations for the
corresponding jobs. The duration of a given operation equals the
time required for the packets belonging to the corresponding flow
to be forwarded by the corresponding switch port. Moreover, we
include a no-wait constraint, i.e., once a job is started it must be
processed to its completion. In terms of the transmission schedules,
this implies that the packets belonging to time-triggered flows
traverse through the network uninterruptedly without queuing till
it reaches its destination(s). This guarantees least possible network
delay for time-sensitive traffic, and satisfies any feasible deadline
that the flows may have. We term the resulting problem from this
modelling as the No-wait Packet Scheduling Problem (NW-PSP).

Similar to the NW-JSP, NW-PSP also deals with the computation
of a transmission schedule with minimal flowspan (Tf), where the
flowspan of a schedule is the total time required in a scheduling
cycle for handling all the time-triggered flows in the network. The
flowspan of a transmission schedule is different from its length,
Teycle- Figure 2 shows the schedule of three time-triggered flows
traversing over the same set of links and highlights the difference
between the flowspan and the schedule length. In NW-PSP, T;,,e
is fixed based on the smallest transmission period that must be
supported for a time-triggered flow in the network, as the approach
requires that the transmission periods of the flows in the network
are an integral multiple of the schedule length, T¢)cj. The flowspan
minimization has the effect of bunching up time-triggered flows
towards the start of the scheduling cycle leaving bandwidth for the
best effort traffic at the end of the scheduling cycle. The flowspan of
the schedule for a given set of time-triggered flows in a network is
critical with respect to their schedulability. Here, schedulability im-
plies that the computed schedule satisfies the timing constraints of
all the time-triggered flows in the network. For this, it is necessary
that the flowspan is less than or equal to the length of the schedule,
ie, Tfs < Teyere- If the flowspan exceeds the length of the schedule,
then the traffic from a given scheduling cycle may interfere with
the traffic from the subsequent cycle leading to the violation of
the timing guarantees. This, also, justifies the optimization goal of
the NW-PSP. Moreover, the flowspan of the schedule reflects the
capacity of the network to accommodate further flows, i.e., the slack
in the schedule. The lower the flowspan, higher is the slack, and
higher is the quantum of time-triggered traffic that can be further
accommodated in the network. For further details on NW-PSP, we
direct our readers to [8].

Other approaches, for instance, the ones using Satisfiability Mod-
ulo Theories (SMT), compute schedules based on the concept of
“hypercycles”. Here, the length of the schedule, Ty, is equal to
the least common multiple of the transmission periods of all the
time-triggered flows to be scheduled. These approaches do not
constrain the transmission period of the flows in any way, and dis-
tribute the scheduled traffic throughout the length of the schedule
in compliance with their timing constraints. Hence, the concept
of flowspan is not meaningful for such scheduling approaches as
they do not strive to tightly bunch the time-sensitive traffic at the
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Figure 2: Flowspan of schedules computed using NW-PSP

beginning of a scheduling cycle. We, nonetheless, choose flowspan
as a metric for comparing schedules for this paper, and leave the
task of identifying a universal metric for schedule comparison as
future work.

2.2 Problem Statement - Routing
time-triggered flows

As production processes dictate the sequence of operations compos-
ing the manufacturing jobs in NW-JSP, reordering or modifying the
sequence is usually avoided even if it may lead to better schedules.
This is, however, not the case in NW-PSP, where the constituent for-
warding operations of the flows can be modified to a certain extent,
especially, if it results in improved schedules. In other words, the
routes of time-triggered flows may be modified to yield transmis-
sion schedules with a lower flowspan. So, we analyze the impact of
routes serving as input parameter to the NW-PSP on the flowspan
of the calculated schedules.

The standard algorithms (like shortest path first, equal cost mul-
tipathing etc.) optimize the number of hops over which the traffic
is routed. In terms of the resulting NW-PSP, the flows to be sched-
uled consist of fewest forwarding operations possible. However,
flows with fewer forwarding operations alone do not guarantee an
optimal flowspan. In NW-PSP, the flowspan is also dependent on
the number of flows with conflicting forwarding operations, i.e.,
the forwarding operations belonging to different flows that must
be processed on the same egress ports of the switches, and the max-
imal duration that any of the switch ports is kept occupied. Hence,
time-triggered flows must be routed to have fewer flows with over-
lapping paths, while also minimizing the aggregated amount of
time-triggered traffic that any switch port should transmit. For this,
we introduce a metric, Maximum Scheduled Traffic Load (MSTL),
which can be used for routing time-triggered traffic. We define
Maximum Scheduled Traffic Load (MSTL) as the maximum amount
of scheduled traffic that is transmitted by any of the switch port
in a network per cycle of the transmission schedule. MSTL is di-
rectly influenced by the routing algorithm, for instance, routing
all time-triggered traffic over any single bottleneck link leads to a
higher value of MSTL, compared to the case where this traffic is
distributed throughout the network.

In our evaluations, we observed a direct relationship between the
MSTL and the resulting flowspan of the schedule. Figure 3a shows
the variance of MSTL (using shortest path routing (SP) and equal-
cost multi-pathing (ECMP)), and the resulting schedule flowspan
against a varying number of time-triggered flows (200-1000), each
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sending packets of varying sizes (300-1500 bytes) per cycle, in an
Erdds-Rényi (ER) topology with 10 switches and 50 hosts. The figure
clearly shows similar behaviour for the schedule flowspan and the
corresponding MSTL. Thus, we argue that to have schedules with
lower flowspan, it is necessary that the preceding routing stage
routes time-triggered flows accounting for the corresponding MSTL.

In the following, we present two ILP-based algorithms for routing
time-triggered flows which explicitly minimize the resulting MSTL,
in order to yield schedules with lower flowspan.

3 ILP BASED ROUTING ALGORITHMS

In this section, we present our system model and the ILP-based
algorithms for determining routes for time-triggered flows.

3.1 Terminologies

We denote the network as a directed graph, G = (V, E), where V
is the set of all nodes (hosts and switches) in the network, while
E C V x Visthe set of edges connecting a pair of nodes. Time-
triggered flow is denoted as a tuple, f = (srCf, dstf, sizef,periodf),
which implies that the source host, srcy, sends time-sensitive pack-
ets with a total aggregated size of sizer bytes to the host(s), dst,
every periodf time units.

The length of the schedule is denoted as Ty, and is based on
the scheduling approach to be used.

3.2 Routing Heuristics

We mainly present two ILP-based routing approaches, the first opti-
mizes the routes of the time-triggered traffic based on the resulting
MSTL only, while the second one also considers the number of hops
over which the flow is routed.

3.2.1 MSTL Based Routing. In this heuristic, we solely base the
routing decision on the resulting MSTL.
The inputs for this ILP are:

(a) Network topology, G,

(b) Set of flows to be scheduled, F = {fi, f2, ... fu}.
The variables used for this ILP are:

(@) Route allocation, Routes = {r; j} Vi€ F,j € E.

Here, r; j = 1, if flow i is routed over link j, else 0. The
values of these variables, basically, determine the routes
for the flows,

(b) Maximum scheduled traffic load, MSTL. This variable is

used in the objective function. It must be noted that, we
do not set a value for the MSTL upfront, rather allow the
solver to route the flows while minimizing it,
Destination counters, DC = {d; ;}, Vi€ F,j € E.
Here, dc;j j = no. of destinations of flow i reachable over
link j, if flow i is routed over link j, else 0. These are
auxiliary variables for handling multicast time-triggered
flows.

The objective of this ILP is, thus, to minimize MSTL, subject to:

(a) The route for each flow starts at its source and ends at
its destination(s). i.e., the number of destinations reach-
able over the outgoing links of the source host is equal to
the number of destinations of the flow, while the number
of destinations reachable over the incoming links of the

—
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destination hosts is 1. For all the other nodes in graph G,
the sum of destinations reachable over incoming links is
equal to the sum of destinations reachable over outgoing
links. The below constraints are applicable for all flows,

ie,VieF.
Dldeij=0 > deij = |dsti] (1)
j €in(sre;) Jj € out(src;)
Z dci,j =1 Z dCi,j =0 Vn € dst; (2)
J €in(n) j €out(n)
Z dci,j = Z dci,j Vn e V\ ({srci} U dst;) 3)
jein(n)  jeout(n)

Here, the in() and out() functions return the incoming
edges and outgoing edges of the node passed as parameter,
respectively.

(b) The flows must be routed such that no switch port is trans-
mitting more scheduled traffic than stipulated by MSTL
(which is being minimized in the objective).

Z ri,j - Size;j - chfde < MSTL

vooe period;

Though NW-PSP restricts the periods of the flows to
be integral multiples of Ty, in practice, the scheduling
algorithm schedules all the flows assuming that their pe-
riod is equal to T¢ye. Thus, for NW-PSP, this constraint
simplifies to consider the size of the flow only. However,
the constraint enables the usage of these approaches for
the SMT-based approaches also.

(c) As an auxiliary constraint, it is required that the routing
variables are inline with the destination counter. These
variables must be related as follows.

VieF,Vj€eE (5)

VjeE )

ri,j- |dsti| > dci,j

After solving this ILP, the routes for the time-triggered flows can
be derived from the values of the ILP variable, Routes. It must be
noted that the computed routes for the flows may have loops result-
ing from links that handle scheduled traffic much lower than the
MSTL. These loops can be removed by means of post processing the
routes or adding constraints to the objective function to constrain
the solver from routing flows over paths with loops. However, our
evaluations show that such modifications to the ILP lead to a signif-
icant increase in the execution runtimes. Hence, we chose to post
process the ILP solution to remove any loops in the final routes.
The post processing of the solution in no way alters the resulting
MSTL, as it is already minimized by the solver.

3.2.2 MSTL+Hops Based Routing. Routing of time-triggered
traffic minimizing the MSTL only, may result in some flows be-
ing routed over longer paths. In some cases, this may lead to an
increase in the flowspan, as a few flows in the NW-PSP instance
would now have an increased number of forwarding operations due
to the longer routing of the flows. Hence, we now extend the afore-
mentioned ILP to compute routes for time-triggered traffic, while
optimizing the number of hops along with the resulting MSTL.

For this, we modify the objective of the aforementioned ILP as
follows.
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Figure 3: Evaluations Results for the ILP formulations presented in Section 3

Minimize:
> X rij
MSTL VieFVj€eE
1+ Y size; 1+ (|F| - |E|)
VieF

The first term of the objective is, basically, minimizing the MSTL,
while the second term minimizes the cumulative number of hops
over which all the flows are routed. Both these terms are normalized,
so that the ILP solver does not prioritize one over the other.

Our evaluations show that the presented algorithms do, indeed,
reduce the flowspan for the schedules computed using NW-PSP.
We leave the task of evaluating the impact of these algorithms on
other scheduling approaches based on the concept of hyper-cycles
(e.g. SMT based approaches) as future work.

4 EVALUATIONS

In this section, we present the results of our evaluations of the ILP-
based routing algorithms with respect to their impact in improving
the transmission schedules and their scalability.

4.1 Impact on Scheduling

To evaluate the impact of the routing algorithms on the subsequent
transmission scheduling, we routed a varying number (200-1000)
of time-triggered flows in a random network topology consisting of
50 hosts and 10 switches, generated using the Erdds-Rényi model,
using four different routing schemes—Shortest path routing, Equal
Cost Multi-Pathing (ECMP), MSTL based routing, and MSTL+Hops
based routing. In the next step, we computed the transmission
schedules for the flows using NW-PSP and the routes computed in

the previous step with the different algorithms. The results of this
evaluation are summarized in Figure 3b.

The results show that with an increase in the number of flows
the schedule flowspan increases rapidly in the case of shortest path
routing. This is because the shortest path routing is agnostic to
the load of scheduled traffic while computing routes. ECMP fares
much better with the increase in flowspan being gradual, as it tries
to randomly distribute the load of scheduled traffic throughout
the network. Further, MSTL-based routing typically yields better
schedules compared to routing using ECMP, but as it may route
flows over longer paths, occasionally the flowspan may be higher
than that with ECMP. In all the cases, MSTL+Hops based routing
outperforms all the other routing schemes, and yield schedules that
have on an average 38 % and 20 % lower flowspan compared to the
shortest path routing and ECMP, respectively.

We also executed the presented ILP-based routing algorithms
for computing routes for time-triggered flows in 24 different sce-
narios (varying number of flows on three topologies of differing
sizes). The subsequently computed schedules were then compared
with the ones resulting from the shortest path routing and ECMP.
Figure 3c and Figure 3d show the cumulative distributions of flows-
pan reduction compared to the shortest path routing and ECMP,
respectively. The results show that while the MSTL-based approach,
in general, improves quality of schedules, in a few cases, it ends up
increasing the flowspan compared to the off-the-shelf algorithms.
Overall, such cases were limited to less than 10 % and 30 % with
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shortest path routing and ECMP as references, respectively. How-
ever, the MSTL+Hops based approach always yields an improve-
ment in flowspans, with schedule flowspans reduced by up to 60 %
and 30 % compared to shortest path routing and ECMP, respectively.

4.2 Scalability Evaluations

The runtimes for the ILP-based routing algorithms that we pre-
sented in this paper depend on the number of flows which are to
be routed and the size of the topology (in terms of the number of
links). To determine the scalability of the algorithms with respect
to the number of flows, we executed the algorithms for computing
routes for varying number of flows (200-1000) in an Erds-Rényi
network with 50 hosts and 10 switches. As shown in Figure 3e,
the runtimes for the MSTL+Hops based algorithm increases steeply
with the number of flows being scheduled, with approximately
3 hours of runtime for routing 1000 flows. In contrast, the runtimes
for the MSTL-based approach increase gradually with the number
of flows. The runtime for routing 1000 time-triggered flows using
this approach is approximately 11 minutes.

We also evaluated the scalability of the algorithms with respect
to the size of the topology. We routed 1000 flows on networks of
different sizes. Figure 3f summarizes the results of this evaluation.
Similar to the earlier evaluations, the runtimes for MSTL+Hops
based routing algorithm increase rapidly with the number of links.
The runtimes increase from about 3 hours to 63 hours when the size
of topology is increased from 66 links to 270 links. The MSTL-based
routing can, however, route 1000 flows in a network topology with
270 links in approximately 1 hour.

5 RELATED WORK

The IEEE Time-sensitive Networking Task Group mainly divides
the network traffic in three categories, viz., the scheduled or the
time-triggered traffic, the shaped traffic, and best-effort traffic. The
best effort traffic is routed usually based on the spanning tree of
the network created using different variants of the spanning tree
protocol in IEEE 802.1Q and IEEE 802.1D standards [1][2]. Fur-
ther, the recently published IEEE 802.1Qca provides explicit control
over routing and mechanisms to incorporate redundant multipaths
for network resilience [5]. The shaped traffic has soft real-time
constraints and is to be used for audio/video streams to be trans-
ported over the network. The routing of AVB streams to meet
its constraints in the presence of intervening scheduled traffic is
addressed in [11].

In our earlier work, we solved the scheduling and routing prob-
lem of time-triggered traffic jointly by means of Time-sensitive
Software-defined Networks (TSSDN) [13]. However, TSSDN sched-
ules the transmissions on the hosts (network edge) alone, as it
relies on frame pre-emption [3] and priority queuing alone to iso-
late time-triggered traffic from the others. Additionally, there are
other approaches to compute routes for the network traffic in data-
centers to achieve low latencies [6][14].

However, these routing approaches cannot be directly applied on
the time-triggered traffic, as they are agnostic to the schedulability
of the set of flows. In contrast, we presented ILP-based algorithms
which improve the chances of the set of the time-triggered flows to
be successfully scheduled.
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6 CONCLUSION

Computing appropriate transmission schedules is an important
aspect for providing real-time guarantees for the scheduled traffic
in the IEEE 802.1Qbv networks. As a consequence of the high time-
complexity, the scheduling problem is solved disjointly from the
corresponding routing problem. In this paper, we discussed the
impact that routing of time-triggered traffic has on the quality of
the schedules computed, and the need for specialized algorithms
for routing such traffic. We identified parameters, in addition to the
number of hops, which must be considered by routing algorithms
while computing routes for time-triggered flows. We also proposed
two ILP-based routing algorithms based on our findings for this
purpose. Our evaluations show that specialized routing algorithms
can improve the quality of schedules substantially. In our future
work, we would develop heuristics in order to reduce the runtimes
of our algorithms, and improve its scalability.
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