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Abstract
Controlmechanisms of stream processing applications (SPAs)
that ensure latency bounds at minimal runtime cost mostly
target a specific infrastructure, e.g., homogeneous nodes.
With the growing popularity of the Internet of Things, fog,
and edge computing, SPAs are more often distributed on het-
erogeneous infrastructures, triggering the need for a holis-
tic SPA-control that still considers heterogeneity. We there-
fore combine individual control mechanisms via the latency-
distribution problem that seeks to distribute latency budgets
to individually managed components of distributed SPAs
for a lightweight yet effective end-to-end control. To this
end, we introduce a hierarchical control architecture, give
a formal definition of the latency-distribution problem, and
provide both an ILP formulation to find an optimal solution
as well as a heuristic approach, thereby enabling the combi-
nation of individual control mechanisms into one SPA while
ensuring global cost minimality. Our evaluations show that
both solutions are effective—while the heuristic approach is
only slightly more costly than the optimal ILP solution, it
significantly reduces runtime and communication overhead.

CCS Concepts • Information systems → Stream man-
agement.

Keywords Stream Processing, Multi-provider Infrastruc-
ture, Fog Computing
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1 Introduction
The Internet of Things (IoT) requires continuous, timely
processing of high volumes of data. Stream processing ap-
plications (SPAs) evaluate streams of data on the fly, thus
enabling reactions to events and information gain with low
latency [7, 12, 13, 18]. Latency-bounded SPAs process input
streams within limited time, i.e., they are limited in the al-
lowed end-to-end latency. To achieve this, they require a
precise resource management to control queuing and com-
munication latencies and at the same time keep the resource
cost minimal. Due to the long running nature of SPAs with
changing workload, the resource management needs to con-
tinuously find the best solution to provide the resources
necessary to keep the latency bound and at the same time
minimize resource cost by adapting the system’s configura-
tion accordingly. Particularly, for distributed SPAs that run
on multiple nodes, this resource management requires SPA-
wide coordination. Today, a variety of proactive elasticity
solutions is available. They autonomously configure SPAs to
keep latency bounds while minimizing the resource costs
[3–7, 9, 13, 17–19, 28]. The authors of [23] give a detailed
overview and classification of these elasticity solutions. Con-
figuring the SPA comprises parallelization [19], placement
[7] and adaptation of system parameters, e.g., buffer sizes
[18]. In recent years, fog and edge computing have become a
popular extension of cloud computing [2, 27]. Applications
on fog and edge layers process data closer to the sources,
which leads to lower communication latencies, more context
related processing, and less bandwidth utilization than in
cloud applications. Still, cloud computing provides high pro-
cessing power and resource flexibility. To jointly benefit from
low communication latencies, less network load, and privacy
in edge and fog as well as computing power and flexibility
in the cloud, SPAs are commonly deployed across edge, fog,
and cloud, thus executing on a heterogeneous infrastructure.
Cloud, fog, and edge nodes in such an infrastructure can
further consist of individually controlled components and
sublayers, hosted by different providers [1]. Situations that
require SPAs with multiple providers include geographical
distribution, legal or privacy constraints, and heterogeneous
systems requirements [22]. Particularly, in IoT, we see high
potential for these situations and thus expect modern SPAs
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to be deployed across multiple providers and individually
controlled components.
We name an SPA that fulfills the three properties — dis-

tributed, hosted on heterogeneous nodes, and infrastructure
managed by multiple providers — DHM-SPA. Examples are
world-wide web-applications, smart-grid applications moni-
toring different areas, digitalized factories, digital production
control, and health-care applications.
Managing the end-to-end latency of DHM-SPAs at mini-

mal resource cost is particularly challenging because the so-
lution needs to consider different processing properties due
to heterogeneity as well as different pricing models and man-
ageability due to multiple providers. To manage a DHM-SPA,
a single-model, i.e., one-size-fits-all approach, falls too short
and might become a limitation because it cannot capture
the complexity of the DHM-SPA. It oversimplifies, has high
information requirements, or leads to non-optimal configu-
rations. Furthermore, sometimes it is not possible to directly
influence the configuration, e.g., if parts of the DHM-SPA
are managed by different providers. However, ignoring het-
erogeneity and distribution can lead to a situation where
the end-to-end latency-control is either not as effective as it
could be or the cost is not optimal.

For DHM-SPAs, we therefore see the need to have a mech-
anism that combines different elasticity solutions that each
optimally manage a part of the SPA. This enables a cost op-
timal latency compliant SPA-deployment while using the
most eligible elasticity solution for each part of the SPA.
The mechanism should ensure that, despite the individually
managed components, the overall resource cost is minimal
and the DHM-SPA maintains its end-to-end latency bound.
So far, there is no integrated approach that considers the
combination of different elasticity solutions in one SPA in a
manner that minimizes global resource consumption, keeps
the end-to-end latency bound, and enables each part of the
SPA to be configured by the best-fitted elasticity approach.
Hence, in this paper, we tackle the problem of how to

configure a latency-bounded DHM-SPA that is distributed
over a heterogeneous infrastructure while combining mul-
tiple elasticity solutions so that the overall resource cost is
minimized. A solution to this problem needs to fulfil the
following requirements:

• Work with highly distributed infrastructures, hence
enable as much local control as possible to enable fast
elasticity and reduce communication overheads.
• Handle different kinds of elasticity solutions to align
with the heterogeneous infrastructure.
• Support even black-box elasticity solutions, e.g., when
a cloud provider does not exhibit its elasticity mech-
anism but provides cost and latency by Service Level
Agreements (SLAs) only.

In this paper, we solve this configuration problem and thereby
make the following contributions:

1. We provide an integrated approach to ensure end-to-
end latency compliance for DHM-SPAs at minimal re-
source cost. The approach combines multiple elasticity
solutions across a heterogeneous infrastructure.

2. We introduce a hierarchical architecture to optimally
configure DHM-SPAs at runtime.

3. From the configuration problem, we derive the latency-
distribution problem that relies on a divide-and-
conquer mechanism.

4. We provide two effective solutions for the latency-
distribution problem.

5. We show the effectiveness of our proposed solutions
through extensive evaluations on various cost mod-
els and compare them with another state-of-the-art
algorithm for homogeneous systems.

2 Latency-bounded Stream Processing
Applications

Our approach, described in Sections 3, 4, and 5, shows how
to optimally combine different mechanisms and models to
provide latency compliant and cost minimal DHM-SPAs. This
section gives the necessary background of commonly used
mechanisms to control latency in an SPA and of the models
that enable cost optimal use of these mechanisms.

2.1 Mechanisms to influence the latency of an SPA
SPAs consist of an operator graph. The operator graph is
a directed acyclic graph where the nodes are the operators
processing the input data streams and the edges are the
communication channels that connect the operators and
define the flow of information. Each operator usually has
an input queue where new data items arrive and wait for
processing. In a distributed SPA, operators run on different
processing nodes, connected via network channels.
An SPA is latency-bounded if there is a given time limit

between the point in time a data item arrives at the system,
e.g., the input queue of the first operator, until it is available
for the consumer, e.g., by placing it into the consumers input
queue. If an operator requires multiple data items, in partic-
ular, for the detection of complex events in Complex Event
Processing (CEP), the time limit is set from when the last
data item of the pattern arrives in at the SPA until the output
is available for the consumer.
Latency comes from queuing, processing, and communi-

cation efforts. To achieve a given latency bound, we can
influence the SPA’s configuration — parallelism, placement
and system parameters.
Parallelism enables high throughput and low queuing

latency. Most common is data parallelism that replicates
instances of an operator onto multiple parallel processing
nodes. Each instance processes a portion of the total data
each. When using data parallelism, splitting the input stream,
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Figure 1. Smaller latency bounds need more instances.

management of distributed state and merging of results in-
duce overhead. This overhead might diminish the positive
effect on latency that parallelism shall achieve [26].

Placement assigns operator instances to processing nodes.
An evenly balanced placement avoids overloaded nodes that
have high queuing latencies. Further, placing operators on
faster processing nodes reduces processing latency. To in-
fluence communication latency, a good placement places
neighboring operators within a short distance. The degree
to which placement reduces latency is limited, in particular,
by the available infrastructure.

System parameters that influence latency are, e.g., acknowl-
edgment frequencies, logging, and the output buffer size. The
latter defines how many data items an operator assembles
into one network package before it forwards them down-
stream [18]. A smaller output buffer leads to more network
packages but small queuing latencies.

To sum up, parallelism, placement, and system parameters
are techniques to control an SPA’s latency. Lower latency
comes with higher resource requirements, e.g., more or faster
processing nodes to reduce queuing and processing latency,
and vice versa. Finally, the resource requirements grow dis-
proportionately with a latency decrease due to an increased
overhead for data splitting and merging. A theoretical expla-
nation can be given with queuing theory. It is depicted in
Figure 1. It shows the number of instances (y-axis) given a
latency bound (x-axis). For the plot, we use Equation 1 that
is based on Littles Law for M/M/1 queues. We calculate the
number of instances c with c = ⌈λis/λr equired ⌉ with an expo-
nentially distributed arrival rate λis of 100 data items/s and a
processing rate µ of 1 item/s. λr equired is the average arrival
rate per instance that would ensure processing within the
given latency bound. We see that the lower the latency, the
higher is the resource requirements for a further reduction.

λr equired = −1/latency + µ (1)

2.2 Model-Types for predictive Latency-bound
management

While the former subsection described the mechanisms to
influence an SPA’s latency, in order to find cost-optimal and
latency compliant SPA-configurations, we need to determine
parameter values of these mechanisms. Example parameters

are for parallelism a parallelization degree, for placement an
operator-to-node assignment, and for system parameters an
output batch size. A configuration of an SPA is then defined
by these parameter values. We can usemodels that determine
the necessary parameter values given information about the
system such as workloads and processing rates. A model is
the core of an elasticity solution and enables us to proactively
calculate the parameter values for optimal configurations as
opposed to, e.g., threshold-based configurations that moni-
tor the system’s workload and react to it, e.g., by adding a
machine at an observed node-overload.
For an intuition of these models, in the following, we

describe examples from literature. We focus on those models
that can be used to calculate parameter values from system
information such asworkload and processing rates to achieve
cost minimal, latency-bounded stream processing. However,
they differ in whether they can be used to manage the latency
of homogeneous or also of heterogeneous infrastructures as
well as of single operators or multiple operators at once.

Models for homogeneous infrastructures assume that
each processing node provides the same processing capacity.
For example, a queuing-theory based model determines the
number of service stations, i.e., the degree of parallelism,
given the same service rate µ for each node.
In heterogeneous infrastructures, the model needs to

distinguish the differences in processing capacities. The fol-
lowing example shows, why the model in this case also in-
corporates a placement problem. Consider a single, small
processing node n. Now, the available latency decreases and
requires lower queuing times, hence higher processing ca-
pacities. The model needs to reflect whether it is cheaper and
latency compliant to add an additional smaller, hence slower,
node, increasing the degree of parallelism, or to migrate the
processing to one bigger, hence faster, node and turn off n. A
migration decision itself can be costly and induce latencies,
e.g., if state has to be migrated. The model thus needs to
reflect these complex interdependencies. It can, for example,
estimate the potential migration costs and latency spike.
Homogeneous infrastructures are common in cloud en-

vironments. We can rent multiple machines with the same
configurations. Heterogeneous infrastructures are common
in fog and edge processing.
Models for single operators only need to ensure the la-

tency bound for the processing of this operator. Hence, the
model determines the number of operator instances or nec-
essary migrations. Models formultiple operators addition-
ally balance the available latency between all operators.
An example for homogeneous, single operator control

comes from Mayer et al. [19]. It uses queuing theory to keep
queuing latencies below the latency bound. This works par-
ticularly well for M/M/1-queues. Another example comes
from Balkesen et al. [3]. They predict the future workload of
an operator and then divide the workload by the processing
capacity for each node. A queuing-theory based model for



Middleware ’19, December 8–13, 2019, Davis, CA, USA Henriette Röger, Sukanya Bhowmik, and Kurt Rothermel

multiple operators in homogeneous infrastructures comes
for example from Lohrmann [17]. They use Kingman’s for-
mula [11] to predict queuing latencies and thereof the re-
quired parallelization degrees. Zacheilas et al. [28] provide a
model that uses a learned covariance matrix that describes
the interdependence of end-to-end latency, arrival rates and
number of instances. Given this covariance matrix, they de-
termine the optimal parallelization degree by constructing a
graph for possible configurations and their respective costs
and apply a shortest path algorithm on this graph. A solu-
tion that considers heterogeneous nodes with placement and
latency spikes from state migrations comes from Heinze et
al. [7]. The publications of these models show that they are
legible to keep latency bounds [7, 17, 19]. We now aim for a
solution to combine these models within one DHM-SPA.

3 Cost optimal management of distributed
SPAs

In this section, we present our problem statement and the
conceptual parts of our solution to this problem.

3.1 Problem statement
Given a DHM-SPA, it is challenging to ensure the end-to-end
latency. A single model type might not properly reflect the
differences in the SPA’s infrastructure. We further face the
challenge to simultaneously find the optimal configuration
for a DHM-SPA that can be distributed over three types of
infrastructures which offer different levels of control. The
first and second types are infrastructures with homogeneous
or heterogeneous nodes that application owners can either
directly configure because they rented the (virtual) machines
or because they provide the infrastructure themselves. This
level of control means, for example, that the owners can de-
cide the placement of the operators, the degree of parallelism,
the type of used machines. The third type are infrastructures
that a provider controls and that an application owner influ-
ences via Service Level Agreements (SLAs) only. The appli-
cation owner rents the complete service and has no internal
control, e.g., how the degree of parallelism or the placement
is defined or which type of machines is used. The parts of the
SPA on infrastructures that are configurable directly by the
application owner differ in the required model (c.f. Section
2). Those parts controlled by an external provider need a
cost optimal SLA definition.

Hence, our problem statement is to find an optimal config-
uration for a DHM-SPA, where the parts might be managed
by individual model types each and have different levels of
control, such that the DHM-SPA keeps an end-to-end la-
tency at minimal resource cost. In the following, we present
our solution on how to handle this configuration problem.
To this end, we formalize the latency-distribution problem
and describe how we use cost functions to abstract over the
differences in the models that jointly control the SPA .

3.2 Managing a distributed SPA with Control Units
The main idea of our solution is to encapsulate the heteroge-
neous parts of the SPA into independent components, and
give each component a share of the overall latency. The
component then manages its share according to the most
applicable mechanism. The following two subsections give
the details to this approach.
Available solutions that ensure end-to-end latency in a

multi-operator SPA use one model for the complete appli-
cation (c.f. [17, 28]). However, given our infrastructure, this
might lead to suboptimal configurations due to the diverse
model requirements or even not be possible at all due to
the limitations of providers. Our goal is to have each part
of the SPA managed with the best fitting model and to in-
clude SPA-components with different levels of control, e.g.,
those hosted by providers that do not exhibit their managing
mechanisms to the customers.
Hence, instead of finding a complete configuration for

the SPA at once to ensure the end-to-end latency bound, we
model the SPA as a graph of individually controlled control
units (CUs). This allows multiple control models for a single
SPA but at the same time ensures end-to-end optimization. A
CU comprises a subset of the SPA’s operator that is managed
together according to the best fitting model. A CU can cover
a single operator — thus being manageable by those models
that work best for the single-operator case — or multiple op-
erators. The infrastructure of a CU can still be heterogeneous
but is then jointly managed by a controller that is optimized
for the node types the CU comprises. Given, e.g., a part of
the SPA being hosted at a provider, this is seen as one CU.
With DHM-SPAs, we target SPAs that already consist of

multiple parts, e.g., for legal, privacy, soft- and hardware con-
straints, and geographical distribution. We explicitly model
them now as one SPA-graph and add CUs to reflect and make
use of the partwise control in our model. Hence, the scope
of this work is not to define the CUs but rather to explicitly
exploit the given heterogeneity in infrastructure and owner-
ship of the SPA. We refer to existing work for techniques to
optimize the granularity of operator graphs [8, 21] . Figure 2
gives an example for CUs of an SPA which we describe in
detail in the architecture Section 4.

The CUs form a DAG that is a higher-level abstraction of
the original SPA’s operator graph (c.f. Figure 2). Introducing
the CUs frees us from managing all operators of the SPA
in a complete configuration. We rather shift the problem
to managing the CUs instead. A CU becomes the smallest
unit of control on the operator graph. The CUs themselves
implement the model that fits best to manage their opera-
tors. Using its model, a CU autonomously keeps an assigned
latency bound in a cost minimal manner.
As we described in Section 2, the general requirement of

each of the models is that they find those parameter values
that provide a cost minimal SPA configuration that ensures
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a latency bound. Further, a latency bound is a valid property
of an SLA and thus enables us to include provider-hosted
services into our SPA. Given this requirement, we now trans-
fer the general management problem by simply finding the
best latency bound for each CU, so that the overall cost is
minimized and the end-to-end latency bound of the SPA is
ensured. As each CU individually ensures a cost minimal
configuration for its latency bound and this minimal cost-
value depends on the assigned latency bound, we minimize
the overall cost if we find the optimal distribution of the
available latency onto CUs. We formalize this new problem
as the latency-distribution problem in the following section.
3.3 The latency-distribution problem
The latency-distribution problem describes the challenge to
assign each CU of a distributed SPA a latency budget so that
the overall cost of the SPA is minimized and every path of
the SPA is compliant to the end-to-end latency bound.
Each CU of the SPA gets a latency budget it has to keep.

Keeping the budget induces costs. How high the cost for a
budget is, is individual for each CU and depends, e.g., on the
CU’s workload, the infrastructure it is hosted on, and the
pricing mechanisms for the resources of this CU. Hence, in
order to be cost minimal, the latency-distribution problem
needs to cover the different non-linear latency-cost behavior
of each CU.
To ensure the end-to-end latency bound, the individual

budgets of each CU need to be assigned so that the sum of
budgets along each path of the SPA does not exceed the end-
to-end latency bound. Recall that the CUs themselves form a
graph, where each path of this graph needs to be compliant
with the end-to-end latency constraint.

The latency-distribution problem is thus the problem of
optimally distributing the available end-to-end latency onto
the CUs of a DHM-SPA, so that the total resource cost is
minimized. Equations 2 and 3 formalize it:

min
∑

cu ∈CU

cost (cu, latency) (2)

∀paths
∑

cu ∈path

latency (cu) ≤ e-to-e latency bound. (3)

To abstract over the heterogeneous models, we use cost func-
tion as shown in Equation 2. A cost functionmaps the latency
budget of a CU to the cost that are required by the CU to keep
this budget. For example, a latency budget of 5 ms requires a
CU to provide 5 instances of an operator or the migration to
one bigger machine from two smaller ones with the respec-
tive price. The cost function of this CU would return the cost
for these five instances for a budget of 5 ms. Similarly, a cost
function of a CU managed by a different provider would re-
turn the cost for a latency budget according to the providers
pricing scheme.

CostCU : Latency → Cost (4)

Cost
Functions

Latency
Budgets

CU1 CU2

CU3

CU4

SPA 
Layer with 
Control Units

Optimizer	with	CU-graphOptimization
Layer

CU1 CU2
CU3

CU4

Figure 2. The Two-Layer Architecture with the SPA at the
lower and the optimizer at the top layer.

Cost functions usually are convex, showing that dispropor-
tionally more resources are necessary the smaller the latency
budget (c.f. Figure 1) . To derive a cost function from a control
approach, it might, e.g., be necessary to provide a wrapper
class that executes the algorithm of the control approach
with the given latency value.

To show that the problem is NP-hard, we model it as a
Knapsack problem: The set of possible items to pack are the
possible latency budgets for CUs. The reward is the negative
cost of a latency budget. The limited bag size is the maxi-
mum latency bound. However, this model is simplified as
it assumes linear cost functions and discrete latency bud-
gets for a discrete set of items to choose from, it ignores
the condition of exactly one latency budget for a CU, and it
prohibits different latency bounds for different paths which
might be possible. Hence, the latency-distribution problem
is even more complex.

4 System Model
Our solution has two layers (Figure 2). The figure demon-
strates how an SPA in the lower layer is divided into four
CUs. The different colors of the CUs represent the difference
in control models. The upper layer contains the centralized
optimizer that distributes the latency budgets.
4.1 SPA Layer and CU graph
The CUs of the SPA form a CU graph that is an abstraction of
the SPA’s operator graph. Recall that a CU is the smallest unit
of control on the operator graph and each CU individually
manages a latency budget. The most fine-grained division of
the SPA into CUs is one CU per operator. A CU can belong
to multiple paths of the CU graph., e.g., CU 2 in Figure 2.

4.2 Optimization Layer
At the Optimization Layer, given the CU graph, the optimizer
divides the available end-to-end latency into individual la-
tency budgets and assigns them to the CUs. To this end, it
uses the algorithms from Section 5. The Optimization Layer
only needs the CU graph and the cost function per CU to
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optimize the assignments. With its global perspective, the
optimizer can then find the cost-optimal latency distribution
for the DHM-SPA.
4.3 Communication
For each CU, the optimizer has two options to access the cost
function. The first option is a full transfer of the cost function
to the optimizer. This option has low communication cost
and is useful for simple cost functions, e.g., tables or simple
models. To not limit our solution to these simple cases, the
second option is a request/response mechanism that makes
external cost-function calls. This option is useful, e.g., if there
is a cloud provider that does not expose its cost function.
Depending on the complexity of the cost function, a cost-
function call can require non-linear processing time. If the
CU is hosted by a public cloud provider, each cost-function
call might include a fee. Hence, fewer cost-function calls are
preferable when solving the latency-distribution problem.
5 Proposed Algorithms
This section presents two solutions to the latency-distribution
problem. Section 5.1 describes an integer linear program (ILP)
that solves the problem optimally. However, the latency-
distribution problem is NP-hard. This complexity limits scal-
ability of the ILP. We therefore provide a heuristic in Section
5.2. The heuristic exploits a greedy algorithm to solve the
problem in linear runtime.
Both solutions use the following four principles for the

cost function to find the optimal latency distribution:
1. The solutions assign an individual latency budget to

each CU in the CU graph. The CU keeps this budget with
its control model. For each path p in the CU graph, the path-
wise sum of these latency budgets cannot exceed a maximum
latency bound Lmaxp .

2. Deterministic cost functions ensure that during the exe-
cution of a single optimization run, the cost for a latency bud-
get value latcu is always the same. However, the SPA might
experience changes over time (c.f. Section 2) which might af-
fect the cost function. Examples include current inter-arrival
times relevant for cost functions that use queueing-theory
to determine the number of required processing nodes. In
this realm, the inter-arrival time is an important parameter
since a change in the inter-arrival time might affect the cost
of a latency budget. Hence, the cost function remains de-
terministic during one optimization run but may update its
parameters in-between runs to reflect these changes.
3. Minimal latency budget: Each CU requires a minimal

latency budget to ensure a stable system. It is the minimal
latency a CU can achieve. For example, even in case of zero
queuing latency due to high parallelism and optimal place-
ment, a minimal processing and communication latency al-
ways remains. Limited resources, e.g., in fog infrastructures,
further increase the required minimal latency with only lim-
ited available processing capacity and restricted options for
parallel processing.

4. Complete value domain: Both algorithms require cost
functions for each CU, whose domain covers all possible
latency budgets. The set of possible latency budgets is lower
bounded by the required minimal latency budget LminCU
and upper bounded by the maximum latency bound Lmax .
We use the step size to get the set of discrete latency budgets
from the continuous latency value by making the possible
latency budgets multiples of the step size.

5.1 ILP based optimal solution
We formulate an ILP to find the optimal solution to the
latency-distribution problem. Such an optimal solution as-
signs exactly one latency budget to each CU so that the total
cost of the SPA is minimized and the path-wise sums of
latency-budgets are below the end-to-end latency bound.

5.1.1 ILP Definition
Equations 5 to 8 formalize the ILP. The decision variables
xcu,l represent all CU — latency budget combinations, i.e.,
x ∈ BL×CU . xcu,l is 1, if the respective cu is assigned the
latency budget l , or 0 otherwise. The coefficient costcu,l is
the cost of latency budget l at CU cu according to this CU’s
cost function. CU is the set of all CUs in the SPA, P is the set
of all paths on the CU graph, L be the set of possible latency
budgets defined as multiples of the step size between 0 and
the latency bound Lmax . This definition ensures discrete
values for the latency budgets required for the ILP. The step
size thereby indicates the granularity of the assignments. It
is further possible to have arbitrarily small but fixed units for
the latency budgets, e.g., milliseconds, seconds or minutes.
Equation 5 shows the cost-minimization objective that

minimizes the total cost of the application. The cost func-
tions are usually not linear and can therefore not be included
directly into the objective function. Instead, we use the inte-
ger decision variables and the cost coefficients. Equations 6
to 8 denote the ILP’s constraints. The first constraint, Equa-
tion 6, ensures that for each path, the sum of the latency
budgets of the CU on that path cannot exceed the path’s la-
tency bound Lmaxp . Each path can have an individual bound
which is why we use the index p. Equation 7 ensures that
each CU is assigned exactly one latency budget out of L.
Equation 8 is the integer-condition.

min
∑

cu ∈CU

∑
l ∈L

xcu,l ∗ costcu (l ) (5)

∑
cu ∈P

∑
l ∈L

xcu,l ∗ l ≤ Lmaxp ∀p ∈ P (6)

∑
l ∈L

xcu,l = 1 ∀cu ∈ CU, (7)

xcu,l ∈ {0, 1} ∀cu ∈ CU,∀l ∈ L (8)
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5.1.2 Cost-function Calls by the ILP
A cost-function call, e.g., for a CU hosted by a public provider,
can be seen as a Function as a Service, leading to cost per call.
For instance, in [13], the algorithm needs to be executed mul-
tiple times to determine the required number of instances for
different latency bounds. Hence, the number of cost-function
calls is an important performance metric for a solution to
the latency-distribution problem.
Given the ILP, a solver that finds an optimal solution for

the ILP makes at initialization |CU| ∗ |L| cost-function calls
and uses the results as the coefficients costcu (l ) in the objec-
tive function. |CU| is the number of CUs in the CU graph. |L|
is the number of different latency budgets that the solver can
assign to a CU. While |CU| is given by the SPA, the step size
and the latency bound Lmax defines |L|. Through adjusting
the step size, we can control the trade off between precision
of the output and cost-function calls. For example given a
latency bound of 2000ms, a step size of 1 leads to |L| = 2001;
a step size of 100 to |L| = 21. A longer step size reduces the
number of cost-function calls, a smaller step size leads to a
more precise, hence cheaper, result. An assignment of 168ms
is possible using for step size one but can become a (less cost
optimal) assignment of 200ms for step size 100.

5.2 Heuristic Solution
As the ILP is limited in scalability and needs a high number
of cost-function calls, we additionally developed a heuris-
tic. This heuristic implements a greedy strategy to quickly
converge to a solution that is close to the optimal cost.

5.2.1 Greedy Algorithm
The greedy algorithm processes the CU graph pathwise. For
each path, it initially distributes the available end-to-end
latency evenly among all CUs of a path. It then optimizes this
assignment stepwise. With each step, the greedy algorithm
swaps a share of the latency assignment LatCU from one CU
to another, where this share leads to reduced costs. The sum
of LatCU of all CUs on a path thereby remains the same and
does not exceed the end-to-end latency bound. The algorithm
thus stepwise improves the total cost until it does not find
an improving swap any more.
As in the ILP, the greedy algorithm needs for each CU a

cost function with a domain over all possible latency budgets.
Again, the step size controls the precision. Algorithm 1 gives
the pseudocode. Its major steps are as follows:

a) Assign minimal latency to all CUs (L. 5)
b) While there are un-processed paths, select the path

pmin with the smallest latency to distribute (L. 9)
c) process this path as follows:

i Evenly distribute free latency (L. 11)
ii Greedily optimize the assignment (L. 12)
iii Mark CUs passive to forbid further changes and

mark path as processed (L. 14)

Algorithm 1 Greedy Budget Assignment
1: Graph д
2: array of paths [1 . . . P] ps ← pathsд
3: array of cus [1 . . .CU ] cus ← cusд
4: for cu in cus do
5: latencycu ← getMinLatency(cu)
6: end for
7: plef t ← ps
8: while size (plef t ) > 0 do
9: p ← p ∈ plef t :min( f reeLat (p))
10: cusActive ← getActiveCUs(p)
11: distributeFreeLat(cusActive , freeLat(p))
12: optimize(cusActive)
13: for cu in cusActive do
14: cu ← passive
15: end for
16: plef t ← plef t − p
17: end while

18: freeLat(path p):
19: assiдnedLat ←sum(latencycu )∀cu ∈ p
20: f reeLat ← Lp − assiдnedLat
21: return f reeLat

Algorithm 2 Path-wise Optimization
1: optimize(array of cus cus):
2: cud ← cu ∈ cus : min(redCostcu )
3: cui ← cu ∈ cus : max(incGaincu ) and not cud
4: while incGaincui > redCostcud do
5: swapLatencyStep(cud , cui )
6: cud ← cu ∈ cus : min(redCostcu )
7: cui ← cu ∈ cus : max(incGaincu ) and not cud
8: end while

9: swapLatencyStep(cu cud , cu cui ):
10: incGaincud ← redCostcud
11: redCostcui ← incGaincui
12: latencycud ←reduce(latencycud )
13: latencycui ←increase(latencycui )
14: redCostcud ←costFunction(reduce(latencycud ))
15: incGaincui ←costFunction(increase(latencycui ))

In the following, we explain each of these steps:
a) Assign minimal latency. As initial assignment, each CU

receives its minimal budget (Line 5). This budget is the min-
imal latency the CU can achieve, potentially at very high
cost. If there is a path whose sum of these minimal assign-
ments of the paths CUs exceeds the path’s latency bound,
the algorithm raises an exception—there is no solution for
this latency bound. While each CU then has an assignment,
it is not yet cost optimal. The greedy algorithm improves the
total cost path-wise.
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Free latency to distribute
Minimal latency
requirements

Total latency bound of the path

Assigned latencies
of passive CUs

Figure 3. The free latency is the latency bound reduced by
the minimally required and the already assigned latency.

Table 1. Example for greedy iterations with 3 CUs. Notation:
(LatCU [sec], cost(LatCU ) + step, cost(LatCU − step )

Iteration CU1 CU2 CU3
Init (5 sec,-1,+2) (5 sec,-4,+5) (5 sec ,-5,+6)
1 (4 sec,-2,+3) (5 sec,-4,+5) (6 sec,-1,+5)
2 (3 sec,-3,+8) (4 sec,-2,+4) (6 sec,-1,+5)

b) Find the next path to process. The algorithm processes
next the path with the smallest latency value available to
distribute. We name this latency value free latency. The free
latency of a path is the latency bound of the path Lmaxp
minus already fixed assignments on this path (Figure 3, Line
11). These fixed assignments are the initial minimal latencies
budgets (Line 5) and already fixed assignments of multi-path
CUs. These multi-path CUs get their latency assignment
when their first path is processed. When processing their
other paths, their assignment is fix, the CUs thus passive. All
CUs that have not yet been assigned a budget are active and
will be considered in the path-wise processing.

The algorithm selects the path with the minimal free la-
tency to avoid invalid assignments. An assignment is invalid
for a path, if the sum of LatCU on the path exceeds the end-
to-end latency bound. If the algorithm did not select the path
with smallest free latency, it might assign latency budgets to
multi-path CUs that exceed the free latency of another path,
there resulting in an invalid assignment.

c) Path-wise Processing. Once the next path is selected, the
algorithm first evenly distributes the free latency among
the active CUs of the path, i.e., those CUs that have not
been processed in other iterations before, (Line 10) and then
greedily optimizes the assignment (Lines 12 to 14).

To evenly distribute the free latency, at first, the algorithm
assigns each active CU, in addition to its minimal latency
budget, an even share of the free latency. After this step, the
complete latency is distributed among the CUs on the path
but the assignment might not be optimal yet. Hence, the
algorithm greedily optimizes the assignments (Line 12). As
the latency budget is fully distributed after this step, a latency
increase at one CU requires a latency decrease at another
CU to fulfill the end-to-end latency bound. The algorithm
therefore swaps assignments stepwise until it cannot further
reduce the total cost of the path any.
Algorithm 2 details the greedy optimization. We use the

example in Table 1 to illustrate the algorithm’s steps. The ex-
ample considers a path with three CUs, seconds as time unit
and step size one. Each tuple shows the currently-assigned

latency budget LatCU , the cost if this assignment increases
by one step and the cost if this assignment decreases by one
step. To ensure fast greedy steps and to limit the number
of cost-function calls, we store this tuple for each CU. For
readability, we show the respective deltas, not the actual cost
value. In the first row, we see the initial assignment with
the evenly distributed end-to-end latency (Line 11). For the
greedy step, the algorithm selects the node with the biggest
cost reduction when increasing latency (cui - CU to increase
latency) and the node with the lowest cost increase when
reducing latency (cud - CU to reduce latency) for one step
(Line 2). In the example, it sets cui = CU3 and cud = CU1. If
the cost reduction of cui is greater than the respective cost
increase of cud , the CUs swap this latency step (Lines 9 et
seq), in our example one second. In the example, CU3 now
has a budget of six sec and CU1 a budget of four sec. The
algorithm selects the next cui and cud until the stopping
condition is met, i.e., if there is not cost reduction any more
bigger than any resulting cost increase. Then, the path is
fully processed. In our example, the stopping condition is
true after the second swap.

There are cases when we can swap more than one latency
step at once. This is possible if the bigger latency leads to the
same cost at cud than a single step would, which can be the
case if a cost function is not injective. Then, multiple latency
values can have the same cost. An example is a step-wise
defined function. With such a cost function, decreasing the
latency of cud by a single step leads to some cost c. How-
ever, the system can, for the same cost c, provide an even
lower latency and thus assigns a higher budget to the more
expensive CU. Hence, we assign the smaller value to cud
and respectively provide a higher increase of the latency
budget of cui . This can reduce the overall cost further. We
implemented this improvement for the Kingman-based cost
function [11, 17], which has parallelization degrees as dis-
crete steps and thus a non-injective cost function, and found
in preliminary evaluations that this can improve the cost.
Once the stopping condition is met, the algorithm fixes

the assignments and sets the CUs passive to be not affected
by the processing of other paths they might belong to (Alg.
1, Line 14). Fixing the assignments reduces the runtime of
the algorithm: Assume a bigger example with two paths, one
with 10 CUs, another with 8 CUs, whereof 6 CUs are shared
by both paths. After assigning the first paths with 10 CUs,
the algorithm has to assign latency-bounds only to the two
CUs not shared, instead of the full 8 CUs. Also, fixing the
assignments guarantees that the algorithm converges.
The passive CU’s budget is fixed when processing the

other paths and considered when calculating the free latency
as described before. In our example in Table 1, the budgets for
CU1,CU2 and CU3 would be fixed after the second iteration.
If there was a path CU2,CU4,CU5, only the CUs CU4 and
CU5 are active and would be considered for further latency
budget assignments.
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Figure 4. Examples for CU graphs. The darker the shade,
the higher the workload.
After the assignments are fixed and CUs are flagged pas-

sive, the algorithm updates the free latency values of the
un-processed paths and selects the path with the now min-
imal free latency as described in b) for the next iteration.
When all paths are processed, the algorithm returns the final
assignment.

5.2.2 Cost-Function Calls by the Greedy Algorithm
As cost-function calls can cost time and money, we aim
to keep the number of cost-function calls low. The greedy
algorithm at first evenly distributes the free latency budget
among the active CUs of the path. This saves iterations that
were required if we started from 0, making less cost-function
calls. Afterwards, it calls the cost-function at each latency
swap for cui and cud only. In Section 6, we show that the
greedy algorithm makes significantly fewer calls than the
ILP. To further reduce the number of cost-function calls,
we provide a variation of the greedy algorithm that caches
results of the cost-function calls.

6 Performance Evaluations
In this section, we present the results of our performance
evaluations. We evaluate runtime, calculated cost and the
number of cost-function calls for the ILP and the greedy algo-
rithm. We further show how our greedy algorithm performs
compared to a state-of-the-art algorithm for homogeneous
infrastructures.

6.1 Setup
This section describes the graph types, cost functions and
parameters of the evaluations. We execute all evaluations
on a 128 GB server with an Intel Xeon e5 2687w v3 3.1 GHz
CPU with 40 cores. The ILP solver is the open-source Coin-
And-Branchcut solver.

6.1.1 Graph Types
The operator graph of an SPA is usually a directed, tree-
shaped acyclic graph (DAG) that routes data from sources,
i.e., the leaves, to the consumer, i.e., the root node. The cor-
responding CU graph is thus also a DAG. As a CU can in-
clude multiple operators, we evaluate on relatively small
graphs. For a realistic scenario, we execute our evaluations
with graphs of 10 to 100 nodes. Note that the SPA behind
a 100-nodes CU graph is already an application with 100
individually managed parts. Using up to 100 CUs, we show

that the approach scales and is applicable for the fast grow-
ing trend for fog-/edge infrastructure. Our solution supports
larger graphs as well in a similar manner. Figure 4 shows
exemplary two of the CU graphs we use with 10 respec-
tive 25 nodes. The color intensity qualitatively represents
the workload. We create each CU graph randomly and ran-
domly add initial workload values randint . We then fur-
ther simulate workload propagation throughout the graph
with a selectivity of 0.5. The workload of a CU v is thus
randint + 0.5 ∗

∑
u :(u,v )∈Emaxworklad (u ) .

6.1.2 Cost Functions
Weuse four types of cost functions to show that our approach
seamlessly works with multiple cost functions types.

1. A cost function for M/M/1 queues based on Little’s
Law (c.f. Equation 1).

2. The cost function used by Lohrmann et al. [17] shown
in Equation 9. It uses Kingman’s formula [11] and is
applicable for G/G/1 queues, hence without any as-
sumption about the distribution of arrival and service
rates. p∗ denotes the parallelization degree that is re-
quired for queuing latency latency. The respective cost
per CU is the p∗ ∗ cost (instance ).

3. A simple linear cost function (100−CUdeдree ∗latency)
that returns a higher value for nodes with a higher
input degree.

4. A general representative exponential cost function as
in Equation 10.

latency =

(
λ/µ2

p∗ − λ ∗ µ

)
*
,

(cA (p
∗))2 + c2S
2

+
-

(9)

costCU (latency) = 10 ∗ e (−1∗(CUdeдree )∗latency/100) + 1 (10)

The first two cost functions are applicable for single-
operator CUs, the latter for single- and multi-operator CUs.
If not stated otherwise, to show the multi-model feasibility
of our solutions, we randomly assign the cost functions to
the CUs so that each CU graph in the evaluations includes
all four cost functions. Through evaluations with randomly
assigned cost functions, we show that our solution is not
limited to specific cost functions but applicable for SPAs that
combine CUs with different cost functions.

6.1.3 Latency Bounds and Step Sizes
We set the latency bound of a graph as a multiple of the
graph’s node count, using a bound factor. For example, a
bound factor of 2 and a graph with 10 nodes leads to a bound
of 20, and for a graph with 50 nodes to a bound of 100.
The step size defines the granularity of the latency-budget as-
signment (c.f. Section 5). In our implementation, we initially
use step size one if not stated otherwise.
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Figure 5. Cost Figure 6. Algorithm Runtime Figure 7. Cost, Runtime relative to ILP

Figure 8. Cost for latency bounds Figure 9. Runtime for latency bounds Figure 10. Cost for step sizes

Figure 11. Runtime for step sizes Figure 12. CF-Calls Greedy and ILP Figure 13. Cost Greedy, Lohrmann, ILP

6.2 Runtime and Cost Evaluation
We evaluate the two solutions for scalability, their perfor-
mance for different step sizes, and for different latency
bounds with the following three settings. Our performance
measures are runtime and calculated cost and we evaluate
with the settings as follows.

1. Graphs with 10, 25, 50, 75, 100 nodes, 50 randomly
generated graphs per size

2. Step sizes 1-5, 50 graphs with 50 nodes
3. Bound factor 2-6, 50 graphs with 50 nodes

6.2.1 Evaluation Results
Figures 5 and 6 show the averaged global cost and the total
logarithmic runtime of the algorithms for the different graph
sizes. For both algorithms, the runtime increases with the
number of CUs. Yet, it is sufficiently small to not indicate
scalability issues.We see that in all configurations, the greedy
solution leads to a slightly higher cost but decreases the
runtime with orders of magnitudes compared to the ILP.
Figure 7 depicts the relative cost increase of the greedy

solution to the optimal ILP solution and the runtime increase

of the ILP solution to the greedy solution. We see that, with
more CUs, the cost difference grows slightly but the runtime
increase by the ILP is in the order of magnitudes higher than
the cost increase.
Figures 8 and 9 show the performance of the algorithms

for growing latency bound factors, i.e., less restrictive latency
bounds. Figure 8 illustrates that the cost shrinks as expected
with a higher latency bound and that both algorithms reflect
this behavior. The runtime of both algorithms increases with
a higher latency bound as seen in Figure 9 because a higher
latency bound increases the search space |L| (c.f. Section 5).
Figures 10 and 11 show how the greedy algorithm per-

forms with growing step sizes, i.e., more coarse grained la-
tency assignments. Preliminary evaluations with both algo-
rithms for specific cost functions indicated that with growing
stepsizes, the ILP has an upward trend for the optimal costs
as anticipated in Section 5. However, for the evaluations with
multiple cost function and step sizes > 1, the ILP did not find
a solution within a reasonable time (<1 hour per graph). As
we focus on multi-model graphs, we ran the experiment with
multiple cost functions again for the greedy algorithm only.
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We see in the results hat the cost remains stable while the
runtime decreases.

6.2.2 Discussion
For step size 1, both algorithms quickly find a solution. The
greedy approach is faster than the ILP with only little worse
cost. For a step size > 1, the ILP was not solvable for random
cost functions in a reasonable time. With its lower runtime,
the greedy approach is preferable, particularly, if the solu-
tion is executed frequently, or the step size is > 1 and cost
functions differ. On the other hand, if the SPA is more cost-
sensitive, and the step size is 1, the ILP solution is preferred.

6.3 Cost-function Calls
Each cost-function call induces latency and request-costs (c.f.
Section 2.2). A small number of calls is important, particu-
larly, in case of long runtimes of cost functions or fees per
call, i.e. by a cloud provider. We therefore also evaluate the
total cost-function calls of each solution. Figures 12 depicts
in logarithmic scale how the cost-function calls increase with
an increasing number of CUs. We see that the greedy ap-
proach continuously executes fewer cost-function calls than
the ILP as anticipated in Section 5.2.2. If the cost-function
calls are expensive — in time or in money — the greedy so-
lutions is preferred. Enabling the caching mechanism (c.f.
Section 5.2.2) can reduce the number of cost-function calls
even further. If, however, the cost-functions are available
locally and have short runtimes, i.e., little communication
and processing overhead, the ILP provides the optimal result
and is accordingly preferred.

6.4 Comparing our approach to a solution for
homogeneous nodes

To see how our generic approach compares to a highly
tailored one, we implemented the algorithm proposed by
Lohrmann et al. [17]. It is tailored for a homogeneous in-
frastructure and solely uses parallelization as configuration
mechanism to control latency. To determine the required de-
gree of parallelism for each operator, the authors use queuing
theory. In this section, we compare the performance of their
solution to our greedy and ILP implementation. In Table 2
we compare their concepts and assumptions to ours.

To increase the precision, we modified the Lohrmanm
algorithm in one point. The algorithm uses snapshots of ar-
rival and service rates at each operator. From this snapshot,
the original algorithm uses the measured cA (covariation
of arrivals) to compute the required parallelization degree
(c.f. Equation 9). Yet, this value depends on the current par-
allelization degree at the moment of the snapshot. As the
parallelization degree used in the equation changes through-
out executing the algorithm, we use the more precise cA(p )
that depends on the new degree. This modification makes the
equation a cubic function that needs to be solved numerically
which Lohrmann et al. claim to be future work.

Figure 14. Runtime of all three solutions in log scale.

To compare the approaches, we need to match the cost
function and the granularity of CUs. For each CU, we use the
same cost function as Lohrmann’s algorithm. Further, each
CU of our architecture needs to represent exactly one opera-
tor, as Lohrmann’s algorithm determines the parallelization
degree operator-wise. Thus, in the comparison, the smallest
unit of configuration a CU represents needs to have the same
size. We, thus, need to limit our options drastically to match
the strict assumptions of the Lohrmann algorithm.
Figures 13 and 14 show that Lohrmann’s algorithm

achieves almost the optimal cost compared to the ILP and
outperforms both ILP and greedy in runtime. While the
greedy algorithm is slightly slower than the Lohrmann al-
gorithm, both finish even for 100 nodes within less than 0.1
seconds. Hence, we see this difference as insignificant. The
reason for the better cost compared to our greedy solution
is that Lohrmann’s algorithm is closely tailored to SPAs on
homogeneous nodes that influence latency via paralleliza-
tion only, while we propose a highly abstract and generic
solution. Modifying the parallelization degree stepwise, as
Lohrmann’s algorithm does, provides a more fine-grained
control than controlling the latency value. However, control-
ling the parallelization degree poses those strict requirements
on the infrastructure and configuration techniques that op-
pose our most important requirement — to inclusively con-
figure a DHM-SPA on a heterogeneous infrastructure with
multiple configuration techniques, different models to deter-
mine the configuration and no need for internal information
from a CU such as the current parallelization degree.

6.5 Summary
We evaluate both solutions for runtime, cost, and cost-
function calls. Both solve the latency-budget assignment
problem in reasonable time. We see that in some cases, e.g.,
higher step sizes or expensive cost functions, the greedy
algorithm outperforms the ILP. However, the ILP is prefer-
able, e.g., when optimality is more important than runtime
and cost-function calls are fast and cheap. We show that the
greedy algorithm smoothly handles CU graphs that combine
different cost functions. The ILP enables these combinations
for step size one. We further saw that a less generic approach
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Table 2. Comparing our approach to the alternative for homogeneous, parallelizable SPAs.

Property Greedy Lohrmann
Principle Start with feasible assignment and make it

cost optimal
Start with cost optimal assignment and make
it feasible

Parameter to assign Latency budget per CU Parallelization degree per node
Greedy step size Fixed Until no more improvement

Configuration techniques Any Parallelization
Requirements Cost function for each CU Homogeneous infrastructure, arrival- and ser-

vice rates from global snapshot. Independence
of arrival- and processing times per item.

Level of detail Summarize multiple operators into one CU if
necessary (e.g., black box provider)

Individual configuration of each node.

can outperform our algorithms but poses much higher re-
strictions on the setup — thus being hardly applicable for
DHM-SPAs.

7 Related Work
This section introduces autonomic control strategies to con-
trol latency of SPAs and continues with solutions to control
cost and QoS across distributed infrastructures. Approaches
that support autonomic latency compliance of SPAs usually
provide one model for the complete SPA. Cardellini et al. [4]
present a hybrid solution where local components request
configuration changes that a global component approves in
a globally optimal manner. However, the approval process
induces additional latencies for each adaptation while our
solution enables fast, individual and yet globally optimal
adaptations by the CUs. Mencagli et al. [20] propose a game-
theory based, decentralized approach where the SPA’s nodes
negotiate their degree of parallelization and an incentive
mechanism makes the nodes shift from their local optimum
towards a more globally optimal configuration. Lohrmann et
al. [17] propose a central component that uses queuing the-
ory to find the best parallelization degree for each operator
in an SPA for a bounded end-to-end latency at minimal cost.
Their solution, however, requires homogeneous nodes. Liu
et al. [16] propose a framework that implements autonomic
adaptation with a MAPE-loop. It defines and updates paral-
lelization degrees solely from profiled and monitored data.
Later they extend their work [15] to automatic cloud deploy-
ing with a bin-packing based plan. Russo et al. [24] recently
proposed a solution for elasticity for SPAs on heterogeneous
infrastructures using machine learning. However, they, too,
require control over the complete application. To control end-
to-end cost and bottleneck free processing already before
runtime, Mencagli et al [21] propose a static analysis tool
SpinStream. Besides fission, i.e., parallelization, they also
consider merging of multiple operators into one (fusion).
In our survey [23], we provide a more complete overview
over parallelization of SPAs. Other approaches are available
that tackle QoS and cost management across multi-provider
and heterogeneous platforms. Liu and Shen [14] manage
data storage across multiple cloud providers. As we do, they

minimize the overall cost across multiple providers with an
ILP and a heuristic but focus on data storage as resource.
Wang et al. target multi-provider hybrid cloud environments
[25] that include private and public infrastructures. They
aim at cost optimal, QoS aware task-scheduling. A cost opti-
mal solution first fully utilizes the private infrastructure and
adds public resources when necessary and handles workload
spikes within a required response time. Hung et al. [10] pro-
pose a job scheduling framework for geo-distributed jobs
that include edge, fog and cloud processing. They handle
the heterogeneity of network capacity and processing power
and deal with dynamics at runtime. Ultimately, they aim at
minimizing the average job response time by heuristically
estimating the remaining time for the geo-distributed job.

8 Conclusion
In this paper, we solve the challenge of cost minimally keep-
ing an end-to-end latency bound for SPAs that are hosted
on a distributed, heterogeneous, and multi-provider infras-
tructure. To this end, we propose an architecture and two
solutions. For our architecture, we model an SPA as a graph
of individually managed control units (CUs). We formulate
the latency-distribution problem to divide the end-to-end
latency bound into individual budgets and assign them to the
CUs in a cost minimizing manner. In doing so, each CU can
implement the latency-control mechanism that fits best to
the CUs specific infrastructure. As solutions to the latency-
distribution problem, we propose an ILP formulation and
a greedy algorithm. Evaluations show the effectiveness of
both solutions. Finally, we compared our greedy approach
to an existing solution that is restricted to homogeneous
infrastructures. With this work, we enable to control the
end-to-end latency of SPAs by the integration of different
control mechanisms into one globally but lightweight man-
aged system. This enhances stream processing in the emerg-
ing fields of IoT, edge and fog computing. For future work,
we plan to additionally consider energy consumption and
privacy constraints in the optimization and a mechanism to
learn cost functions at runtime.
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