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Abstract

This report presents measurements performed between four European high performance computing
(HPC) centers to investigate the possibilities and challenges of European Meta Computing using broad-
band connections. A high speed, low latency pilot network consisting of Ethernet, FDDI, Datex-M and ATM
sections was set up between workstation clusters at the computing centers.

The dynamic load balancing environment HiCon [Beck95e] was installed on the clusters and several com-
plex, parallelized applications - image recognition, finite element analysis and database processing - were
executed and observed. Additionally, several of these applications where executed concurrently in the sys-
tem. The load balancing environment matched the trade-off between resource exploitation and communi-
cation overhead according to the system and network behavior. Performance was compared to the
nowadays available Internet connection.

The trials were supported by the European Commission among a set of different distributed computing tri-
als within the E=MC2 project [Horn94], [EMC95c]. The results strengthen common promising expectations
and show several interesting challenges, limitations and guidelines for European Meta Computing -
resource sharing between distant high performance computing centers by high speed networks and flexi-
ble load distribution services.
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1 Introduction - The TEN-IBC E=MC 2 Project

The TEN-IBC (Trans European Networks - Integrated Broadband Communication) program [Roy94],
[TEN94a], [TEN94b] shall provide detailed guidelines that help identifying the missing elements in the har-
monious development and functioning of the infrastructure for the provision of the Trans-European net-
works - Integrated Broadband Communications. The guidelines shall set the network development
approach and yield sound and economic investments for implementing the networks. TEN-IBC defines
generic wide-area broadband services and identifies favorable conditions for the deployment of the broad-
band communications.

TEN-IBC investigates and evaluates different application types for a European high speed network. The
results will be disseminated to related interest groups and user communities. Application domains investi-
gated within TEN-IBC are cooperative work, distributed information services and parallel / distributed high
performance computing (E=MC2). TEN-IBC is focussed on application level rather than on network level.

The E=MC2 (European Meta Computing Utilizing Integrated Broadband Communications) project within
the TEN-IBC program [EMC94a/b], [EMC95a/b/c], [Horn94] addresses broadband interconnection of High
Performance Computing Centres for remote and distributed use of super computers to meet the challenge
of major applications and optimize their use across dispersed research teams. Between autumn 1993 and
summer 1996 it identified user interests and evaluates the impact of Europe-wide broadband network
availability on the use of supercomputers and computing clusters by research agencies and commercial
users.

High Performance Computing (HPC) is severely limited by network bandwidth in the degree to which the
resources available at HPC centres throughout Europe can be harnessed. The Rubbia report identified the
need for high bandwidth connectivity as a key factor constraining the economic benefits of co-operative
uses of HPC. E=MC2 set up a trans-national ATM based broadband network and exploits it for applications
which demand high network performance for their scientific or commercial success, or even for them to be
feasible at all.

The project involves several HPC centres, a telecommunications value added services company and a
commercial HPC manufacturer (section 5).

E=MC2 runs several trials, each concentrating on a different aspect of network requirements and reflecting
applications of strong interest in the HPC community. The trials concentrate on 1) coupled computing in
modelling and simulation using an atmospheric and oceanographic simulation as its application, 2) distrib-
uted supercomputing and workstation clustering between the centres and 3) remote submission and exe-
cution of applications to investigate the potential for commercial brokerage of HPC services. This report
concentrates on the second area. For more detailed information about the whole project and the results
obtained so far, we refer to [EMC94a], [EMC95b].

The TEN-IBC E=MC2 issues are a hot research topic and will become a commercially promising technol-
ogy in the next years. The concepts for distributed parallel computing mainly come from distributed operat-
ing system research [Tane85], [Gosc91] and database processing [Rahm93]. Recent network technologies
enable local and wide area networking for HPC with very high performance [Hand91], [Lin94], [McCa94],
[Wolm94], [Stru95], [Tolm95], [Pozz95]. Based on this, network computing environment prototypes are
being developed [Cap93], [Blum94]. Recently, people even start working on parallelization and distribution
of relevant industrial codes [Mech95], [Buba94], [Mier95], [Colb95].

2 Purpose and Rationale of the Trials

The main issues and purposes of E=MC2 can be summarized as follows:

• Investigation of technical feasibility of wide area distributing compute load across nation boundaries.

• Identification of software support requirements for proper distribution of large compute work load.

• Observation of bandwidth requirements / bandwidth utilization for distributed execution of different par-
allel application classes and multiuser load. Monitoring of application behavior and network utilization.

• Review potential benefits from trans European high speed networks for commercial and scientific HPC.
Obtain user requirements and user satisfaction to evaluate marketability.

• Identify economically important and promising HPC application domains that can utilize European high
speed networks, showing completely different profiles and challenges than the more common and more
understood domain of video/voice transmission and cooperative work.
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The project is not expected to yield exciting discoveries, but to provide a quantitative base for future plan-
ning and activities in this area which can be of important commercial benefit in the near future.

The E=MC2 trials are planned and set up according to following principles:

• Take existing applications. Adapt them as necessary for wide area distribution and heterogeneous net-
work capacities and processing nodes.

• Use IP over ATM rather than native ATM protocols, because all existing parallel / distributed applica-
tions are based on proprietary or on IP mechanisms.

• Couple several distant High Performance Computing (HPC) centers. These centers are currently con-
nected by narrowband ethernet, and were connected by high speed ATM during the broadband trials.

• Choose representatives for relevant and typical application classes:

• European weather forecast simulation coupled with oceanographic simulation.

• Parallel grid based numerical simulations.

• Workstation cluster load distribution services with different sample application loads.

• Client-server structured parallel applications with automatic load balancing support.

• Network monitoring characterizes the application behavior and network utilization patterns.

The main topics for investigation in the load balancing trials will be the following:

• Will the introduction of broadband connections enable a shared, increased utilization of the huge com-
puting resources distributed among the various high performance computing centers within Europe?

• In which degree can these distributed resources be effectively exploited? The granularity and flexibility
depends on the availability and capacity of trans-European network connections, on the capabilities of
underlying load balancing services and runtime environments and also on the applications’ flexibility
with regard to migration and task decomposition across heterogeneous structured networks of dissimi-
lar computer architectures.

The coarsest level of load distribution is the submission of whole large batch jobs to suitable computing
centers. This does not require sophisticated software support nor network capabilities, except that all
services must be available at each site and input data must be copied to the executing site.

A finer distribution granularity is the assignment / migration of processes throughout the network. Due
to unpredictable arrival rates and processing demands in interactive operation this should be done
dynamically and hence requires operating system support for transparent file access, service availabil-
ity and process migration. On-line network connections with sufficient bandwidth are required.

The finest distribution level assigns even small subtasks of large complex parallel applications to pro-
cessors within and between computing clusters to increase the available parallel processing power.
This approach additionally requires advanced system services and powerful point to point communica-
tion facilities with low latency for synchronization / cooperation within parallel applications and remote
access to fine grained data items.

Overall, the question is whether it is feasible to use the European computing centers as cooperating
clusters or even as a large parallel metacomputer.

• Under which circumstances is it worthwhile to distribute and shift load mixes of several concurrent large
parallel applications among computing centres to improve performance by load balancing? What con-
nectivity is required to enable a significant and effective reduction of load skews between distant com-
puting centers, provided a suitable load balancing service is available?

• Under which circumstances is it worthwhile to distribute one single large parallel application among
computing centres to improve performance by load balancing? How far can coupled computing centers
be viewed as one large resource pool, increasing the amount of available resources for HPC?

• What technological challenges and economical constraints limit automatic load distribution for exploita-
tion of the European computing resources? By adapting and upgrading the load balancing environment
within these trials and porting different application types of common interest, we try to identify the most
critical issues to be improved in nowadays operating systems and load distribution environments.

Which performance criteria apply to the investigated objects?



- 4 -

• The first object type, workstation clusters at computing centers, are observed as to how much of the
available processing power can be fruitfully utilized within the clusters and globally.

• The second object type is the network itself. The trials will focus on the average latency of short mes-
sages (packets) that are exchanged to synchronize within parallel applications and ship control informa-
tion throughout the distributed runtime environment, and on the average latency for mixed short and
long messages that are sent for data communication and data movement purposes. The overall utilized
network bandwidth is not of primary interest in the trials. The measurements obtained from the narrow-
band connection will be compared to the ATM results.

• The third object of investigation is the load balancing service. The performance evaluation criteria com-
prise the achieved resource utilization, the average achieved proportion of computing time to communi-
cation time per task execution and the throughput gain by coupling several unequally loaded remote
clusters. An important issue is the effectiveness of load balancing decisions, i.e. how far the trade-off
between exploitation of idle remote CPU cycles and increased data communication overhead can be
covered.

• Finally the applications are subject to evaluation. The users’ performance criterion is simply the elapsed
time of a whole application. The trials evaluate the potential of three different application types for auto-
matic distribution across nation boundaries by load balancing services. The potential depends on the
applications’ work load profiles (task granularity and potential parallelism), their communication inten-
sity and also on the complexity to properly distribute their tasks across the nodes.

Overall, the different objects and their evaluation criteria capture the interests of users, application devel-
opers, operating system developers, computing center operators and network providers.

Following technical challenges were to be considered for the trials:

• Current parallel and distributed computing on workstation clusters suffers from insufficient concepts for
naming, security, vendor independence and availability, which make remote processing, global file
access, communication and management difficult:

There is no useful or complete hierarchical naming scheme for countries, computing centers, hosts or
network interfaces. Default directory paths for executables and users’ homes are different and user
names or identifiers often must be different. Illegal data access and resource usage across the network
is prohibited by inflexible ‘fire wall’ routers at the computing centers that render remote execution and
communication more difficult. Heterogeneous computer architectures and versions of the UNIX operat-
ing system differ in definition files and library functionality; They use different byte orders and byte align-
ments for data structure representation. Differing executables and data file formats must be managed
additionally to the version management of programs, configurations and data across the network and
complex scripts are necessary to manage and distribute the versions across the network. Each time, as
network lines or participating hosts become unavailable, configuration changes are necessary.

• On the application and load balancing level, the IPVR provided an environment including several appli-
cations that turned out to be suitable for low bandwidth as well as for broadband trials. For other exist-
ing relevant applications, proper parallelization, restructuring and tuning as well as enhancing their
portability and flexibility requires huge efforts that can hardly be afforded within this project.

• The proper exploitation of distributed system resources across the network requires not only equaliza-
tion of processors’ load, but also consideration of the data communication within parallel applications
and the cost for accessing non-local common data items. The load balancing structure can be clustered
according to the geographic distribution of the workstation clusters.

• The timely network availability and reliability necessary to perform the trials was not clear. Missing
experience with the new technology at the manufacturers, network providers and administrators could
also infer serious problems with regard to network management and costs.

3 Load Balancing Environment

Clusters of high performance workstations not only provide individuals with personal computing resources,
but can be exploited as parallel computing systems. The workstations within clusters are usually not used
by their owners all the time but are idle for about 90% of the time. Hence, for batch and interactive process-
ing demands of the users the resources of idle workstations within the cluster can be exploited. Further
workstation clusters can be used as a parallel system for large compute intensive applications. To achieve
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a reasonable exploitation of the available resources and leave programmers and users almost unaware of
distribution aspects, dynamic load balancing is required to schedule arriving tasks within the cluster
towards optimal throughput.

Different computing centers supply clusters of workstations that meet a relevant, growing portion of the sci-
entific and commercial processing demands. These workstation clusters can also be connected to one
huge processing array for large computations or yield an optimal utilization of system resources by differ-
ent users and applications entering the system from local or remote sites. However, to exploit this meta-
computing ressource for the European research and commercial community, suitable broadband connec-
tions between European computing centers as well as automatic dynamic load balancing facilities operat-
ing within and between clusters are basic requirements.

In contrast to the remote execution trials within E=MC2, the load balancing trials do not focus on a general
purpose environment for mixed load by anonymous processes, but on load balancing facilities for increas-
ing the overall system throughput of several big, heterogeneous applications typical for commercial and
scientific production environments. Here, the proper exploitation of distributed system resources across
the network additionally requires consideration of the data communication within parallel applications and
the cost for accessing non local, common data items. Further, to efficiently equalize load for large, impor-
tant applications it is worthwhile to provide load profile estimations of the applications‘ tasks and data to
the load balancing facility. Unlike other common load balancing and remote execution environments, the
HiCon load balancing environment (see below) can deal with parallelized applications with heavily commu-
nicating tasks, synchronization relationships and cooperation on common data structures. Exploitation of
distributed system resources across the network requires, besides full utilization of the CPUs, also consid-
eration of data affinity and data communication overhead when spawning tasks that operate close
together.

A full implementation of the dynamic, workstation based load balancing environment HiCon, developed by
the IPVR was employed. In this environment load balancing is expected to assign work load in a way that
maximizes overall throughput. The execution environment offers advanced, flexible and adaptive dynamic
load balancing for compute and communication intensive applications on parallel shared nothing architec-
tures like workstation clusters. Although application independent, load balancing is able to exploit various
resource information units for decision making, like CPU run queue lengths, task queue lengths, location of
data or copies and estimations about task profiles. It can operate different complex, reactive and predictive
strategies. Further, load balancing is able to dynamically adapt its decision parameters to the current appli-
cation and system state. Different clustering structures between centralized and completely distributed
load balancing structures can be configured. For the trials it is essential that the load balancing system is
scalable and flexible enough to span across clusters of heterogeneous workstations of high performance
computing centers in Europe. Task and communication granularity as well as communication patterns can
be observed in different granularity. Summarizing, the HiCon system provides following features:

• Dynamic task assignment, application independent, adaptive. For heterogeneous workstation clusters,
for large, parallel applications, for multiple concurrent applications.

• Central & local task queues

• Centralized per cluster, decentralized between clusters

• Decision cost model: Minimum estimated task response time: wait time in local server queue + compute
time on node + delays for data communication

• Decisions base on measurements of nodes’ load, data distribution, data exchange cost (including net-
work bandwidth and latency) and pre-estimations of task size, data access pattern

• Applications observed under load balancing: Task parallelized, client - server structured, fine granular
communicating tasks within applications, cooperation by accessing virtual shared data (runtime system
support)

Applications obey the client - server processing scheme, they are functionally decomposed, and one client
per application which controls the application flow, issues tasks to be worked off by some instances of a
server class. Of each server class multiple instances can be distributed among the processors. There is no
explicit communication between servers; instead, they cooperate by using global data structures, actually
automatically distributed and replicated among the computing nodes. Parallelism within applications is
achieved by asynchronous server class calls.

During the trials we will not look closer to load balancing policies, load balancing overhead or adaptability
of dynamic load balancing strategies to network load patterns. We just employ the most sophisticated and
suitably tuned and load balancing structure and policy respectively.
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4 The Trials: Application Scenarios

A set of applications was chosen, which is representative for the behavior of large important applications in
the areas of numerical simulations, image processing and commercial data processing. The applications
are parallelized and nevertheless can be run concurrently as homogeneous or heterogeneous load mix on
arbitrary workstation networks within the load balancing environment. The following gives a brief charac-
terization of the applications used within the load balancing trials.

Parallel Finite Element Analysis

The finite element method is mainly used in the mechanics and thermodynamics to investigate the behav-
ior of constructions and volumes under the influence of forces and temperatures by numerical simulation.
The objects to be investigated are decomposed into a large number of small elements, between which the
physical interactions are calculated by approximation of the respective partial differential equations. This
element calculation process yields a large global linear equation system, which must be solved to get the
resulting displacements, stress or temperature of the elements. The figures show an example result of a
block under stress, and the execution scheme of a parallel finite element analysis.

Figure 1: Result example of a finite element calculation.

The algorithm is a major representative for computational load by large scientific simulations. The element
calculation is parallelized by element number ranges, a global stiffness matrix is established using a dis-
tributed storage format for sparse matrices. The following conjugate gradient solver contains three paralle-
lized sections per iteration. Overall, the application type shows regular task parallelism, stable task sizes
and stable data reference patterns. All phases of the computation require heavy data communication,
because the tasks operate on common data elements.

Figure 2: Execution scheme of a parallel finite element analysis.

Parallel Image Processing

Image segmentation converts a given pixel image into a set of homogeneous areas. This process usually
is the first step of a complete image recognition. Each area shall consist of similar colored dots with few
exceptions. The implemented algorithm takes four steps: Starting from an initial partitioning, the square
merge phase tries to combine neighbored squares as long as the resulting squares still give a homoge-
neous area. Parallel to this process square split operations refine squares that could not be merged, until
each square represents a homogeneous area. These both processes are blockwise parallelized and work
concurrently with irregular parallelism on the image. The next step, polygon merge, merges as many as
possible neighbored squares to arbitrary polygons. The last step, boundary extraction, yields the edges
surrounding the polygons.

The split and merge operations are mostly very fine grained. Some can be bundled into larger calls for pic-
ture segments. Overall the number of tasks and their granularity depends heavily on the respective struc-
ture of the image and influences the parallelism that can be fruitfully exploited. During the polygon merge
phase it is no longer possible to target the calls to disjoint image partitions, because the polygons have
arbitrary shapes. Depending on the image structure this causes intensive data communications and limits
the useful parallelism. This observation also holds for the following calculation of the polygon boundaries.
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Figure 3: Steps of the image segmentation algorithm.

This class of algorithms, typical for image processing algorithms, shows several computation stages,
unstructured parallelism, differing task sizes and frequent data communication; load profiles depend
heavily on the actual structure of the image.

Figure 4: Execution scheme of a parallel image recognition.

Parallel Relational Database Processing

In commercial data processing, a large portion of the efforts consist of retrieval, combination, filtering and
modification of data items within a huge set of semantically correlated data. Relational database manage-
ment systems convert complex, descriptive operations into a set of simple basic executions.

Here, complex query graphs, consisting of scans, projections, joins and loads are performed exploiting
functional and data parallelism on key range partitioned data, yielding execution profiles characteristic for
commercial data processing. The figure shows a sample query graph along with a possible parallel execu-
tion scheme. In this application type, task sizes and data reference patterns can be pre-estimated.

Figure 5: Algebraic description and parallel execution scheme of a sample query.

Network Requirements

The feasibility of load equalization across computing centers depends on the capabilities of the underlying
network connections. The requirements for the trials can be defined by the message traffic profile imposed
by the load balancing environment. Within one workstation cluster clients and servers exchange call and
result messages which are routed via the centralized load balancing component (point-to-point messages
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with a size of about 100 bytes and a frequency of 0.05 to 50 messages per second, depending on the task
granularity and the parallelism within the applications). These messages are almost latency bound.

Between system partitions the same type of messages for task migrations and remote result returns occur
between the load balancing components. Their frequency depends on the load skew tolerance of the inter-
cluster load balancing policy (rough equalization yields low message traffic). Further the load balancing
components interchange system load information messages of 50 byte size in adjustable periods (usually
seconds).

Data communications between servers involve short control messages (about 50 bytes) to the load bal-
ancing component or probable data owner and longer messages for the actual data transfer, which occur
directly between the current owner of the data and the requester node. The size of the data messages is
application dependent (usually between 100 and 10.000 bytes), the frequency depends on the data
requirements of the applications‘ tasks and also heavily on the data affinity of the servers to the requested
data, which can be increased by advanced load balancing strategies. These messages are almost band-
width bound. Further, there are short control messages for data copy invalidations, and for data transfer
across clusters additional forwarding messages between the concerned load balancing components are
necessary.

Overall, the message traffic in the load balancing environment consists, besides control, task and result
messages, mainly of data communication messages between server processes. There are situations,
showing thousands of data communication messages per second that easily congest low bandwidth net-
works. Messages transferring large data items demand high bandwidth, shorter ones are latency bound.
Although message latency can be hidden partially by multiple servers per node and different concurrent
applications, the progress of parallel applications heavily depends on fast message delivery.

The load balancing environment uses the UDP message passing protocol (TCP/IP family) rather than ATM
specific protocols for portability reasons.

5 Computing Center, Network and Application Configurations

E=MC2 couples several European HPC centers to exploit the aggregated computing power consisting of
supercomputers, parallel systems and workstation clusters. Figure 6 shows the project partners, Figure 7
the network connectivity that was set up by the project.

Figure 6: Map of the E=MC2 project partners.

Figure 7: Network connectivity for the E=MC2 trials.
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Figure 8 illustrates the general scenario for the load balancing trials: the computing centers participating in
the projects each provide workstation clusters. A central load balancing component was used for simplicity
and to increase load balancing accuracy by global overview.

Figure 8: Clustered environment for wide area networked parallel computing.

The general network and application topology for the load balancing trials consists of all four HPC centers
CERFACS, GMD, IPVR and Queens. The environment and the applications can run across multiple plat-
forms. Here System V and BSD UNIX derivatives from IBM, Sun and Silicon Graphics are involved. Differ-
ent network capacities were investigated, each of them was evaluated for different load profiles, i.e.
application scenarios. Possible network configurations, as shown in the figure, are locally Ethernet con-
nected workstations, locally ATM connected workstations, trans European narrowband connected work-
station clusters and trans European high speed connected workstation clusters.

Figure 9: General arrangement of network and applications for the load balancing trials.
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6 Measurement Results

Although the E=MC2 project performed a variety of different measurements, it is impossible to investigate
network and resource utilization and the application performance on a continuous line of network speed.

In the following, the trials are presented for the different topologies that were employed. Each topology is
described in three aspects:

• the network routing,

• the network performance and

• the application performance.

For each topology we tried to compare network lines of differing capacity, namely the existing Internet and
the broadband pilot lines set up especially for the project.

Network Routing

The routing of message packets across the existing narrowband network within Europe is rather compli-
cated and not straightforward. The figures show typical routing lines between the participating computing
centers within E=MC2. Therefore, the IP traceroute utility measures the average round trip delay for send-
ing short UDP packets (40 bytes) across the network and traces these delays for each router along the
path. Hence, it provides the whole route which the packets take and the time spent on each section. The
latencies vary extremely, depending on the traffic profiles, which change during day and week time. Hence,
the routing changes dynamically and may also contribute to latency variations. For example, between Stut-
tgart and Toulouse, latencies in the range of 200 ms to 600 ms can be observed. The same degree of vari-
ation holds for the network performance measurements.

Not only the far distance lines, but also the large number of hops within the switching stations, i.e. network
provider exchanges or computing centers, add significant delays to the message delivery time. Hence, the
broadband pilot connections established for the E=MC2 trials not only largely improve the throughput, but
also reduce the latencies significantly. Further, the routers and switches are also the main reason for the
packet loss rates, because they drop packets in congestion situations.

Within the UK the research centers are already connected by SuperJanet broadband lines for the usual
Internet services. Instead, France and Germany are equipped with region wide broadband networks only,
like the Belwue in Baden-Württemberg.

Network Performance

The main focus of the E=MC2 research is on the application level, where the application performance of
course depends heavily on the performance and characteristics of the underlying networks. So it is essen-
tial to judge the network performance. The raw network level throughput is the most commonly used mea-
sure for network performance. This was also observed in depth [EMC95a], but the E=MC2 consortium
identified further characteristics as important and tightly correlated to performance on application level:

• Distributed HPC applications usually exchange data and synchronization messages between the partic-
ipating processes. This yields no continuous data flow and hence no effective network utilization. How-
ever, it requires very high bandwidth during certain phases within an application execution.

• Most applications are parallelized in a way, that the progress of the participating processes depends on
the arrival of certain data or synchronization messages. Therefore, the elapsed time for a single, possi-
bly short message is a limiting factor for the performance of distributed applications. This is why the net-
work latency and the throughput for single / synchronous messages is an important network
characteristic. Synchronous messages are used frequently, if the underlying delivery service is unreli-
able, or if the sender requires that the receiver really has dispatched the message, possibly just to
ensure that the partner has also reached a certain point within the common computation.

• The Internet protocol (IP) provides unreliable packet delivery. Packets can be lost on their way arbi-
trarily, due to falsification of the bit contents or due to congestion of the input / output queues of the
intermediate routers and switches. There is no notification mechanism that tells about lost packets.
Hence, the protocols basing on IP usually optimistically send several message packets across the net-
work and besides listen for acknowledge packets. After some time or if a certain amount of data has
been sent, and no acknowledge returned so far, the sender protocol simply retransmits the packets. So,
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the average packet loss rate also significantly influences the network throughput visible to the applica-
tion, because lost packets entail large delays for the time-outs and additional traffic on the network due
to retransmissions.

The network performance graphs present the relevant performance characteristics of the networks used
by the trials. It should be mentioned, that the performance on the existing narrowband wide area networks
show huge derivations in all aspects. So the numbers in the graphs merely reflect typical average behav-
ior.

Application Level Measurement Results

As depicted in section 5, we tried to execute and observe as much as possible different scenarios on the
different network topologies. The results on application level give elapsed time of a whole parallel applica-
tion’s execution or elapsed time of a whole mix of concurrently executing parallel applications. This serves
as a judgement of response time and of system throughput as well.

6.1  In-house Broadband Trials

Within the IPVR, some trials were performed to compare the performance of the Ethernet CSMA network
with up to 10 Mbit/sec bandwidth to the ATM switched network providing 100 Mbit/sec (TAXI). Up to five
hosts were connected by either Ethernet or ATM. Figure 10 gives a performance comparison between the
Ethernet and the ATM broadband connection in-house within the IPVR. Latency is about the same,
because it is mainly software protocol stack processing and context switching time. This holds for mes-
sages up to 3 KByte. The throughput, however, increases dramatically.

Figure 10: LAN network performance.

Despite the throughput enhancement, the application level measurements showed no significant differ-
ences. Load balancing always exploits all available servers. But as this type of distributed computing does
not heavily use large data streams, the latency of the LAN is a limiting factor.

For illustration purpose, Figure 11 and Figure 12 observe one of the five participating hosts during the exe-
cution of three concurrent and of nine concurrent parallel finite element analysis applications on ATM LAN.
By tracing the ATM cells sent / received by this host and underneath displaying the CPU utilization profile,
it shows the intermittently usage pattern of the network, corresponding to the calculation phases of the
applications. The network utilization increases as expected, if more applications are executing concur-
rently. Still, they produce no continuous but rather irregular traffic, demanding very high bandwidth for short
phases. Note, that this is only the network load by one of the hosts, hence the message traffic crossing the
switch is about five times as high, rising up to 5 Mbit/sec sustained throughput in peak situations.
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Figure 11: Network utilization by one host during the in-house ATM trials.

Figure 12: Network utilization by one host during in-house ATM trials with high concurrence.
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6.2  National Broadband Trials between Stuttgart and Bonn

Cooperating with the national research laboratory GMD near Bonn, it was possible to set up a Datex-M link
with broadband end connections on both sides between GMD and Stuttgart for the E=MC2 trials. After
walking through various problems and challenges which where typical for all the broadband pilots within
the project, the line was up for several days with acceptable bandwidth and reliability. First, we look at the
routes and message latencies on the existing national Internet and on the national broadband pilot con-
nection established trials between the IPVR in Stuttgart and the GMD laboratories in Bonn (Figure 13). The
Stuttgart router converts IP packets into SMDS packets and sends them over an HSSI interface per Datex-
M to Cologne. This is based on DQDB technology. In Cologne, the protocol is transformed from DQDB
towards ATM. The Bonn router then receives SMDS packets via ATM, extracts the IP packets and packs
them up into AAL5 packets. These packets are sent via ATM to the target workstations.

Figure 13: Current Internet vs. broadband pilot routing Stuttgart - Bonn.

A performance comparison between the existing national network and the broadband pilot connection
between IPVR Stuttgart and GMD Bonn gives following results:

Figure 14: National network performance between Bonn and Stuttgart.

This time, network throughput was measured by observing the UNIX rcp command for remote file copying.
Because a 1 MB file was copied, the numbers roughly correspond to the bulk / asynchronous values of the
measurements in other topologies. The raw network performance of the broadband connection, consisting
of mainly Datex-M and smaller ATM / FDDI / Ethernet parts was told to provide a raw throughput of 8 MBit/
sec as requested from Telekom. The narrowband connection (WIN) was specified to offer nearly 1 MBit/
sec if completely undisturbed. During workdays, however, the network specialists said it could be arbitrarily
slow. User level throughput is of course smaller due to rcp, IP and ATM protocol overhead. The average
message latency could be dramatically reduced by the high speed link.

Based on this broadband connection, the largest variety of different scenarios involving all three applica-
tion types could be performed. Comparative measurements using the usual Internet connection could be
obtained during night and during workdays. The clusters consist of 4 workstations running SunOS (BSD
Unix) or Solaris (System V Unix) at each site. At the IPVR, two processor workstations were employed.

First, each application was observed in dedicated mode on the cluster. Next, each of the applications was
run several times concurrently. Here, all the 5 application executions were started from one GMD host and
appropriately distributed across the network by automatic load balancing. The results are summarized in
the following figures.

The parallel finite element analysis was executed by nearly 100% exploiting the IPVR servers and about
75% of the GMD servers. The problem of the executions on the high capacity network is that the waiting
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times at the end of iterations due to slightly unequal computing times are getting more important as the
network communication delays drop.

Figure 15: Application level performance of the national trials, dedicated applications.

The parallelized image recognition on the narrowband network was executed 70% at IPVR machines
(quad phase). In the merge phase, load balancing exploited an average parallelism degree of 3 using
IPVR machines. In the boundary search phase, however, all servers where used. On the broadband net-
work, slightly more parallelism was exploited.

The parallel database operation execution was always executed to 95% at the IPVR, because internal par-
allelism was not that high and the IPVR machines are significantly faster.

Overall, it must be stated that the rather fine granular distribution of a single parallel application across the
wide area network does not show significant improvements in general, indicating that wide area resource
sharing is especially worthwhile to increase the computing potential if a local site cannot provide enough
resources for the workload it receives, and not to achieve arbitrary speedups by further parallelizing appli-
cations.

Figure 16: Application level performance of the national trials, multiuser operation.

For the 5 concurrent image recognition computations load balancing decided to exploit all servers for
almost all the computation phases. The same holds for the other 2 applications. So, load balancing esti-
mates this network topology as close enough to fully exploit the distant computing clusters as one meta
computer. While in following international topologies this feeling can be achieved by the broadband ATM
pilot only, here the broadband connection does not principally change the distribution policy but yields
largely reduced communication delays and significant better resource utilization. This can successfully be
exploited to improve application level throughput.

6.3  Trans European Narrowband Trials at Different Time of Day

The performance of the existing narrowband WAN within Europe available for a user varies largely
between night and day. During working days the network lines are completely overloaded - [EMC95a] pro-
vides extensive measurements. The network routing figures are not shown here, but in following sections
which also used broadband lines. Figure 17 just shows a typical Internet routing between Queens Univer-
sity of Belfast in Northern Ireland and CERFACS Toulouse in Southern France.

These trials on the narrowband network were performed to evaluate the sensitivity of the application per-
formance to the underlying network performance. However, it must be mentioned that the network shows a
very bad performance both night and day, so that load balancing mostly refused to really exploit this net-
work. Hence, one major conclusion of these measurements is, that the current network really is not capa-
ble to enable suitable European meta computing.

The configuration consists of all three distributed computing centers, each of them supplying a workstation
cluster as indicated in Figure 17.

The network characteristics for some of the connections that can be obtained for typical distributed HPC
applications’ communication profiles is shown in Figure 18.
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Figure 17: Current Internet routing Belfast - Toulouse and trial topology.

In order to motivate load balancing to utilize the distributed resources, five applications of the respective
type were started concurrently at the IPVR. Although their initial tasks were performed at the IPVR, the
applications soon began to unfold extensive parallelism, computational load and data communication.
Load balancing had to decide, whether it was worthwhile to execute some of the tasks at distant sites.

One restriction of the centralized load balancing structure which was used for most of the trials, is that it
was not able to simply assign or migrate whole applications among the clusters, because it decides task
based. Usually, the effects are similar to distributing whole applications, if the network power differs widely
within and between clusters. But sometimes it turns out that load balancing does not use the other clus-
ters, except these where the respective application originated, because when the applications grow in this
cluster, distributing some of their tasks to a remote cluster would lead to huge data communication efforts.

Figure 18: Trans European narrowband performance Belfast - Stuttgart - Toulouse.

Figure 19 shows the elapsed time for the whole application mixes, for each application type and for execu-
tion at night and during a workday respectively. To explain the execution time differences, it should be con-
sidered, that the CPU resources were quite the same, the applications load was the same, just the
underlying network performance changed. Further, load balancing had to decide, how much of the
resources it could fruitfully exploit in order to improve the overall performance. Hence, in contrast to stati-
cally distributed applications, changing network characteristics yield completely other task assignments
and schedules. Finally it should be noted, that load balancing does not primarily try to fully use up the
available network bandwidth, but tries to get the workload done as efficiently as possible. This often results
in intermittently network utilization.
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Figure 19: Application level performance of European narrowband trials.

For the finite element analysis applications, load balancing decided to use mostly Stuttgart machines; At
night Toulouse and Belfast where utilized slightly more. For the even more fine grained and more commu-
nication intensive image processing applications, load balancing decided to use Stuttgart only, regardless
of the daytime. If load balancing was forced artificially to use the other clusters also, the application mix
took 640 seconds at night. This is just added to ensure, that load balancing decisions are in fact reason-
able. For the database processing applications, load balancing fully utilized all clusters in both cases.

These measurements indicate that on existing wide area networks fine grained international meta comput-
ing is infeasible, and that HPC application performance is really sensitive to the underlying network capac-
ity.

6.4  Trans European Broadband Trials: Stuttgart - Paris

During the Interop+Networld fair 1994 in Paris, the RUS of the University of Stuttgart set up an ATM /
Datex-M broadband connection between Stuttgart and Paris. It was arranged that this connection could be
used for E=MC2 load balancing trials at night.

The message routing and latencies on the trans European broadband pilot connection established during
the Interop fair between IPVR Stuttgart and the conference center in Paris are shown below.

Figure 20: Broadband pilot routing Paris - Stuttgart.

Between Stuttgart and Berlin a 34 Mbit/s Datex-M line was used. Between Paris and Berlin an ATM line
was set up with intermediate switches in Bagnolet and Cologne, i.e. the European ATM pilot. At both ends
of the ATM line messages where converted from / to Ethernet protocol, which limited the access bandwidth
to the broadband connection to 10 Mbit/s. Further, Telekom supplied an OSI level 3 protocol router
between DQDB (Datex-M) and HSSI/DXI (ATM) in Berlin, which increased message latencies, because
packets were reassembled on IP level.

Overall, several serious technical and organizational restrictions diminished the executable measurements
and the strength of the results. These problems, caused by the instability of the connection and the proto-
typical setup and configuration, turned out to be a characteristic problem for the E=MC2 project:

• The line was effectively available for small time slots only, allowing no detailed observation, adaption of
load balancing or application to increase the bandwidth exploitation, nor measurement repetitions.

• For days, all IP packets larger than 600 bytes oozed away between Paris and Berlin.

• Only 10Mbit/s access speed was available to the broadband lines.

• As described above, the latency was very large due to many high level protocol conversions.
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• Only two workstations in Paris and just one in Stuttgart could be coupled fruitfully for this trial. This does
not present real coupled workstation ‘clusters’. Hence, load balancing was encouraged artificially to dis-
tribute the computation over all hosts.

Figure 21: Network performance between Paris / Toulouse and Stuttgart.

One parallel finite element analysis application was performed. For comparison to the existing narrowband
network, a similar configuration was set up and measured between Stuttgart and Toulouse, as shown in
Figure 21. It should be mentioned, that the single, dedicated application, although parallelized, could not
exploit the full bandwidth, but caused intermittently network traffic.

The execution profiles of the broadband configuration show acceptable ratios of data communication por-
tion to CPU processing portion by full exploitation of all three machines with rather fine grained distribution
of tasks. The workstation in Stuttgart initially owned all data, so large amounts of data had to be replicated
and migrated across Europe during the element calculation. During equation solving it turned out that in-
house data communication between the Interop machines was significantly less expensive due to smaller
latencies. Load balancing was forced to distribute the tasks nevertheless. The execution profiles of the low
speed network measurements show large communication overhead due to increased latencies and poor
bandwidth.

Figure 22 compares the elapsed execution times for the element calculation phase and the average
elapsed times per equation solving iteration:

Figure 22: Application level performance of first European broadband trials.

Note that the evaluation of the broadband trials focussed on the load balancing and application level only.
Network level performance evaluations to examine the effectively exploited bandwidth could not be per-
formed due to lack of time.

The real obtained performance gain on the application level even under the adverse circumstances,
together with the acceptable data communication overhead, show the following: The increased bandwidth
can be reflected in corresponding speedup for distributed parallel applications; High speed networks can
enable sufficient fine grained load balancing between European computing centers, provided advanced
load balancing support and suitably decomposed applications, while current networks are insufficient.

For larger application scenarios and multi user concurrence load balancing will be able to better exploit the
network bandwidth. More workstations per cluster and more computing centers participated in most other
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measurements in order to enable real exploitation of European computing resources and match the trade-
off between communication cost and utilization of CPU cycles, memory, disks etc.

6.5  Trans European Broadband Trials: Stuttgart - Toulouse

After an unexpected long time of organizational and technical problems, the ATM link between Stuttgart
and Toulouse became available at least for several days. Still then, the reliability was not good.

The figure shows the typical message routing and latencies on the existing trans European network, and
on the trans European broadband pilot connection established for the E=MC2 trials between IPVR Stut-
tgart and CERFACS Toulouse.

Figure 23: Current Internet vs. broadband pilot routing Stuttgart - Toulouse.

The performance comparison between the existing network and the trans European broadband pilot con-
nection established for the E=MC2 trials between IPVR Stuttgart and CERFACS Toulouse (Figure 24).

Figure 24: Trans European network performance between France and Stuttgart.
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Using this broadband connection, detailed measurements involving all three application types could be
performed and results were related to corresponding executions based on the narrowband connection.
The figure depicts the network and host topology.

First, the three applications were launched in dedicated mode on the cluster. It turned out that, because all
applications were originated at the IPVR, load balancing kept them almost within this one cluster. The rea-
son for that decision was that the whole system was not too much overstressed, the evolving parallelism
not too high, and the latency differences between local data communication and trans European communi-
cation were still large (1 msec vs. 44 msec). Hence, for a real exploitation of the meta computer for one
single application, larger input data sets i.e. larger problems, would have to be calculated and the granular-
ity of task interaction would have to be more coarse grained. Note, that the trans European trials between
Paris and Stuttgart (described above) also investigated a single application scenario, but used a load bal-
ancing policy that was encouraged to distribute tasks more effusive.

Second, a multi user concurrence of 5 parallel finite element analysis applications was initiated at the IPVR
cluster and executed under automatic load balancing support. The same scenarios where performed using
the parallel image processing or the parallel database processing applications respectively. Figure 25
summarizes the application level performance for each of the application types, compared to the same tri-
als running on the existing narrowband links at night or during a workday. These results built the most com-
prehensive evaluation of the question, how far automatic dynamic load balancing can exploit such
European meta computer for typical HPC applications.

Figure 25: Application level performance and trial topology of second European broadband trials.

A more detailed look into the execution traces of the trials gives some interesting insights:

The parallel finite element analysis was distributed over the whole system on the broadband network and
on the narrowband network as well. Figure 26 shows, that the communication portion of the tasks is con-
siderably bigger on the slow network. Additionally, load balancing kept more whole applications on one
cluster in the case of a poor network, sacrificing full compute resource exploitation in favor of data affinity,
i.e. reducing expensive data communications. In the figure, each line represents the execution trace of one
server, the time advancing from left to right. Black parts are task computations, while the grey part of the
boxes gives the percentage of communication time spent. White areas are idle times.

The parallel image recognition applications (Figure 27) execute more fine grained and heavily communi-
cating tasks in the first phases, and large sets of probably accessed common data in the further phases.
Hence, load balancing did not dare to distribute applications across the WAN in the low bandwidth config-
uration. Moreover, with existing Internet it did not use the Toulouse cluster at all, because all applications
originated at the IPVR, and at the time, when the IPVR cluster became overloaded by the applications,
exploiting their parallelism, they already had created large sets of common data. So, the load balancing
configuration that decided on per task base, mostly did not think it worthwhile to migrate tasks across
Europe. In the broadband configuration, a better utilization of the meta computer was achieved. Still, only
few applications were striped across nations and only for short phases. Mostly, load balancing tried to keep
the applications within a cluster each, as far as a good overall system utilization was achievable.

Parallel database processing (Figure 28) again has rather different task granularity, parallelism and com-
munication profiles. Load balancing exploited the distributed system in both cases. However, in the case of
a poor network, the tasks within an application were kept more within one cluster each. This, similarly to
the finite element application type, resulted in an overall worse resource utilization, and nevertheless sig-
nificantly increased data communication portions for access to common global data. Another application
type specific observation can be made here: Because the successor tasks within a query execution graph
operate to a considerable degree on the intermediate data produced by their predecessor tasks, the migra-
tion of one task across cluster boundaries pulls the execution of related and succeeding tasks also
towards the other cluster. In the figure, the low bandwidth network trace shows a shift from the IPVR where
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the applications started, to the CERFACS cluster. This is an execution at night; During working days, load
balancing separated the applications into clusters.

Figure 26: Execution profiles of concurrent parallel finite element calculations.

Figure 27: Execution profiles of concurrent parallel image recognition applications.
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Figure 28: Execution profiles of concurrent parallel database processing applications.

6.6  Trans European Broadband Trials: Belfast - Stuttgart - Toulouse

Part of the network routing and performance within the European triangle was shown already in the previ-
ous sections. So, Figure 30 just depicts the typical message routing and latencies on the existing trans
European network and on the trans European broadband pilot connection established for the E=MC2 trials
between IPVR Stuttgart and Queens Belfast.

The resulting network performance on this line is accordingly:

Figure 29: Trans European network performance between Belfast and Stuttgart.
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Figure 30: Current Internet vs. broadband pilot routing Belfast - Stuttgart.

Due to the late and unreliable availability of the pilot connections, only one broadband trial between Bel-
fast, Stuttgart and Toulouse could be performed within E=MC2 (Figure 31).

Figure 31: Network topology for third European broadband trial.

For this configuration, no comparable execution on the existing narrowband network was achievable,
because the big packet loss rates, the huge latencies and the poor and rapidly varying throughput always
led to message queue congestions or time-outs within some participating application processes. So, this
measurement scenario mainly shows, that for heavy, real world load, and if actually several distant Euro-
pean clusters shall be coupled to form a meta computer, a certain quality of the network service is abso-
lutely required. Figure 32 shows the broadband execution trace, mainly to illustrate the multitude of
computational load within the distributed system. The lower part of the figure traces, to which application
the tasks belong. This gives an impression of how much load balancing shifts tasks across the hosts and
even clusters to achieve a continuous utilization of the resources. It must be stated that the load balancing
policy which was employed here, often distributed more than suitable, i.e. introduced too much data com-
munication cost that did not outweigh the exploited CPU time.
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Figure 32: Execution profiles of third European broadband trial.
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7 Feedback from Research Community and End Users

One important aspect of the project was the involvement of and feedback from end users and the common
interest group. Hence, E=MC2 attended international conferences, performed workshops and demonstra-
tions and disseminated and discussed the approach and results by questionnaires.

7.1  Presentation at International Conferences

The E=MC2 project presented and discussed its approach, besides presentations within earlier project
phases, on the network fair ‘ATM developments’ in Rennes, France during March 1995 and on the HPC
fair ‘High Performance Computing and Networking Europe’ in Milan, Italy during May 1995. In Milan, addi-
tionally a half day workshop presenting and evaluating the project was given, two papers concerning the
project and the load balancing concepts were presented. Last not least, an on-line demonstration visual-
ized five concurrent parallel image recognition applications were running distributed across Europe via
ATM based broadband wide area network which was established between Milan and Stuttgart during the
conference. Figure 33 shows a screen dump: The on-line visualization displays the current network traffic
within and between clusters (large boxes), the host utilizations (small boxes) and the applications’
progress by printing a bar per finished task in the upper part of the window on one line per application.

The general opinion of most of the people to whom we talked in Rennes and Milan was, that the E=MC2

meta computing approach and the actually performed trans European trials with complex relevant applica-
tion codes, is very interesting. Some people even expressed, that the more well-known usage of broad-
band links, mainly for video transmission, is quite simple and well understood compared to efficiently
distribute large HPC applications across coupled computing centers. Although, many people could not
imagine that this way of distributed HPC is technically or even commercially feasible within the next few
years. It still sounds like science fiction. Another interesting observation was, that some people where
excited to see someone really demonstrating and investigating these issues, hoping that this could also
help to change the Telecom pricing policies and push the public and political focus on these issues which
were not doubted to become, not the most important, but another key factor of European technological
competitiveness. Although some of the people were a bit disappointed that the E=MC2 did not unravel dra-
matic new or unexpected discoveries or guidelines, all interlocutors agreed that it is worthwhile and inter-
esting to strengthen and stabilize the possibilities, challenges, circumstances, requirements and limitations
of trans European HPC by a variety of real important measurements, providing competent, quantitative
evaluation results and experiences.

7.2  User & Interest Group Feedback to E=MC 2

Additionally to the questionnaire performed during the project definition phase, a questionnaire concerning
the requirements towards remote execution facilities, and another questionnaire, discussing the project
approach and providing early measurement results was broadcasted. It disseminated the E=MC2 work in
compact form to a variety of research and development people as well as application developers and end
users around the world, and yield an interesting valuation and feedback from competent researchers and
also from the user side of HPC and HPC centers. In the following, the aggregated questionnaire response
from experienced researchers and developers in this computer science and scientific / commercial com-
puting domain is presented. The character ‘+’ indicates that at least 80% of the responses confirmed the
thesis, ‘?’ stands for mixed feelings and ‘-’ indicates prevailing disagreement.

• What investigations do users expect from E=MC2?

+ technical feasibility of European wide area distributed HPC

+ bandwidth requirements / bandwidth utilization (parallel applications / multi user load)

+ potential benefits from trans European high speed networks

+ observation of application behavior / network utilization

+ user requirements and user satisfaction to rate marketability

• Relevance and importance of E=MC2 project?

+ wide area distributed HPC is of important commercial benefit in the near future

+ for scientific, simulations

+ for database processing

? important compared to video conferencing, video transmission, cooperative work
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Figure 33: Screen dump of E=MC2 on-line European Meta Computing demonstration during HPCN.

• User community that can profit from distributed HPC?

+ HPC centers

+ universities and research centers

+ companies that need huge computing resources

- single end users for private applications

• Major challenges for distributed HPC?

+ network availability and reliability

+ network management

+ network bandwidth

+ network latency

+ network costs

+ operating system support for addressing/communication within applications

+ operating system support for automatic remote execution / load balancing

+ parallelization / restructuring / tuning of relevant applications

+ portability / flexibility of relevant applications

• Are the E=MC2 trials suitable for the investigations?

+ heterogeneous computer architectures realistic

+ IP over ATM realistic
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? IP over ATM only major way to use ATM for HPC next years

+ network and HPC topology realistic and interesting

+ application types relevant

? application types cover major HPC patterns

+ network monitoring relevant

• Load balancing trials - load balancing concept suitable?

+ dynamic task assignment, central & local task queues

+ no preemptive migration due to node heterogeneity

? centralized per cluster, decentralized between clusters

+ decision cost model: Minimum task response time (queue wait time + compute time + comm. time)

+ observe nodes’ load, data distribution, data communication cost

+ exploit pre-estimations of task sizes, data access patterns

+ load balancing explicitly considers communications

+ application task parallelized, client - server structured

- distributing fine granular communicating tasks can be profitable

? communication via virtually shared data is a suitable concept

• Load balancing trials - applications relevant?

Parallel finite element analysis: + realistic - typical

Parallel image recognition: + realistic ? typical

Parallel complex database operations: + realistic ? typical

• Value of early E=MC2 measurement results?

• Characterization of existing networks

+ corresponds to common experiences

+ throughput and latency are the main characteristics

• Comparison of current network night / day

+ scenarios suitable

+ results plausible

• Trans European broadband trials between IPVR Stuttgart and Interop Paris

+ scenario suitable

+ results plausible

+ conclusions derivable

• Agreement to E=MC2 general experiences

+ Large, important existing applications are inflexible, not ready for network distribution.
Suitable application porting and tuning is necessary and expensive.

+ Internetworking configuration and addressing still difficult, wide area ATM even more complicated

? High speed networks are new technology and availability / stability are prototype like,
no commercial strength

+ Operating system support has to be enhanced in terms of more transparent network management
/ addressing and automatic load balancing support

? On current low bandwidth networks across within Europe interactive remote work and coupled
computing are infeasible

+ Distributing coarse grain large, isolated jobs already possible

+ Wide area coupled HPC is severely affected by concurrent multi user network traffic
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+ Trans European high speed networks can be utilized profitable, they enable trans European
cooperative computations and suitable workload balancing, i.e. the exploitation of the distributed
computing resources like one large meta-computer.

+ Message latency is an important limiting factor for parallel and distributed HPC, if fine granular
data communication and synchronisation within parallel applications is inherent to the problem.

+ A major part of important algorithms are bound to these closely coupled, communication intensive
execution patterns

+ European meta computing is technically feasible

? European meta computing is commercially feasible with the approach investigated by E=MC2

Some additional interesting comments are listed below:

• “E=MC2 evaluation criteria are mainly performance issues, but there are also price and usability issues.
The project work seems to focus on scientific computing which is less than 1% of the use of computers.
I think that other applications (e.g. database, transaction processing, mail, interactive video) will be
much more important.”

• Explicit agreement was expressed to the motivation and importance of the E=MC2 project: “Investiga-
tion of another, economically very important and promising domain of applications using European high
speed networks with completely different profiles and challenges than the more common and more
understood domain of video/voice transmission and cooperative work.”

• Are network costs a major challenge? “Network costs are small, PTT prices and policies are HUGE.”

• Main expected user community: “HPC centers, universities and research centers are less than 5% of
the society. This is less than sales tax in California. This sales tax is ignored and we can ignore these
users too. The real users are companies and individuals. We would not build a special phone system
for universities and HPC centers. We will not build a special net for them.”

• Americans view network latency and throughput of the existing European network as astonishing poor.

• Load balancing approach: “Load balancing should come from the application.”

• Choice of applications: “Heterogeneous applications are missing - Simulation and visualization.”

• “The commercial feasibility and profitability are important questions to be answered by projects like
E=MC2. If I knew the answers, the projects would not be necessary any more.”

• Communication via access to virtually shared data for database processing: “If the database application
using virtually shared data is unchanged from its non-distributed version then it will perform poorly.
However, a database designed explicitly to take advantage of virtually shared data, one that knows the
cost, latency, etc, could perform well, possibly better than one based on a higher level client-server task
decomposition model.”

• Major challenges for distributed HPC: “The network hardware will soon be available with sufficient qual-
ity, only the prices may cause problems. Most important is a ingenious management concept for proper
ressource utilization.”

• Wide area coupled HPC affected by concurrent multi user traffic - solvable by ATM bandwidth reserva-
tion facilities? “Not quite sure: Fixed reservations on such networks that are used by so many endpoints
concurrently, could drastically reduce the available bandwidth.”

8 Conclusion

We quantified the feasibility and limitations of current European networks to figure out the real need for
trans European broadband networks. Therefore, the E=MC2 project prepared and performed the trials as
follows:

• The project partners identified appropriate, relevant existing applications, they did not start new devel-
opment or specific porting and parallelization of software packages. However, the chosen applications
had to be adapted for wide area distribution. They had to be carefully enhanced and flexibilized to run
suitably on heterogenous processing nodes and across machines connected by heterogeneous net-
works.
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• For all broadband trials, the IP over ATM protocol was employed rather than native ATM protocols,
because all existing parallel / distributed applications are based on proprietary or on IP mechanisms.

• The participating high performance computing centers, PPC at Queens University Belfast, RUS and
IPVR at University of Stuttgart, CERFACS at Toulouse, GMD at Bonn and RAL at Rutherford are cur-
rently connected by low speed networks (Ethernet & FDDI & ATM LANs and X.25 & leased lines for
WAN). One main effort of the preparation phase in the E=MC2 project was to achieve a pilot broadband
connection, mainly based on the promising new ATM protocol to perform real international broadband
trials across Europe.

• Compared to most other recent ATM broadband projects, the E=MC2 project did not use ATM to con-
nect two machines within a room to transfer continues data streams between them, but performed real
complex applications distributed across the European wide area broadband network, namely between
Bonn - Stuttgart, Paris - Stuttgart, Belfast - Stuttgart - Toulouse and Milan - Stuttgart. Hence, realizing
European meta computing the project had to face various new challenges.

Despite the various technical problems and time limitations, the project managed to get some early,
encouraging results. The presented measurements can be viewed as a rather pessimistic analysis due to
the adverse circumstances. That means, less prototypical conditions will provide even more satisfying and
promising results.

Several general observations and conclusions emerged from the project work:

• It is nearly impossible to work interactively on distant computing centers during day time. However, this
is absolutely necessary to install software, to set up configurations and batch jobs as well as to watch,
manage and control remote executions. At night or weekends it is possible although slow, but this is not
enough for real scientific and commercial use.

Wide area distributed computing clusters connected by existing low speed networks cannot be viewed
as a large meta computer. There is a huge gap in terms of cooperation, communication and task
exchange for balanced resource utilization between within a computing center and across centers.

On current low bandwidth WANs it is not possible to perform load balancing on process, command or
even on task level within big, parallel, mission critical applications; May be it is partially possible on a
batch job level.

• The latency aspect was recognized as an important factor for parallel and distributed high performance
computing on a fine grained level. At the first glance, latency seems to depend on the number of hops
and conversions between the distant sites. However, network experts tell that the number of hops is no
problem, neither for ATM nor IP: ATM switches consume about 0.01 msec to forward an ATM cell, IP
router take about 1 msec per packet. In fact, the problem is caused by the congestion of the narrow-
band networks which results in long queues within the hops. The same problem is to be expected on
the ATM networks once they are loaded similarly. Provided a suitable bandwidth reservation, latency
will be finally dominated by the physical distance.

• The presented measurements can be viewed as a worst case analysis due to the adverse circum-
stances. For larger application scenarios and multiuser concurrence load balancing will be able to bet-
ter exploit the network bandwidth. More workstations per cluster and more computing centers have to
participate in further measurements in order to enable real exploitation of European computing
resources and match the trade-off between communication cost and utilization of CPU cycles, memory,
disks etc. Also different application types should be observed. Hence, further ATM measurements with
direct high broadband access of the machines to the network are inevitable.

• On the application and load balancing level the broadband trials confirm, that parallel applications can-
not be distributed arbitrarily fine grained, especially algorithms showing intensive data communication
and synchronization. Broad band connected distant computing centers actually can be coupled to effec-
tively increase the processing power, but it is important to decompose applications into coarse grained
tasks as decoupled as possible. Latency bound communicating tasks should still be kept within local
area clusters, data bound computations still close to their data. Hence, in principle load balancing can
effectively distribute groups of related tasks within competing parallel applications across Europe, which
can be parallelized in finer degree within the computing centers.
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• Broadband connected computing resources throughout Europe can be fruitfully utilized by proper auto-
matic, application independent load balancing support. Furthermore, the computing resources can be
maximally exploited on rather fine grained task level. This enables to even dynamically spread large
parallel applications across nation boundaries according to instant availability of network and comput-
ing capacities. However, the problems encountered with one of the most advanced and flexible load
balancing environments showed, that much development work has to be done in this area to make suit-
able load balancing generally available. The difference between local area and wide area cooperation
will not disappear.

• Preparing the complex, existing applications for distributed heterogenous processing showed that cur-
rent parallel and distributed computing on workstation clusters suffers from insufficient concepts for
naming, security, vendor independence and availability, which make remote processing, global file
access, communication and management difficult:

There is no useful or complete hierarchical naming scheme for countries, computing centers, hosts or
network interfaces. Default directory paths for executables and users’ homes are different and user
names or identifiers often must be different. Transparent remote file access (e.g. NFS, AFS) is mostly
not available across cluster boundaries, and if available then performance and reliability are poor. Ille-
gal data access and resource usage across the network is prohibited by inflexible ‘fire wall’ routers at
the computing centers that render remote execution and communication more difficult. Heterogeneous
computer architectures and versions of the UNIX operating system differ in definition files and library
functionality; They use different byte orders and byte alignments for data structure representation. Dif-
fering executables and data file formats must be managed additionally to the version management of
programs, configurations and data across the network and complex scripts are necessary to manage
and distribute the versions across the network. Each time, as network lines or participating hosts
become unavailable, manual configuration changes are necessary.

Because the UNIX operating system is not distributed, there is no transparent way for parallel comput-
ing and communication between distributed processes. Hence, due to poor operating system support
for addressing, communication within applications, for automatic remote execution and load balancing,
the parallelization, the restructuring and the tuning of relevant applications is quite difficult nowadays.
Environments like PVM or DCE provide more transparency for distributed computing, but they became
broadly available in the last two years and therefore still have performance and flexibility problems,
remaining platform dependencies, and very few relevant applications obey these protocols so far.

The difficulties in the many projects like EUROPORT that distribute and parallelize commercial applica-
tions in a presumably platform independent way, show that this is a subject of current development and
that the existing applications are very hard to re-engineer. Even parallelized applications are fixed to run
on a certain array of nodes within one homogeneous parallel machine only or within one local cluster.
Applications are not easily portable and quite inflexible to be distributed arbitrarily. Finally, once an
application is parallelized, it requires much time, effort and application as well as operating system
experience to adjust task sizes, communication pattern and data layout, in order to make them run effi-
ciently on a certain configuration.

• Specific problems that come along with distributed HPC when using wide area international broadband
connections which can be summarized in following items:

The comparably huge latency, the unreliability of both the broadband and the narrowband network and
the relative low effectively visible bandwidth of the broadband lines as well as the current network cost
made the trials less comprising and leave a gap between the trial results and the circumstances for real
commercial usage.

Distributed large HPC applications demand high bandwidth networks. They are not just isolated compu-
tations but large, parallelized, data communication intensive applications, showing heavily cooperating
tasks and large portions of remote data access.

A proper exploitation of the European computing resources requires not just keeping all processors
busy, but also considering the imposed network load. Suitable task distribution granularity and cluster-
ing of tasks is necessary and must be as dynamically and automatically as possible.
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Network Performance: Overall, the existing trans European network lines show very poor performance.
The broadband links that have been set up during the project, show a large improvement in terms of
latency and throughput. However, there are still many tuning parameters at the switches and routers
which will have to be adjusted for optimum network performance. This can be seen sometimes at the
packet loss rates due to suboptimal buffer sizing and message decomposition into frames and cells. In
terms of throughput, the broadband links may reach conditions similar to usual LANs, but the latency
will remain larger in orders of magnitude. The near future will provide more stable and efficient interna-
tional connections, which should be able to reduce the long distance latencies by a factor of 10 com-
pared to what is available today.

The broadband connection was intended to be available during 7 days continuously, but actually was
available two of these days. This is characteristic for the state and strength of current broadband pilot
connections beyond intra-campus networks. Not only to take commercial advantage but also to provide
a useful service for research projects requires significantly more stability and availability. Another prac-
tical problem is the high latency as well as the huge gap between the raw throughput of the network and
the sustained throughput on application level.

Currently, the main reasons for the poor availability are missing experience of the network providers
concerning the new technologies, the difficulties of coordination between the network providers and
administrators along the path and the poor hardware and software quality of the new network technol-
ogy.

• For all trials the same team of hosts was used and the same number and sizes of applications were
performed under the very same load balancing environment. The only differences are the characteris-
tics of the underlying network which had to be learned by the load balancing facility itself by measure-
ments and feedback from application behavior during runtime.

Load balancing was able to squeeze remarkable throughput enhancements out of this coupled system
by a sophisticated policy that exploited the network in a degree matching the trade-off between full CPU
utilization and data communication costs. The one strategy successfully managed all three application
types which show quite different profiles in terms of task granularity, potential parallelism, data commu-
nication frequency / message sizes and possible reference locality for global data access.

Comparing the latency as well as the throughput differences between the narrowband and the broad-
band lines and the corresponding application throughput differences on these WAN coupled systems, it
becomes obvious that, provided a suitable data, task and cooperation layout of the applications, and
provided a suitable dynamic load balancing facility, the feasibility of building and using European meta
computers strongly depends on the performance of the interconnection.

On the application and load balancing level the broadband trials confirm, that parallel applications can-
not be distributed arbitrarily fine grained, especially algorithms showing intensive data communication
and synchronization. Broad band connected distant computing centers actually can be coupled to effec-
tively increase the processing power, but it is important to decompose applications into coarse grained
tasks as decoupled as possible. Latency bound communicating tasks should still be kept within local
area clusters, data bound computations still close to their data. Hence, in principle load balancing can
effectively distribute groups of related tasks within competing parallel applications across Europe, which
can be parallelized in finer degree within the computing centers.

Broadband connected computing resources throughout Europe can be fruitfully utilized by proper auto-
matic, application independent load balancing support. Furthermore, the computing resources can be
maximally exploited on rather fine grained task level. This enables to even dynamically spread large
parallel applications across nation boundaries according to instant availability of network and comput-
ing capacities. However, the problems encountered with one of the most advanced and flexible load
balancing environments showed that much development work has to be done in this area to make suit-
able load balancing generally available. The difference between local area and wide area cooperation
will not disappear.



- 31 -

Some global observations from the load balancing trials corroborate common, intuitive expectations by
these real measurements:

• Multi user HPC scenarios, i.e. computational load profiles with different unrelated, concurrent tasks /
applications, are closer correlated to the network bandwidth, while the dedicated application executions
depend more heavily on the network latency.

• In local networks with lower latency by more than an order of magnitude, network improvements do not
result in according speedup of HPC applications, because the latency does not differ so much, and the
latency is the major limiting factor there.

• The strong correlation of end user’s application performance to the underlying network power which still
holds for really high bandwidth lines, gives rise to the usefulness and absolute necessity to establish
trans European broadband lines for this domain of HPC. However, it must be kept in mind, that propa-
gating the network enhancement up to the user requires serious, non-negligible efforts to adjust the
applications and integrate load distribution support into operating systems.

The ongoing research within the E=MC2 project concentrates on more detailed measurements, extended
scenarios, more detailed network monitoring and closer end user integration. A prototype of a flexible bro-
kerage service for end users and computing center administrators is the next step towards real exploitation
of the European high performance computing resources for commercial and scientific purposes.
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