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Abstract

Distributed multimedia applications require negotiation of quality of service (QoS) and
resource reservation for distributed application parts and communication links. Negotiation of
QoS is a balancing process between the QoS specified by a client, the resource availabilities of
the distributed system and the functional capabilities of the distributed application. Negotiation
requires application level QoS descriptions and an end-to-end view spanning the whole distrib-
uted application. NRP is an application level protocol meeting these requirements. NRP per-
forms negotiation based on client specified QoS value ranges and given resource availability on
endsystems and communication links. NRP is independent of application level QoS semantics.
It allows QoS negotiation and resource reservation in three phases and supports a wide range of

distributed application topologies.
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1 Introduction

The promise of networked multimedia is to provide a multitude of attractive applications with consider-
able benefits to users in various areas. Multimedia retrieval services for video-on-demand, teleshopping
or news services as well as teleconferencing are among the first applications demonstrating this value.
Other applications such as distributed games, multimedia based virtual meeting spaces are examples for

applications currently pursued as prototypes.

Networked multimedia applications offer a service oriented view to provide QoS. An application client

specifies QoS requests with respect to consumed data (e.g. presented video frame size and rate) and
expects the application to agree on a specific QoS selection. Providing such an agreement requires a
process orchestrating client QoS requests and QoS constraints imposed on the application, for instance,

by restricted resource availability. We refer to this process as application level QoS negotiation.

So far, description of negotiation is in analogy to negotiation at the transport level as currently pursued
for various transport system designs (e.g. [VHN92], [MMR93]). However, a number of requirements
exist at the application level making negotiation a different and potentially much more complex task than
at the transport level. It is the goal of this paper both to elaborate these requirements and to develop a

negotiation protocol coping with them.

The paper is structured as follows. In Section 2, we introduce an abstract model for describing multime-
dia applications as topologies of distributed components. Referring to this model we motivate in

Section 3 requirements covering appropriate abstraction levels for negotiation and the negotiation com-
plexity arising from heterogeneous receivers and different application topologies. In Section 4 we

describe our negotiation and resource reservation (NRP) protocol. We start by indicating the scope of
NRP and presenting it in the context of an example application topology. Then we present an architecture
anchoring NRP with respect to a distributed application using NRP. The architecture is used to explain

the three phases of NRP in detail.

Section 5 serves to discuss several features of NRP. First, we motivate the design of NRP phases. Then
we indicate dimensions of expanding NRP. For one, we show problems which have to be overcome, if

arbitrary application topologies are to be supported. Then we briefly indicate, how end-to-end parame-
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ters such as delay and jitter can be included into NRP. In Section 6, we relate NRP to previous work. The

paper concludes in Section 7 with a short summary and an outlook on future work.

2 Application Model

In this section we briefly introduce a concept for constructing distributed multimedia applications. Sim-
ilar concepts are pursued by various research groups ([KHSM95], BIAMKSD90]) including the
group defining IMA MMS [IMA93]. We describe here the terminology used foCouama development

platform. For a detailed description ©fNema we refer to [RBH94].

Cinemaallows a clientto compose an application out of components and links. Components encapsulate
processing of multimedia data, e.g. for generating, presenting or manipulating data. To provide a uni-
form data access point for components, ports are used that deliver data units to the component (input
port) or take data units from the component (output port). A client constructs an application by specify-
ing a topology of components interconnected via links. A link provides an abstraction from underlying
communication mechanisms which may be used to perform the transport of data units. Figure 1 shows
an example topology for a video conferencing scenario. The topology is composed of two video source
components connected to a mixing component which provides a data stream multicasted to two sink

components. Prior to each sink component a converter component is included.

e ii
Mix —®  Link
F@?lﬂ' VF2 O—>C i@ Component

Cam2 Dsp2

Figure 1 : Video Conferencing Scenario with Mixer and Multicast

Before using an application, a client has to indicate the desired Qo&te. CiNemA Offers the concept
of a session as the unit of application instantiation for client requested QoS. To define the quality of pres-

entation at sinks a client specifies the QoS expected at sink component input ports. For instance, for the

1 Aclient is a program entity using the services offere@iagma.
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application of Figure 1, a client would specify the QoS expected at the ports of Dspl and Dsp2. The QoS
can be specified independently for each sink component port. In conseque@negMhsession con-
cept allows for “heterogeneous” QoS requests at sink compdmefiesting in this way varying QoS

requests of independent (human) endusers supported by a client (see below).

3 Negotiation Requirements

Abstraction levels

QoS negotiation for multimedia applications can be considered at various abstraction levels. At the high-
est level, endusers express their QoS requests to the presentation realized by an application at its sink
components. Various QoS abstractions can be used at this level. It can be expemtedsieabriented

QoSdescriptions will prevail, e.g. “high, medium, low quality video”.

At the lowest level, QoS descriptions serve to indicate resource demands. Consequently, QoS description
is resource oriented and independent of media specific characteristics. For instance, in order to be able
to set up a connection for video data transigemeric transport level QoSparameters (e.g. TSDU size

and rate) are used which can be handled inside the transport system to reserve resources along the con-

nection.

When negotiating QoS for an application topology, there is a need to transfer QoS information between
components, in order to make sure that two interconnected components send (generate) and receive (con-
sume) the same QoS. The nature of this QoS description is neither enduser nor resource oriented. The
description has to reflect the ability of a component to support QoS at its (input and output) ports. Given
that a component’s internal processing is specific for the media (e.g. audio, video) handled, passing of
information across an application topology has to concern correspandiig specific QoS descrip-

tions.

For instance, a video processing component may describe its QoS support in terms of parameters such
as frame size, frame rate and encoding scheme, since it was designed to process data units formatted cor-
respondingly. An audio component may use similar parameters, i.e. audio sample size and rate. Media

specific differences may be given in form of different parameters, at least in form of different implied

1 The term “heterogeneous receivers” is often used in the literature to indicate this property (¢"§3[ZDE
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dimensions. In terms of abstraction levels, such parameters are media specific since they have no unam-
biguous transport level representation. For instance, a pair of (video frame size, frame rate) values can

be mapped in various ways onto a pair of (packet size, packet rate) values.

The protocol presented in this paper relates to negotiation at the level of application topologies and media
specific QoS as described last. It is independent of enduser oriented QoS abstractions. Offering such
abstractions through appropriate user interfaces is left entirely @niea client initiating an applica-

tion session. Similarly, the protocol is independent of lower level protocols used for resource reservation
at the transport level (see section 4). Consequently, requirements elaborated below are focused on appli-

cation level negotiation only.

QoS ranges

Technological developments show that a multitude of media specific qualities can be made available
(e.g. CIF, QCIF, VGA, HDTV video frame sizes; 8, 11, 22, 44 kHz audio sampling rates; etc.). Given
this fact, many application components will be designed to supandus QoS As a rather simple
example, one may envisage a video-on-demand server component which is able to provide videos with
various picture sizes. In consequence, a client may compile QoS requ@set eaue rangesndicat-

ing best desired and worst accepted QoS for a sink component.

Using ranges in QoS requests avoids drawbacks arising from the limited knowledge a client can have
about resource availability in communication links and endsystems. Consider the case of a video server
component connected to a remote user’s sink component. The interconnecting communication link is
subject to resource availability changing in time if the link is shared among many possible connections.
If no QoS ranges were used, negotiation would amount to a yes/no decision indicating session initiation
success or failure. In case the client would be satisfied with lower QoS selections, it would have to retry
session instantiation with successively lower QoS values. Using QoS ranges avoids this overhead, since

it delivers the best possible selection at a given time of resource avaiFabiIity.

Negotiation with and without resource reservation

Application level negotiation is required both in the case of unlimited and limited resources (on endsys-
tems and/or in communication links). Assume the simple scenario of a video source component multi-

casting a video stream to a set of sink components (Figure 2a). As mentioned earlier, QoS requests for

1 QoS models at the transport level already support ranges (e.g. XTPX [MMR93]).
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these sink components may be selected independently. In this case, negotiation has to ensure that the
source component provides a QoS which is acceptable to all sink components and lies within the QoS
range supported functionally by the source component. To perform these operations negotiation is
required, although no resource availability is considered. Rather, QoS dependencies are taken into

account imposed by the application topology.

In case ofimited resources resource reservation has to be performed in addition in order to assess the
QoS which can be provided at a given time and to grant stable QoS. For instance, in case the communi-
cation link prior to sink 1 (S1) in Figure 2a would enforce a QoS reduction to 20 due to resource scarcity,

this reduction would have to be taken into account when performing negotiation.

Variable filters

The above example showed QoS dependencies that exist across an application topology. In case the
intersection of requested QoS ranges yielded an empty set, session initiation would fail. The same would
happen, if the intersection delivered a QoS range for which no sufficient resources were found, even
though resources would have been available to satisfy QoS for each of the sink components individually.
Figure 2a shows such a case: the QoS range intersection yields a range of QoSR( 60 .. 70 ), but the com-
munication link to S1 can support QoS only up to 20, a value which could be supported both by the

source component and S1, but is contradicted by the QoS request of S2: QoSR( 60 .. 100 ).

a) b)
< S1| QoS (10...70) / VF1—» S1| QoS (10...70)
S2| QoS (60...100) \ VF2 —» S2| QoS (60...100)
result with unlimited resources: 70 result with unlimited resources: (70, 100)
result with limited resources: -- result with limited resources: (20, 100)

Figure 2 : Use of Variable Filters

A better solution would strive to isolate the impact of QoS dependencies and reductions. For this pur-
pose, we consider the concept of special components, tgariatlle filters. In effect, a variable filter
decouples QoS provided at its input port from QoS delivered at its output port. In Figure 2b, prior to each
sink component such a variable filter is inserted. Should, for instance, QoS requests for S1 and S2 yield

an empty intersection, the variable filters VF1 and VF2 can be controlled during negotiation to generate
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individual QoS for both sink components. Similarly, a QoS reduction enforced by the link preceding for
instance S1 can be prevented from topology-wide dissemination (e.g. to S2) by controlling VF1 during
negotiation to reduce QoS received from the source component appropriately. These examples show that

variable filters are reasonable both for the case of unlimited and limited resources.

It is important to see that QoS reduction in such filters is not parametrized in advance by the client, but
is controlled by and at the time of the QoS negotiation process. The reason is that the process of finding
filter parameters in complex topologies may be a complex and time-consuming task, since it depends on
the state (of resource availability and QoS dependencies) of the whole distributed application. Basically,
this task would amount to a time-consuming trial-and-error approach for client defined filter parametri-

zation. These drawbacks can be overcome by using variable filters.

Topology complexity

The examples of Figure 2 exhibited rather simple structures. Other applications may include in addition
mixing components, i.e. components with more than one input port. Such components are used to proc-
ess data units of several data streams to produce new data units. For instance, audio mixers are employed
to generate a single audio stream out of different audio streams. Similar mixers exist for video streams,
for instance to generate virtual aggregations of objects monitored at distributed sources or to place one
video into another (“picture-in-picture”). Introducing mixing components into application topologies
makes negotiation even more complex, given that they allow to construct topologies of most various
structures (e.g. Figure 1) and introduce new QoS dependencies between their input ports (e.g. same video

frame size for two video streams received).

Requirements to NRP

Above arguments laid the ground for requirements to application level negotiation for networked multi-
media applications: support for media specific QoS parameters, support for QoS value ranges, support
for complex component topologies and support for control of QoS reductions in variable filters. Meeting
these requirements was the driving force for developindNdgotiation and Resource Reservation
Protocol (NRP) presented in this paper. Its name reflects the targeted goals. NRP was designed to pro-
vide for QoS negotiation both for cases where QoS dependencies have to be resolved without underlying
resource limitations and for cases where resource limitations (at least in some topology parts) have to be

taken into account by resource reservation.
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4 Negotiation and Resource Reservation Protocol

4.1 Assumptions and Scope

NRP is initiated when a client issues a session set-up command. NRP uses client QoS requests which are
associated with input ports of sink components. For each such port the attached QoS defines the QoS
requested for the stream feeding the port. All component ports are typed, i.e. to each component port a
streamtype object exists defining the (media specific) QoS parameter set governing QoS description at
that port. This parameter set reflects the characteristics of the data which are provided to a component
(at input ports) or delivered by a component (at output ports). For instance, a video mixer component
may use at all its ports a QoS description scheme (i.e. streamtype object) consisting of parameters (frame

rate, frame size, color depth).

Two component ports which are interconnected via a link have to support the same QoS parameter set
in order to be compatible. Compatibility is checke@inmema prior to initiating NRP. For this paper, we
assume for simplicity that at each component port the same parameter set is supported. Besides the
parameter set, at each component port for each parameter a value range is specified indicating built-in
functional support (e.g. support for video frame sizes between 100x100 and 600x600). This is static
information which exists independently of a session and serves NRP during session set-up to take into

account functional design limitations of components.

NRP was designed to be applicable when using various component types in an application: source and
sink components, fixed filters, mixing components and variable filters. This classification is required to
distinguish the way components interlink QoS between their input and output ports. The most simple
components in this respect are source and sink components. They are supposed to have exactly one port,

one output respectively one input port.

A fixed filter is supposed to have one input and one output port and to map QoS between them in a fixed
way. Many components will for instance leave the parameter “picture size” unchanged when performing
image processing (e.g. image smoothing). In contrast, other fixed filters may realize a fixed reduction for

instance from full picture size to half picture size.
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A mixing component may have two or more input ports and one output port. All input ports are supposed
to have a fixed relationship between their QoS values. An audio mixer may enforce in this way that the
same audio quality is mixed, while a video mixer may enforce that pictures of the same size are mixed.
The QoS provided at the output port is supposed to be coupled in a fixed way to the QoS of one of the

input ports (implicitly to the QoS of the other input ports as well).

Finally, a variable filter is supposed to have one input and one output port with a variable mapping
between input and output QoS. For instance, given a range (min, max) for picture size at its input port
the variable mapping only requires that the output QoS be below max. In other words, a variable filter
can be controlled to supply a mapping between a maximum value at the input port and any QoS value

below. This property was motivated Section 3.

We restricted component type definition in order to keep the description of NRP simple. Without proof,
we state that much more general classes can be supported. As a plausibility argument take the possibility
to model more component types with more complex properties out of components defined above. For
instance, a multicaster component (with one input port and several output ports) can be modelled as a
sequence of a fixed filter connected via a multicast link to a set of fixed filters. A source with several
output ports can be modelled similarly. More complex components can be constructed: a mixer compo-
nent with variable relations between input port parameters can be modelled as consisting of a mixer com-

ponent and a variable filter connected to each of the mixer input ports.

NRP was designed to be applicable to a so-called two-zone model of component topologies. In this
model, the topology is requested to be composed of two zones: a “mixing” zone containing source com-
ponents, fixed and variable filters and mixing components interconnected in arbitrary sequence, but only
via unicast links, and a second “multicasting” zone containing all but mixing components, intercon-
nected via unicast and/or multicast links. The definition covers common topologies including pure mul-
ticast topologies (with arbitrarily many multicast links), pure mixing topologies (with arbitrarily many
mixing stages) and as shown in Figure 1 combinations of such topologies. Here , the camera components
and the mixer belong to the first zone and the variable filters and the display components belong to the

second zone. In section 5, we discuss briefly topologies beyond the two-zone model.
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Before presenting a first example of how NRP works, we summarize capabilities of NRP and restrictions
assumed to keep discussions and explanations simple. NRP supports negotiation for various component
types which can be modelled out of source and sink components, fixed and variable filters, as well as
mixing components. NRP will be explained in the context of these four basic component types. NRP is
applicable to the introduced two-zone model and will be explained for this full model. NRP handles
value sets of QoS for a media specific parameter, the NRP description will resort to QoS value ranges
given as (min, max) value sets. Finally, NRP supports QoS negotiation for multiple media specific
parameters for a specific medium, for instance for a video stream both picture size and rate may have to
and can be considered during negotiation. For simplicity, NRP description will relate to one parameter

only (see Section 5 for a brief discussion of multiple parameters).

4.2 NRP Example

The following example outlines how NRP is performed. Figure 1 depicts a video conferencing scenario
with two participants. At each participant site a camera component and a display component are
installed. The two video streams produced by the camera components are mixed by a mixer component.
The resulting video stream is delivered to two variable filters which can provide individual video quali-

ties for the display components.

For the example we use the frame size of the video streams as an appropriate media specific parameter
to be negotiated by NRP, while assuming that the video frame rate is fixed in advance to, let’s say, 25
frames/s. In order to keep the protocol description simple, we bypass the links and assume that all links
can reserve resources as required with one exception: the link between the variable filter VF1 and the
display component Dsp1l shall enforce a QoS reduction due to resource scarcity. We assume that the cam-
era component 1 (Cam1l) can produce a video frame size between 480x360 and 320x240. The second
camera component (Cam2) shall support 640x480 downto 320x240. The client requests shall correspond
to the functional capabilities of the camera components, i.e. at display 1 (Dspl) a 480x360 presentation
is preferred and at display 2 (Dsp2) a 640x480 presentation. Both clients will also accept a lower quality
presentation (downto 320x240) if a better quality cannot be supported (for instance as a consequence of

resource scarcity). The mixer (Mix) requires a fixed equality relationship between incoming frame sizes.
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NRP proceeds in three phases and starts at the sources (both aspects will be discussed in Section 5). In
each phase so-called Application FlowSpecs (AFS) are propagated between sources and sinks through-
out the topology. An AFS contains the media specific QoS parameter(s) (here: frame size) with associ-
ated value (ranges). The first phase starts at the sources and serves to reserve resources based on QoS
values supplied by sources. AFS arriving at sinks are matched (i.e. intersected) against the value ranges
specified by the application client. The second and third phases serve to calculate the final QoS values
which have to be fixed for each component port as result of negotiation. The third phase in addition
relaxes resource reservation according to the final QoS values. The second phase runs backward, i.e.
from sinks to sources, while the third phase starts at sources and ends at sinks. NRP finishes after com-

pletion of the third phase. The three phases for the introduced scenario are as follows.

The first phase starts with reservations at the sources, where reservation is assumed to be possible for the
whole QoS ranges of Q0SR(480x360 ... 320x240) at Cam1 and QoSR(640x480 ... 320x240) at Cam2.
These ranges are propagated in two AFS to the mixer, where input port matching yields a possible range
of Q0S(480x360 ... 320x240). For the mixer's output port the unchanged range QoSR(480x360 ...
320x240) is derived. The mixer is assumed to be able to reserve resources for the most resource consum-
ing value of the whole range, i.e. 480x360. Both variable filters VF1 and VF2 can reserve for the ranges
QOSR(480x360 ... 320x240) at their input and output ports. Assume that the link between VF1 and Dsp1l
could reserve only for QoSR(320x240). At display components Dspl and Dsp2, the arriving ranges are
matched against the ranges specified by the application client, which are as mentioned above (320x240)
for Dspl and (640x480 ... 320x240) for Dsp2. Thus, Dsp1l is invoked with QoSR(320x240) for reserva-
tion, while Dsp2 is invoked with range QoSR(480x360 ... 320x240) for reservation. Both reservations

are assumed to be successful. The first NRP phase ends here.

The second phase proceeds from the sinks towards the sources. The AFS at the sinks contain at the begin-
ning QoSR(320x240) for Dspl and QoSR(480x360 ... 320x240) for Dsp2. VF2 translates the AFS
received from Dsp2 into an AFS for its input port containing (480x360 ... 320x240). Similarly, VF1 gen-
erates an AFS containing QoSR(480x360 ... 320x240). Note that the latter translation is in line with the
ability of variable filter VF1 to reduce QoS from any of the values (480x360 ... 320x240) to 320x240,

the value received from Dspl. On the other side, the translation from (320x240) to (480x360 ... 320x240)

is necessary for the following reason. VF1 cannot know whether the frame size at its input port affects
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other components as well. Were VF1 to translate QoSR(320x240) unchanged to its input port, one can
see from Figure 1 that the multicast property of the mixer’s outgoing link would enforce a matching of
received AFS to 320x240. Proceeding this way, NRP would unnecessarily restrict the frame size towards

VF2 and Dsp2 to 320x240.

In contrast, our approach ensures that an AFS received during the second phase indicates the full range
which canbe supported by the topology situated downstream from a communication output port. In the
figure above, the mixer receives for its output port QoSR(480x360 ... 320x240) which can be supported
along both downstream branches. In conclusion, during the second phase, each AFS has to contain the

QoS range supportable in downstream direction. However, this QoSR does not suffice.

Consider the case, where both VF1 and VF2 would indicate a supportable range of QoSR(640x480 ..
320x240), although none of them requests a frame size higher than 480x360 at their respective output
port (since both Dspl and Dsp2 do not require more than 480x360). It is obvious, that the QoSR alone
cannot give the mixer component any hint that only 480x360 is required. We remove this deficit by
requiring the AFS in the second phase to include a second part, a so-called DRV (downstream request
value) indicating the maximum requested quality in downstream direction from a component’s output
port. Thus, the AFS delivered by VF1 consists of (Q0SR(480x360 ... 320x240), DRV(320x240)) and the
AFS delivered by VF2 consists of (QoSR(480x360 ... 320x240), DRV(480x360)). The two AFS are
propagated to the output port of the mixer. Assume for the time being that it is the mixer who matches
the two AFS into one AFS(QoSR(480x360 ... 320x240), DRV 480x360)) and passes this AFS unchanged
to components Caml and Cam2 through its input ports. Upon arrival of the AFS at source components
Caml respectively Cam2 the second NRP phase is done. Note that matching of the two AFS at the mix-
er’'s output port is done differently for the QoSR and DRV parts: the two QoSR were intersected, while

the DRV values were maximised (within the bounds of QoSR).

In the third phase each component relaxes resource reservation according to propagated DRV values.
Source Caml fixes its output frame size to the DRV value received during the second phase, i.e. to
480x360. In addition, Cam1 propagates in its AFS the fixed DRV value to the mixer. Cam2 proceeds sim-
ilarly, i.e. fixes its output frame size to 480x360 (relaxes resource reservation !) and propagates this DRV
to the mixer. During the third phase only the DRV field is considered. Upon receipt of the two AFS from

Caml and Cam2, the mixer fixes its input and output frame sizes to 480x360 and relays the
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DRV(480x360 ) to both VF1 and VF2. VF1 knows that at its output port only a DRV of 320x240 was
received during the second phase (i.e. this value is retained in the second phase). Based on this knowl-
edge and the arriving DRV of 480x360 at its input port, VF1 is able to deduce that a resizing from
480x360 to 320x240 is required. It fixes its internal behaviour accordingly. In contrast, VF2 has to
deliver 480x360 at its output port, so it does not have to do any resizing of the incoming 480x360 frame
size. As a result, VF2 maintains resources acquired during phase 1. VF1 relays DRV(320x240) to Dsp1,
VF2 relays DRV(480x360) to Dsp2. In both cases, no resource relaxation has to take place. Upon the
AFS arrival at sink components Dspl and Dsp2, the third phase of NRP is finished and a resource reser-

vation session was set up.

The AFS structure introduced here contained an entry for the media specific parameter considered. As
motivated above, the three NRP phases taken as a whole required two fields in this entry: a QoSR field
and a DRV field. The former was used during the first two phases, though with different interpretation.
In the first phase, QoSR denoted the values which could be supported (functionally and by resource res-
ervation) in upstream direction, while in the second phase QoSR denoted the values which could be sup-
ported in downstream direction (given upstream reservations of the first phase). The DRV value was

required due to the existence of variable filters to perform related calculations correctly.

4.3 Implementation Architecture

NRP is performed by a set of protocol agents (PA). Figure 3 shows a realization with one PA per com-
ponent (C) and link (L), where PAs are interconnected according to the component topology of the appli-

cation?

An important feature of NRP is that it allows components and links to take a local view to negotiation.
They only have to support a few methods (see below) which are invoked by NRP (PAs) during negotia-
tion. A component or link is only required to interact with its associated PA, but not with any other com-
ponent or link. On the other side, the sole task of ARRO provide for correct AFS passing between

components and links. This passing is done towards components and links via component and link

L An alternative realization is to have one PA per node, which interacts with the local components of the flow
graph. The order in which the components are to be called is derived from the topology.
Besides negotiation triggering, exceptional and regular negotiation termination.
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Figure 3 : Implementation Architecture
method invocations. In addition, interconnected NRP PAs exchange AFS according to the direction of
the protocol phase (e.g. in source-to-sink direction during the first phase). Keeping in mind that NRP
includes client QoS requests into negotiation, NRP can be said to be the negotiation glue between client,

components and links encapsulating all topology-oriented AFS distribution.

The architecture of NRP requires each component to provide a generic interface for negotiation. This
interface consists of a set of methods where each method corresponds to one of the three phases intro-

duced in the previous section:

* Reservdinvoked during phase 1)
* PropagateBacKinvoked during phase 2)

* Relax(invoked during phase 3)

In addition a fourth methoHree has to be offered to indicate to a component that a reservation session
is to be terminated. Except fBropagateBackhe same methods are provided by a link. The reason is,
that links are not invoked during the second NRP phase (see Phase 2, below). EXceptdach of

these method invocations incorporates a (set of) AFS and yields a (set of) new AFS calculated by the

component or link.

In the first and third NRP phase, each component is given one AFS for each of its input ports, while
returning as result one AFS for its output port (note, we have assumed earlier one output port to exist for
every component type). In the second phase, each component is invoked with one AFS for its output port

and returns one AFS for each of its input ports.
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Upon invocation, each component has to ensure that AFS calculated as response to the invocation are in
line with (a) resource availability encountered internally when requesting resources (e.g. CPU) and (b)
AFS received in the invocation. The former has to be taken into account during the first phase, the latter
during all phases. In addition to these requirements, variable filters are expected to have a certain amount

of “memory” conserving AFS information across NRP phases.

Links are invoked by NRP for resource reservation required for data transfer between component ports.
Links encapsulate internally the transfer mechanism (e.g. transport system) used. Links, like compo-
nents, are invoked by NRP by passing them (media specific) AFS. Mappings required to derive lower

level QoS representations (e.g. transport level parameter values) are encapsulated in the link objects.

Links may be of local or remote type, depending on whether they interconnect component ports on the
same or different machines. A local link may for instance encapsulate a shared buffer mechanism for data
transfer. To each local link one NRP PA is associated. The PA has the same view to the link as to a com-
ponent with one input and one output port. Thus, it invokes it with one AFS and receives one AFS as

result.

A remote link has to encapsulate a transport system for data transfer. In order to offer a simple view to
NRP, a remote link is split into a source and a destination link object (DLO). In case of a multicast link,

a set of DLOs are used. Each SLO and DLO is associated with one PA. In consequence, each such PA
views its SLO and DLO as if it were a local link, i.e. a component with one input and output port. In
[BDFR95] we indicate that this approach allows for arbitrary transport connection set-up schemes (e.g.

sender or receiver initiated).

In the first and third NRP phase, each link object is given one AFS and returns one AFS as result. As
mentioned, no link invokations take place during the second NRP phase. As for components, each link
object has to ensure that AFS calculated in response to PA invokations are in line with the received AFS
and resource availability encountered internally, for instance when setting up a transport connection or

reserving shared buffers.
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Figure 4 : A Remote Link

Phase 1 (Reserve)

In the first phase a component uses the AFS received for each of its input ports to calculate the AFS
which it can provide for its output port. In case resources do not suffice for the whole QoS range of the
received AFS, the component reduces the range accordingly. The reduction is applied to the received

AFS and, as a consequence, also to the output port's AFS.

A fixed filtercalculates the output port AFS by using its fixed relationship between input and output QoS.
If, for instance, the filter is to reduce a received video frame size to 50%, the output AFS will be calcu-
lated by “halving” the values of the received AFS, for instance from received QoSR(320x240 ...
640x480) to QOSR(160x120 ... 320x240). In case the filter cannot support better qualities due to resource
shortage or functional limitations, it reduces the received AFS correspondingly, for instance to
QOoSR(320x240 ... 480x360), which of course results in a corresponding reduction of the output port AFS

as well.

A mixerproceeds in a similar way like a fixed filter, however, prior to calculating the output port AFS,
the mixer has to match all AFS (i.e. the QoSR contained in the AFS) in order to preserve identity of QoS

received at its ports. The matched AFS is used for calculating the output port’s AFS.

A variable filter acts in the first phase in a similar way like a fixed filter with the fixed relationship
between input and output port QoS fixed to identity. Two differences exist. The filter sets the lower bound

of the calculated QoSR to 0 (or a functionally predefined lower bound), since a variable filter is assumed
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to be able to convert to any lower quality. In addition, the filter is assumed to store the received (and pos-

sibly reduced) AFS for later use.

Source and sink components deviate in their behaviour from the above description, since they only have
one output respectively input port. Each source component is invoked with an empty AFS, since these
invocations mark the beginning of the first NRP phassouxce componemeserves resources accord-

ing to its best ability and returns an AFS with a QoS range QoSR indicating this ability.

A sink componeris invoked with one AFS for its input port. The component reserves resources based
on this AFS and calculates a new AFS for its input port containing a possibly shrunk QoS range. Besides
this range QOSR, the sink component includes a DRV value into the response AFS, since upon returning
this AFS the second NRP phase is started requiring DRV values for calculation (as motivated in 4.2).
The DRV value is set to the maximal value of QOSR. A returned AFS has the form: AFS(QoSR, DRV)

(see Section 4.2).

A link objectis invoked with one AFS. Based on this AFS, it translates the media specific QoS onto
transport system specific QoS for the encapsulated transport system (e.g. XTPX [MMR93]). It invokes
the transport system with values for connection establishment and resource reservation. Values accepted
by the transport system are recalculated into the AFS representation, which is handed back to the asso-
ciated PA. We refer to [BDFR95] for a method of mapping between media specific and transport QoS

values.

Since a remote link consists of a source link object and a destination link object, the above actions are
performed only by the link object which establishes the connection. The other link object returns the
received AFS unchanged back. In case of a multicast link, the PA associated to the source link object

passes a copy of the AFS to each PA associated to the destination link objects.

Phase 2 (PropagateBack)

A component is invoked in this phase with one AFS for its output port and generates one AFS for each
of its input ports. Sink components are not invoked (respectively their invocation for phase 1 and 2 coin-

cide).
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A fixed filtercalculates the new AFS similar to phase 1, except that it applies its internal mapping (e.g.
reduction of frame size to 50%) in inverse direction and both to QoSR and DRV. Pursuing the example
from above, the filter calculates from a received AFS(QoSR(100x100... 200x200), DRV(200)) the fol-
lowing AFS for its input port: AFS(QoSR(200x200 ... 400x400), DRV(400)). A mixing component acts
in the same way like a fixed filter, except that the calculated AFS is returned for each of the input ports

(i.e. for n input ports, n AFS are returned).

A variable filteracts differently. As motivated in Section 4.2, it calculates the new AFS using the fol-
lowing semantics for Q0SR and DRV: QoSR denotes all quality values which can be supported in down-
stream direction and DRV denoted the value truly requested in downstream direction. To preserve these

semantics, a variable filter calculates for the input port:

(@) a QoSR retaining all values from the QoSR stored in phase 1 for the input port, except for those
which are below the QoSR received for the output port. Such exclusions may be necessary, since client
requests may have excluded some of the lower QoS values which were indicated as supportable by the
variable filter after phase 1. All other values still make sense (i.e. are supportable) for providing at least
one QoS value indicated as possible in downstream direction from the filter’s output port (i.e. a value

contained in the received QoSR).

(b) a DRV value which is set to the DRV value received, if this value is within the newly calculated
QoSR. This value may not be part of this new QoSR, in case the received DRV is below the QoSR stored
in phase 1. Recall that in phase 1, a variable filter generated for its output port a QoSR with a minimal
value of 0, since downstream of its output port all lower qualities are supportable. Traversing the filter
in backward direction enforces the transformation of such a “lower” DRV value which can be supported
at the filter’s input port. Hence, if the received DRV is not part of the newly calculated QoSR, a DRV is

taken for the input port which is equal to the lowest value of the new QoSR.

Besides calculating the AFS for the input port, a variable filter stores the AFS received at its output port
(more exactly, the DRV received). As an example for a variable filter calculating an AFS for its input

port, refer to the example of Section 4.2.

As in phase 1, the behaviour of a source component deviates from the general descepticre gom-

ponentuses a received AFS to extract the DRV value and to install it as the final QoS value. Doing so,
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it may install a value which is below the value for which resource reservation was done in phase 1. In
this case, it would relax reservation in accordance to the received DRV value. Finally, it returns the AFS

(unchanged) for usage in the third phase.

Link objectsare not invoked during the second phase but their associated PAs have to perform some
actions. A destination link object PA passes its AFS to the connected upstream source link object PA. In
case of a multicast link, the source link object PA receives one AFS from each connected destination link
object PA. Since these AFS may be distinct, the source link object PA merges these AFS into exactly one

AFS. The rule for this matching is given as:
matched AFS = (matched QoSR, matched DRV),

with matched QoSR being the Intersection of received QoSR ranges and matched DRV being the max-

imal value of received DRV values which is also contained in matched QoSR (see 4.2 for motivation).

The reason why the matching is anchored outside components (unlike in the mentioned example) is that
NRP is supposed to invoke a component with exactly one AFS per port, thus making it independent of
the number of receivers attached to a possible multicast link following that port. On the other side, this
matching can be done outside of components, since it involves only usual set related operations: range
intersections and selection of a best value out of a set of values. The latter property is ensured due to the

well-ordering requirement to which possible values of a media specific parameter are subject.

Phase 3 (Relax)

A component in this phase is invoked with one AFS for each input port and generates an AFS for each
output port. Source components are not invoked (respectively the invocations for phases 2 and 3 coin-
cide). In this phase, only the DRV values of the AFS are considered. All components use received AFS

to relax resources, in case their initial reservation (of phase 1) corresponded to a higher quality.

A fixed filteruses the received DRV value to relax resources. It responds with an AFS containing the
DRV value received. Anixeracts similarly. Note that in this phase a mixer is automatically provided
with consistent DRV values at all its input ports, since upstream from any mixer no DRV value adjust-

ments take place in the second phase which affect the mixer’s input ports.
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A variable filteracts again differently. It first retrieves the DRV value stored in phase 2 for its output port
and compares it to the received value. In case the received value is greater or equal to the stored one, the
filter installs at its input port the received DRV value as its final quality, and at the output port the DRV
value stored in phase 2. Otherwise, the filter installs for both input and output port the same, namely the
DRV value received. Doing so, the filter fixes its, previously variable, internal function for QoS reduc-
tion. Resource reservation may be relaxed according to the installed qualities. The filter generates an

AFS containing the DRV value installed for its output port.

A sink componenises the received DRV value to relax reservation like a fixed filter. It does not generate
an AFS, instead it merely indicates that resource relaxation was completed. When all sink components
have indicated their completion the third phase of NRP was finished and a resource reservation session

was set up.

In case of dink object the method Relax is handled internally exactly in the same way as the Reserve
method with one exception: the link invokes the transport system not for reservation but for resource

relaxation.

5 Discussion

The design of the NRP phases is closely linked to the existence of variable filters. To explain this rela-
tionship, we first consider below protocol design alternatives for two-zone topologies containing no vari-
able filters. We observe that any topology has two distinguished locations which could be used for start-

ing NRP: sink components and source components.

A\ /C ACD
B/( \D BCD/ \D

Phase 2 Phase 3
ACD — ABCD ABCD -.+— | ABCD

— —
5c5 17 N ABCH ABcH 17 \[ABCD

Figure 5 : QoS Information Spreading



5 Discussion 22

Starting NRP at the sink components has the advantage that from the beginning client QoS requests can
be taken into account. The protocol would require three phases to disseminate QoS information through-
out the topology (Figure 5). The first phase would spread sink QoS information (C, D) towards source
components, while the second phase would spread source QoS information (A, B) towards sink compo-
nents. The third phase would ensure that source QoS information is exchanged between any two source
component pairs. Resource reservation would have to be done in the first protocol phase in order to
ensure that QoS information spread in the first and later phases relies on “sure” (i.e. already reserved)

resources.

Since two-zone topologies are symmetric with respect to source and sink components (i.e. for each two-
zone topology there is a “turned” topology where sources become sinks and vice-versa), the above pro-
tocol could equally well be started at source components. However, in this case resource reservation in
the first phase would have to be done without knowledge of client QoS requests, i.e. based on QoS capa-
bilities of the source components. In consequence, a protocol for two-zone topologies without variable
filters would be preferably defined to start at the sink components. Furthermore, it would have to include

a minimum of three phases.

Introducing variable filters into the topology disturbs the symmetry mentioned above, since variable fil-
ters reduce QoS in one (towards sinks) direction only. It is obvious, that any protocol coping with such
filters in addition, requires at least the number of phases required by the protocols described above. The

guestion is whether the number of three phases can be maintained.

The NRP protocol presented in 4.2 relied on three phases only. As argued above, resource reservation
has to be done in the first phase, if three phases shall suffice. Starting NRP at sink components would
have meant to reserve resources for variable filters in the first phase when traversing them in backward
direction (i.e. towards sources). However, such a reservation is impossible since, while for variable fil-
ter’s output port a desired QoS request (in form of an AFS) may exist, there is no corresponding QoS
request for its input port (recall that a variable filter can translate any input QoS into any lower output
Qo0S). In consequence, starting NRP at sink components would have required more than three phases,
more exactly (but without proof here) five phases. In order to avoid these additional phases, we decided

NRP to start at source components.
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Topologies beyond the mentioned two zone model are not supported by NRP. One of the reasons is the
possible occurrence of QoS dependencies across mixing/multicasting cascades. In a simple form, such
a cascade may consist of a component multicasting to two mixers each of which receive additional data
through another link (see Figure 6). If both mixers require a fixed equality relation for qualities between
their input ports, NRP would have to settle on one value for all depicted ports. Assuming for instance
that at port 1 the smallest possible media specific value is provided, NRP would have to spread this infor-
mation from port 1 to port 3. Since NRP employs AFS forward respectively backward propagation
phases directed from sources to sinks respectively vice-versa, the cascade example would require at least
4 phases. More generally, the number of required phases for a forward/backward protocol depends on
the “breadth” of a cascade. Topologies with such characteristics are current topic of research beyond

NRP.

3 2 1
Qi ?D O Port
> Link
O

I:I Component

Figure 6 : A Cascade Topology

The description of the negotiation protocol considered only one media specific parameter. We indicate
here that cases with more media specific parameters can be solved by including an additional scheme of
priorities among them. The scheme indicates to each component which of the parameters would have to
be reduced first, in case negotiation indicates necessity of QoS reduction. The priority scheme would
have to be defined by the application client, in case priority selection is an application specific decision.
For instance, the client may specify that for a video stream picture size is more important than picture

rate, so whenever a choice is possible, the rate should be reduced before reducing the size.

QoS requirements for multimedia applications concern, besides described media specific QoS, more
generic parameters such as delay, jitter or loss-rate. These are usually referred to as end-to-end parame-

ters, since they accumulate contributions of components and links between data stream source and sinks
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in order to yield QoS to the client. We currently work on concepts for including such generic QoS into

NRP.

Delay is only considered during the second and third phase of NRP. At the end of the first phase, the cli-
ent specified target values for each sink port are inserted into the AFS associated with that port. During
the second phase, components and ports do not perform any operations on these values, i.e.required han-
dling is assigned to NRP. NRP stores for each port of a component the target value specified for sinks
situated downstream from the component. In case a component port feeds a multicast link, the target val-

ues received from downstream sinks are merged into one value by taking their minimum.

The third phase of NRP is used to accumulate the contributions of components and links to the end-to-
end delay values. Each component and link provides a corresponding contribution delay value in its
response to elax invocation. NRP accumulates these values in the field carried in the AFS. When
reaching an input or output port during AFS propagation, the target value stored for that port is compared
to the current value in the AFS. If the latter exceeds the former, resource reservation failed to meet
requested end-to-end targets. Note that NRP accumulates end-to-end delay values according to relaxed

(i.e. final) reservations.

The situation for jitter is similar, if component and link scheduling does not provide for jitter compensa-
tion. Otherwise, jitter values are accumulated prior to jitter compensating stages and compared with the
tolerance limits of these stages. Considering data loss across many processing stages and communication
links requires an adequate model describing their impact on data loss. Both number of stages and implied
different abstraction levels make this a challenging task. The definition of such a mauetieris for

further research.

6 Related Work

In the past, several protocols have been designed to support resource reservation between two endsys-
tems across network links. SRP [AHS90], ST-1l [Topo90] and RSVP [BBEwvere designed to support
reservation for multicast communication between a source and many sinks (SRP, ST-1I) or between many
source/many sinks (RSVP) by assuming that no processing has to take place between sources and sinks.

Reservation was based on transport parameters only and media specific parameters were not regarded.
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Media specific quality issues have been considered in restricted contexts. IMA MSS [IMA93] introduces

the concept of media formats independent of QoS parameters. An IMA MSS format defines the encoding
used for a specific medium. Format selection is done considering two adjacent component ports only, an
end-to-end approach for applications consisting of many (more than two) processing component stages

is not defined.

Several schemes have been developed for defining the mapping between media specific and transport
(network) level parameters ([KrLi94], [BDB4], [SMHW95]). [BDF 94] uses a management informa-

tion base to map application specific QoS to transport system QoS. [SMHW95] uses a QoS manager tool
to do the mapping. The QoS manager tool is called with the selected kind of media encoding and the
desired QoS class and returns the transport level (XTPX-based) QoS data structure. [KrLi94] uses a
scheme to perform subsequent negotiation and resource reservation inside the network. Application level
negotiation in the sense described in this paper is not considered and neither of these approaches consid-

ers topologies beyond client/server.

[NaSm95] introduces a QoS Broker which negotiates end-to-end QoS at application level for a telero-

botics application. Selection of media specific QoS is done between application components and is cou-
pled with resource reservation both on endsystems and communication links. However, this approach is
restricted to client/server settings only and cannot be applied to more general application scenarios as

described in this paper.

7 Summary

In this paper we presented a protocol performing QoS negotiation at the application level. We described
this level as the level where distributed application topologies are visible and where QoS information is
exchanged between components and links in order to resolve QoS dependencies. We motivated the
media specific nature of QoS descriptions exchanged and defined an appropriate interface to a client

expressing QoS requests to an application.

We showed that QoS dependencies at the application level are imposed by predefined functional capa-

bilities of components, the application topology and resource availability for components and links. In
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consequence, we argued that negotiation is required even if unlimited resources are assumed requiring

Nno resource reservation.

We introduced NRP as a protocol being able to cope with such requirements. NRP was designed to be
applicable to application topologies based on a two zone model and consisting of a number of component
types including in particular variable filters. NRP supports the transfer of media specific parameters in

application flowspecs, but does not depend on the semantics of these parameters.

We presented an implementation architecture to explain the role of NRP and the behaviour expected
from components and link objects. We discussed why a minimum of three phases is required and why

NRP starts at source components to reach this mimimal number.

Besides the protocol description itself, we view as main results of this contribution the definition of the
problem of QoS negotiation at the application level and of aspects which have to be considered in this
context. Our current activities are focused towards covering application topologies beyond the two-zone

model and including delay and jitter as negotiation parameters into NRP.
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