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Abstract

Distributed Computer Systems have become competitive in providing large
amounts of computational power at a very low cost. The system consisting of per-
sonal computers, mini or main frames, or high performance multiprocessors, inte-
grated into a high speed computer network is capable of providing any organization
the power of a super machine with only a small initial cost. Such a system has the
further benefit of providing industry with an easy and modular upgrade path because
increasing the power of the system simply involves increasing the number of net-
worked computers. Distributed Multimedia Applications (DMA) are so rich in their
diversity of methodology and so inherently computational intensive that they natu-
rally require a very heterogeneous mix of distributed processors interconnected by
an efficient interconnection network. A DMA can be represented by a precedence
graph, where nodes represent components (or modules) of the application, intercon-
nected by arcs representing data streams flowing between different components. In
this paper we study the problem of partitioning and mapping Distributed Multime-
dia Application graphs onto a heterogeneous distributed computer system. Such
applications require a compromise between quality of service and cost of the uti-
lized resources of the distributed computer system. As the problem is difficult to
solve, in general, we present an approximate scheme which optimally assigns task
modules of the application onto the processors of the distributed system.

L This research was supported by a research grant of the University of Engineering & Technology, Lahore, Paki-
stan. Additional support was provided by the German Academic Exchange Service (DAAD).
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1 Introduction

Recent research in parallel and distributed processing technology has resulted in many advances
in all directions of computing technology, e.g., in device technology, networking capability, and

in software engineering [1]. Research in device technology has resulted in faster and more pow-
erful processors. Advances in computer network capability have introduced powerful, faster,
and more reliable networks. Research in software has provided user friendly tools and environ-
ments. These advances have the potential to satisfy the ever growing computation needs of many
scientific and engineering applications, e.g., now it has become economically possible to pro-
cess digital audio and video signals in real time leading to the development of distributed mul-
timedia systems.

Distributed Multimedia Applications (DMA) demands an efficient framework for its implemen-
tation over a Distributed Computer System (DCS). In fact DMA problems are so rich in their
diversity of methodology and so inherently computational intensive that they naturally require

a very heterogeneous mix of distributed processors interconnected by an efficient network. A
DMA can be represented by a precedence graph, where nodes represent components (or mod-
ules), interconnected by arcs representing data streams flowing between different components
of the application. Each node of the graph is weighted by computation requirements of the cor-
responding component and each arc is weighted by the channel capacity needed for the com-
munication between adjacent components. Multimedia streams can originate at multiple
sources, traverse a number of intermediate components and end at multiple sinks [2,3].

The Distributed Computer System (DCS) is a heterogeneous mix of mini, microcomputers, or
workstations interconnected through a point to point physical link, Local Area Network (LAN)
and or a Wide Area Network (WAN). The DCS is also represented by a graph where nodes rep-
resents individual machines while edges represents virtual channels of the DCS. Each node of
this graph has a weight associated with the available computation capacity. Similarly there is a
weight associated with each edge, it signifies the available capacity of the corresponding chan-
nel [3, 4, 5].

By partitioning the application task onto different machines that communicate over the network,
components or stages of DMA can be executed simultaneously on the machines to which they
are best suited in terms of cost and time constraints of execution [6, 7, 8]. Thus a network of
distributed machines may be able to provide an optimal performance for such an applications.
Efficient utilization of such an approach depends on a number of issues like modeling the DCS
as well as the DMA for algorithm development, design of partitioning and mapping strategies,
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and integrating these strategies into existing programming systems to solve computationally
intensive problems [1, 6, 7]. We would like to address some of these problems in this paper, in
particular we shall attack the following problem: Given a set of M components of the multime-
dia application connected in some fashion, and a distributed computer system consisting of dif-
ferent machines, find an assignment of components to processors that minimizes the cost of
using the computational as well as communicational resources such that the load on every
machine is bounded by a fixed number while the total communication overhead on the network
Is also kept below its capacity. Note that the last constraint, i.e., the total communication require-
ment should be kept below the total capacity of the network, makes it possible for us to model
the DCS graph as a completely connected structure. We should also try to keep the load on every
machine in DCS below a certain level in order to provide an adequate quality of service for the
multimedia applications.

If the number of processors are only two and we want to minimize the total cost of execution
plus communication (i.e., without any other constraints) then it is possible to solve this problem
using the network flow approach pioneered by Stone [7, 15]. If the interconnection structure of
the DMA graph is chain or tree like, it is still possible to solve the problem for an arbitrary num-
ber of processors using a shortest tree algorithm designed by Bokhari [6, 7]. Towsley [7, 19] has
shown how to find an optimal partitioning for a series-parallel graph using a series of graph
transformations. It is important to notice that the general partitioning and mapping problem is
very difficult to solve. Some of the researchers have thus solved the partitioning problem by put-
ting constraints on the structure of the application graph while others have found an optimal
solution by restricting the number of processors. In [3] an approach based on branch and bound
method is proposed, however, the algorithm complexity restricts the dimensions of DMA and
DCS that can be handled by the algorithm.

If, on the other hand, the problem is to minimize the load on the most heavily loaded processor
in a conventional parallel processing environment then the problem, in general, is very difficult
to solve using exact algorithms and this explains why most of the work in this field focused on
heuristic techniques [5, 9]. If the structure of the application graph is as simple as a chain and
the number of processors are confined to only two even then the problem is difficult to handle
as reported in [10, 11, 13, 14]. A number of researchers have, however, attempted to solve the
problem under certain restrictions on possible partitionings as described in [7, 10, 13]. Some of
the graph theoretical research, conducted in the past was directed to find a general method for
partitioning the vertices of a graph into two sets of prescribed sizes by the removal of minimum
number of edges [16]. A number of researchers have also developed parallel algorithms for par-
titioning series-parallel and bandwidtlgraphs [17]. Solutions to such problems are also help-
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ful in designing partitioning algorithms or approximate schemes for parallel and distributed
computer systems.

Approximate techniques for partitioning chain and tree structured image processing tasks onto
heterogeneous distributed computer systems have also been reported in [13, 14]. Igbal [8, 11]
have devised fully polynomial time approximation schemes in order to solve the partitioning
and mapping problem approximately. The time complexity of such an scheme is polynomial in
both the size of the problem as well ad/@,whereeis the relative error bound for the approx-

imate scheme. In order to appreciate the usefulness of the approximate solutions, one should
bear in mind that data for the problem being solved is often only approximately known as the
procedures of code type profiling and analytical benchmarking are still in their infancy. Hence
approximate solutions may be as meaningful as an exact solution for many of the practical prob-
lems where the extra accuracy of the exact solution is not needed and where the approximate
solution can be obtained in a relatively short time [8, 11].

In this paper we would consider the problem of partitioning DMA whose graphs are restricted
to chain or tree like structures, and would present approximate solutions. The algorithms, that
we present here are derived from the earlier work of Bokhari [4, 6, 7] and Igbal [8, 10, 13, 14]
who solved partitioning problems in sequential as well as in parallel processing environments
using distributed machines with dedicated communication links. It is important to note that now
we are concentrating on distributed computers interconnected using a general purpose LAN
interconnection which, according to our opinion, would become a cost effective, efficient and
commonly used resource in the coming future.

The paper is organized as follows. The next section formulates the partitioning and mapping
model and defines the cost functions addressed in this paper. We also model the DMA and the
DCS in this section. Section 3 addresses the partitioning problem. The results and conclusions
are summarized in Section 4.
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2 Problem Formulation

2.1 Model of the Distributed Multimedia Applications

Distributed multimedia applications are employed to generate, process, and consume continu-
ous (e.g. audio, video) data streams. DMA topology can be constructed by specifying compo-
nents interconnected via links. Components encapsulate processing of multimedia data, e.g., for
generating (source components), consuming (sink components) or manipulating (filters and
mixers) data. A component is an individually schedulable unit (e.g., by mapping to a thread). A
link provides an abstraction from underlying communication mechanisms which may be used
to perform the transport of data units.

To provide a uniform data access point for the components, ports are used that deliver data units
to the component (input port) or take the data units from the component (output port). A com-
ponent designer has to associate with each component port the streamtype to be used, thus mak-
ing all related information available at the port.

A DMA can be represented by one or more precedence graphs [3]. In a DMA graph, nodes rep-
resent components that are interconnected by arcs representing data streams between compo-
nents. Each component is associated with at least one device that produces (a source compo-
nent) or processes (an intermediate component - filter or mixer) or consumes (a sink component)
data streams. Media streams can originate at multiple sources, traverse a number of intermediate
components and end at multiple sinks.

Before using an application, desired user QoS (Quality of Service) is specified with respect to
output data generated by sink components (e.g. presented video frame size and rate). To guar-
antee the specified QoS requirements, corresponding resources for DMA components and links
mapped to a distributed computer system have to be reserved. Thus, each node of the application
graph is weighted by computational requirements of the corresponding component and each arc
is weighted by the channel capacity needed for remote communication between adjacent com-
ponents.

Let us consider a DMA graph and determine the values of node and arc weights. Every node is
weighted by computational requirements of the corresponding component of the DMM. Let
denote the arrival rate (messages per second) of input data streams to component in the DMA
graph. To process every message, companent ngeds  processor operatlons. Let  denotes
the component computational requirement (operations per second). To exclude unlimited queue
of the messages, it is necessary hat A;V;
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Figure 2.1. An example of DMA graph

Every arc(i, j) inthe DMA graph is weighted by capacity requirerﬂ%nt (bits per second)
that must satisfy the inequalit)pij >A\L; ,whdrg isthe length of the message (bits) arrived
at the corresponding link of the DMA graph.

An example of a DMA graph is presented in Figure 2.1. The topology of DMA is composed of
three source-components b aod connected to two mixing compahentse and , last of
which provides data streams to two sink components gand . Weights at nodes and arcs denote
computational and communication resource requirements respectively.

2.2 Model of the Distributed Computer System

A DMA graph can be arbitrarily distributed over several nodes of a distributed computer system.
Generally, set of computers on which a component can be assigned depends on whether the
computer configuration has devices and resources required to perform multimedia functions
needed by a certain component type. On the other hand, some of the source-components and/or
sink-components can only be assigned to certain computers in advance, these components are
called pre-attached ones.

Let us consider a graph of a DCS. Every node is weighted by available computational
resourceR, (operations per second)B|f is the total computational resource of computer

in the DCS andb,, is the computational resource already used by all other applications pro-
cessed in the DCS, then the available computational resource of computer =i8,—b,

The graph representation of the DCS shows posaitlel channel connection® C) between
the computers of the DCS. A VC is a direct oriented logical connection between two computers
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(endsystems) with some assigned capacity. A VC is routed over one or more communication
resources of the DCS (physical links, networks) to achieve sender-computer to receiver-com-
puter connectivity. The available capacity of a VC is equal to minimum available capacities of
all DCS communication resources over which the VC is routedALet  be the available capacity
of DCS communication resouree p,,, be the set of DCS communication resources used by
VC (n,m)from computem to computen of the DCS. Then the available capacity of the VC
(n,m)is given by

R,m = min{ A, sOp,t (2.1)
Figure 2.2(a) illustrates an example of a DCS structure that is represented by the logical system
graph shown in Figure 2.2(b). Here the capacities available for every computer pair connection
are as follows:

R12 - min{ Agut’ Aizn, ALANl}’ R13 - min{ A(iut’ Ai3n, ALANl, AWAN' ALANZ}’ etc.,
where Aﬁ”t, A'nr are available capacities of the output and input interfaces of computer

Further every ar(n,m)of the system graph represents correspondingnvi@) of the DCS and
is weighted by available capaci®,,, (bits per second) of the(lGn)
It is important to note, that communication resources in the DCS can be shared between differ-
ent VCs. For example, the capacity of the LAN Ethernet does not belong to any pair of comput-
ers but is distributed among all computers of the LAN. The LAN provides a virtual channel
between any pair of computers. Therefore, a system graph for the LAN is a logical graph rep-
resenting all possible VCs between computers connected to the LAN (see Figure 2.3). Available
capacityA of the LAN transmission line is distributed among all data-exchanging computer
pairs. Therefore the following inequality has to be satisfied:

0< z Rim< A (2.2)

(n, m

The capacity A is available for every possible VC in the system graph. It means that if the
available capacity of the LAN, for example, is decreased by , then the available capacity of
every possible virtual channel wiR,,, = A decreases by the same amount. Equations (2.1)
and (2.2) specifies the relationship between capacities of the communication resources of the
DCS virtual channels, represented by arcs in the system graph.
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2.3 Cost functions

There are different ways to partition and map a DMA graph over the DCS graph. We should
select the one that meets QoS requirement at minimal cost. In order to calculate the cost func-
tions we must take into account the following:

1. The DCS is heterogeneous, i.e., the computers can differ with respect to their power and
capacity of available resources, the virtual channels between the computers can be provided
by various mediums of communication in the DCS.

2. Each component of the DMA can be implemented in different ways on different computers,
e.g., by hardware, software, or a mixture of the two. Moreover different kinds of compo-
nents can differ from each other in types and sizes of required computer resources (CPU
slots, catche and disk memory, bus capacity, etc.)

Thus cost of different permissible component allocations to computers will be represented by
cost matrixf = {f/} with entriesf,,’ denoting cost of allocation of componeémd computen.

Suppose a cost functigg(x) for every communication resoursef the DCS is given. Then the
cost of mapping a DMA linki,j) to virtual channe{n,m)of the DCS can be computed by the
formula:

Onm = s ; mgs(di,-)

where T, is set of communication resources, which chagmei) is routed over;d; s
required communication capacity of the DMA liik).

2.4 Problem Statement

The general problem formulation of partitioning and mapping a DMA graph to a DCS graph is
as follows. We are given the following information [2]:

1. A DMA graph with
n - asetof nodes (components or modules),

A - aset of directed arcs connecting components with each other,
A= {@,j)i,jdn},

d; - arequired computational resource for every compariemf
dij - a required communication capacity for every lifkj) O A ,
2. A DCS graph with
( - asetof nodes (each node represent a computer) ,
m - a set of VCs (or simply channels) connecting computers with each other,

m={(n,m),n mae} ,
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R

p - asetof communication resources in the BCS

, - an available (vacant) computational resource of every compuiief

Phm - @ set of communication resources of the DCS used by chamenh)
pnm D p’ |:| pnm '
(n,mOp . .
T, -asetof channels routed over shared communication resoiirpe [ | 1, =
sO
A, - acapacity of a communication resous@vailable to the mapped DIE/IA; Op ,

(; -asetofacceptable locations of every componéni in the DCS,
3. Cost functions

f - a cost matrix, an elemei;q't of f specifies the cost of mapping comporgatcom-
putern,
g - a cost matrix, an elemegt of g specifies the cost of mapping DMA ligij) to

virtual channelgn,m)of the DCS.

The solution variables are,, suchthat = 1 , if component is assigned to computer
andx;, = 0, otherwise.

The Partitioning and Mapping Problem can then be defined as:

.0
F(x,) = mlnxinmg ;men” 2@ Z XmXngan (2.3)
U nn @, A(nmOTm

subject to
; X, = 1,01 0n (2.4)
nuig
g Xindi < R, On ¢ (2.5)
zm zm XinXjmij < Ag UsU p (2.6)
(n, m) O (i,
Wheregnrr =0ifn = m; gnmzo ifnZzm and(n,mdrm ; g,, =% if(nmOT .

In this formulation, objective functioR  minimizes the total cost of computational and commu-
nication resources used for the DMA assignment onto the DCS. The first term in the objective
function identifies the cost of computer resources that are used to execute components of the
DMA. The second term represents the cost of communication resources of channels on which
DMA arcs are placed.

Constraint set (2.4) guarantees that every compariemg will be placed into the DCS and
only onto one computer. Constraint set (2.5) guarantees that resources used by components
assigned to a computer do not exceed the available resource of the computer.

1 Computer interfaces in the DCS can also be included into th@ set
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Constraint set (2.6) guarantees that capacity of communication resource in the DCS used by
all DMA arcs placed on resouree  do not exceed the available capacity of the resource.

3 Partitioning & Mapping Schemes

In this section we would describe efficient partitioning and mapping schemes which can be used
for partitioning chains or tree structured distributed multimedia applications. We intend to
extend the approach of our algorithm for series-parallel graphs which is another important class
of applications in multimedia systems. The algorithm is derived from the earlier work of
Bokhari [4, 5, 6, 7] and Igbal [8, 10, 13, 14], who solved partitioning problems in sequential as
well as parallel processing environments using distributed machines with dedicated communi-
cation links. Here we are concentrating on distributed computers interconnected using a general
purpose LAN interconnection. As discussed before our objective is to minimize the sum of exe-
cution and communication costs with the constraint that the total communication requirement
over the network is bounded. We work under the assumption that the available computing
resources of every machine in the DCS are enough to satisfy the requirements, we provide an
approximate solution to the partitioning and mapping problem taking into account only the
communication constraint and minimizing the total cost. It is possible to design efficient heu-
ristics based on this approach which can take into account the additional resource constraint on
the load assigned to machines in the distributed computer system.

3.1 Partitioning Chain Structured Applications

We show a chain structured application graph in Fig. 3.1. It consists of a source, a sink, and one
or more intermediate components. Every data unit (video frame or audio sample) of media
stream is generated, processed, and consumed by source, intermediate (e.g., a filter), and sink
components respectively. Should a module resident on one machine communicates with a mod-
ule resident on another computer, there will be an overhead of inter computer communication
through the network. This will not only burden the communication resource but would also
incur a cost proportional to the amounts of data transmitted between the two computers. The
cost of transmitting data between two coresident modules is assumed to be negligible. This
assumption can also be relaxed to take into account nonnegligible intracomputer communica-
tion costs.
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Fig. 3.1 A chain structured Distributed Multimedia Application.

The Assignment Graph

Given the invocation chain of Fig. 3.1, and the execution and communication costs, we can draw
an assignment graph as shown in Fig. 3. 2. This figure assumes a three processor system. It is
important to note that the following observations apply to the assignment graph:

1. There is one special node called the start node, denotedahy there is an end node
denoted byt.

2. In addition to the start and the end nodes there Bfe< N further nodes in the assign-
ment graph, where each node is labelled with a pair of nunfiggrsand represents the
assignment of modulieto processop.

3. Adirected path from the start node to the end node in this graph corresponds to a partition-
ing of the chain structured program over the distributed computer system. Similarly any
partitioning of the chain can also be represented by a path in this graph as shown in Fig. 3.2
in bold.

4. There is an ordered pafta,b> of weights attached with each edge.

5. All edges incident on the end node have zero weights on them, i.e., both elements of the
ordered pair are zero.

6. The edge joining the start node to n¢ti@) have an ordered paia,b>, associated with
each edge where = ft and = 0
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Fig. 3.2 An assignment graph for the chain of Fig. 3.1 and a three computer
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system.
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7. The edge joining nodgp) to node(j,q) has an ordered paia,b>, where a = f(jq + ggq
and b = dj

8. Itis important to note that each path from the start node to a(hod| the assignment
graph corresponds to an assignment of module 1 to modate the machines of the dis-
tributed computer system. The path is composed of a number of edges and if we now sum
up the first elements (i.as) of the ordered pair associated with each edge in the path then
it would specify the total cost of assigning the finstodules of the chain structured appli-
cation, this will include execution as well as communication costs. We denote this Bum by

9. If we sum up the second elements (.8) of the ordered pairs associated with each edge
in the path then the corresponding sum would specify the total communication require-
ments of assigning the firstnodules of the application onto the distributed network sys-
tem. We denote this sum By

10. Consider two distinct but partial assignments (or two paths between two nodes in the
assignment graph) of the chain structured application. Let the two assignments are denoted
by P1andP2 If D(P1) as well ag=(P1) is less than or equal to the respective values of
D(P2) andF(P2) then the pathP2 is just redundant and there is no need to consider the
assignment corresponding to this path. So we just ignore the so called redundBat path
Note that we are in a position to reject a number of partial paths which satisfy the above
constraint without extending these paths to the start or the end nodes. This facility provides
us to cut down the complexity of the problem and reduce our search from an exponential
number of paths to a clean polynomial expression as described in the partitioning scheme.

11. Consider the possibility thBi(P1)is less thaD(P2) butF(P1)is larger thar-(P2) then it
is not possible to reject one path or the other as we are not sure which assignment would
provide us best results, i.e., minimal cost of assignment such that the total communication
requirement is bounded. We have to extend these paths to the start node on one side and the
end node on the other side to make a final judgement, the information available until now
is not sufficient to make a comparison.

The Partitioning Scheme
Let Ct represents the maximum possible value of the communication requirement of assigning

the chain structured application on the distributed computer network. It is evident that it would
be equal to the sum of all thﬂ% 's in the chain structured application. We now r€satve
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an accuracy og, i.e., two adjacent levels for the communication requirement are separated by
e. In other words the total communication requirement is restricted to hav€prddistinct
values in the range of zero®@3 . Now consider two patf31 andP2 arriving at a nod€,q) in

the assignment graph. Two possibilities exist:

1. The total communication requirements of the two paths lie into two distinct I¢v(|B1)
as well ag=(P1)is less than or equal to the respective valu€xBR) andF(P2) then path
P2is just redundant and there is no need to consider the assignment corresponding to this
path. If, howeveD(P1)is less tha(P2) butF(P1)is larger thar-(P2)then it is not pos-
sible to reject one path or the other as we are not sure which assignment would provide us
best results, i.e., a minimal cost of assignment such that the total communication require-
ment is bounded.

2. The total communication requirement of the two paths lie in between two successive per-
missible levels. ID(P1)as well af(P1)is less than or equal to the respective values of
D(P2) andF(P2)then pathP2is just redundant and there is no need to consider the assign-
ment corresponding to this path. BubDfP1)is less tharD(P2) andF(P1) is larger than
F(P2) even then it is possible to reject one path as follows. Here we reject tHelzsh
the cost of assignment &f1 would always be larger than the cost of assignment corre-
sponding toP2 with a guarantee that the error in the communication requirement of the
selected path, i.eR2 would be bounded bg.

With the rejection techniques described above, the number of outgoing paths from a node would
be restricted t€4/e. Thus the maximum number of incoming paths would also be restricted to
Cy/efrom each processor. The total comparisons to be made at ea¢haqyarfehe assignment

graph in order to reject unnecessary paths would be proportio®gN@G/e) with the surety

that the outgoing paths from the node would be restricted to at th&Csiesinder worst case
circumstances.

As the number of modules in the chain structured application are eddahén the total time
complexity of the approximate scheme would be boundegi(byM Ct /e)with the guarantee

that the maximum difference between the total communication requirement of the partitioning
we found and the actual communication requirement of the optimal partitioning is at the most
equal toMe. If the relative error bound for the user interested to use the approximate scheme is
€ = Me then the time complexity of the algorithm would be equ&D(NZMZ(CT/s)) . The
approximate technique that we have described is thus a fully polynomial time approximation
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scheme in which the time complexity is a polynomial function of the size of the problem as well
as the reciprocal of the total error

3. The output of our algorithm would provi@g/e partitionings of the chain structured appli-
cation over the distributed computer system with different costs and communication
requirements. It will, for example, include the special case when the communication
requirement is very small but then it might be very expensive, similarly it will also accom-
modate a case when the communication requirement is large but the total cost is relatively
small. The user will have the freedom to select the partitioning which he can afford pro-
vided the communication requirement is below the capacity of the network. The accuracy
of communication requirement resolution is determined by the relatioeshiEg/M ,
where the relative error boursd can be selected on the basis of acceptable quality of ser-
vice degradation permissable by the user.

The Resource Constraint on Load

The additional resource constraint on the load assigned to every machine can easily be plugged
into the approximate scheme but then it no longer remains a fully polynomial time approxima-
tion scheme but would become a heuristic. Consider the assignment graph once again as shown
in Fig. 3.2. Suppose that the available computational resource for a comEiRr, i.e., we

should not assign load to comput@nore tharR, . Now consider only those paths in the assign-

ment graphs between the start node and any intermediate node in which the load assigned to
every machine is below or just equal to its capacity. There exists two possibilities:

1. If the number of paths, inspite of the resource constraint on load, grows exponentially then
it justifies our assumption used in this paper that the available computing resources of every
machine is adequate enough to satisfy the requirements. Under such conditions the number
of paths or assignments can be limited by selecting the one with minimal cost (with some
fast priority scheme) as described in the assignment scheme.

2. If, on the other hand, the number of paths which satisfies the load constraint does not grow
exponentially then it is some thing to be happy about. Under such conditions we can easily
select the assignemnt of minimal cost.

In practise, however, the number of paths would initially have the tendency to grow exponenti-
ally but then the number would be limited due to the resource constraint on load. The actual
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behaviour would be determined by the particular application and how the heuristic is actually
implemented.

3.2 Partitioning Tree Structured Applications

We show a tree structured application graph in Fig. 3.3. Two media streams starts from source
component 5 and 6. The first one is processed by filter 4 and then they are mixed by component
3 which provides the mixed stream through filter 2 to sink component 1. It is also possible to
consider an application with more than one sink components, what is essential at this point is
that the graph of the multimedia application should be a tree. It is, however, possible to extend
the approach to series-parallel graphs [7] and perhaps to some other restricted structures.

The Assignment Graph

The assignment graph of the tree structured application of Fig. 3.3, is shown in Fig. 3.4, we
assume a three processor distributed computer system. There are a number of similarities and a
number of important differences between this assignment graph and the one shown in Fig. 3.2.
We would concentrate on important similarities as well as differences:

1. There are multiple number of start or source nodes and similarly there are multiple sink or
end nodes.

2. Each assignment tree corresponds to an application assignment and each application
assignment corresponds to an assignment tree. One such assignment tree in the assignment
graph is shown in bold in Fig. 3.4.

3. If we sum up the first elements (ieés) of the ordered pair associated with each edge in the
assignment tree then it would specify the total cost of assignment of the tree structured
application, this will include execution as well as communication costs. We denote this sum
by F.

4. If we sum up the second elements {0'e) of the ordered pairs associated with each edge
in the assignment tree then the corresponding sum would specify the total communication
requirement of the said assignment. We denote this sub by
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Fig. 3.3 A tree structured Distributed Multimedia Application.

The problem is then to find an assignment tree in the assignment graph with minimal cost in
which the total communication requirement is bounded.

The Procedure Merge

We have already described how to partition a chain structured application over a distributed
computer system such that the total cost of execution plus communication is minimal while the
total communication requirement is within a certain bound. Here in this procedure we will dis-
cuss ways of utilizing the chain partitioning procedure to partition tree structured applications.
Consider the tree shown in Fig. 3. 3, it is a tree and not a chain because the indegree of module
3 is 2. We will use the procedure Merge to handle such a situation. Consider the assignment
graph again reproduced in Fig. 3.5. We can find approximate partitionings from the start node
s, to every node in the layer, which corresponds to the module with an indegree more than 1.
Here this would be layer 3, thus we have to fihd'e paths or partitioningssfrom  to each
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v End Node

Fig. 3.4 An assignment graph for the tree of Fig. 3.3 and a three processor gystem.

node in the 3rd layer, i.e., node 31, 32, and to node 33 in the assignment graph. One such path
or partitioning is shown, in bold, in Fig. 3.5 (top). We would have to nhdﬁk(CT/e) com-
parisons to find all the approximate partitionings frem  to every node in layer number 3 where

k is the number of layers betwesp  and the layer number 3.
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Similarly we can findC;/e paths or partitionings fraspn  to each node in the 3rd layer, i.e.,
node 31, 32, and to node 33 in the assignment graph. One such path or partitioning is shown, in
bold, in Fig. 3.5 (top). Still we have to malkezk(CT/e) comparisons each time we find
approximate partitionings fros, to node 31, 32, and to node 33 in the assignment graph. Node
32, for example, will have a number Gf./e  paths coming fsgm  and a similar number of
approximate paths coming from start naje . Each path§om  to node 32 can be combined
with a path froms, to node 32. By combination we mean that the two paths can be represented
by an edge from a pseudo na&te node 32 as shown in Fig. 3.5 (bottom). Letrepresents a

path froms,; to node 32, and let us represent a path $som  to nodel32 Blge path (it is

only an edge) from the pseudo nad® node 32 is represented bg. Then we have the fol-
lowing equations:

a(L3) = F(L1)+F(L2)
b(L3)) = D(L1) + D(L2)

The number of edges (or paths) between the pseudosraodiethe node 32 would be equal to
(CT/e)Z, each edge corresponds to a combination of two paths, one path comirgg from  and
the other coming frons, . We can reduce th@Se/ e)2 pathsOnte by a technique very
similar to the one we already used in the partitioning of chain structured prograrR4.dret

P2 are two edges (or two paths) betwsemd node 32. Assume that the total communication
requirement of the two paths lie in between two successive permissible leaéixl)ias well
asb(P1)is less than or equal to the respective valueg®2) andb(P2)then the pati2is just
redundant and there is no need to consider the assignment corresponding to this path. But if
b(P1)is less tham(P2)anda(P1)is larger thara(P2)then also it is possible to reject one path

as follows. Here we reject the pa&h as the cost of assignment®i would always be larger

than the cost of assignment corresponding2evith a guarantee that the error in the commu-
nication requirement of the selected path, P€would be bounded bg.

Each application of the procedure Merge will take time not Iarger(i)l(llisarm2 (CT/e)Z) with the
guarantee that the maximum difference between the total communication requirement of the
partitioning we found and the actual communication requirement of the optimal partitioning is
at the most equal tde. If the relative error bound for the user interested to use the approximate

scheme i€ then the time complexity of the algorithm would be eq@d(t@T/s)zNzMg)
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End Node €

Fig. 3.5 A path from s to node 32 and a path fromte node 32 (top) are
combined into a single path or edge from s to node 32 (bottom).

21
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The approximate technique that we have described is thus a fully polynomial time approxima-
tion scheme in which the time complexity is a polynomial function of the size of the problem

as well as the reciprocal of the total ergor

4 Conclusions

Distributed Computing offers a solution where a network of heterogeneous computers can be
used to solve large scale scientific and engineering problems. In theory, this approach can dra-
matically improve the performance because each component of the application is executed on
an architecture that is best suited for it. In reality, however, a number of problems should be
solved in order to utilize the full potential of the distributed system. The distributed computer
system and the distributed application should be modeled in such a fashion that analytical
research can provide solutions to the fundamental question of how to optimally partition the
application across the machines in the distributed computer system.

In this paper we have presented efficient schemes which can partition chain or tree structured
Distributed Multimedia Applications consisting of several heterogeneous components across
the distributed machines in the network. We have provided approximate solutions to the prob-
lem of partitioning chain and tree structures taking into account only the communication con-
straint and minimizing the total cost. It is possible to extend these techniques to less restricted
structures and currently we are working on partitioning series-parallel structures which belongs
to a yet another useful class of distributed applications. We also intend to find exact or approx-
imate solutions to the general partitioning problem under further restrictions on the application
problem. It is also possible to design efficient heuristics based on this approach which can take
into account the additional resource constraint on the load assigned to machines in the distrib-
uted computer system.
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