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Abstract

1 Introduction
Mobile agents are groups of executing objects that can migrate as a whole from node to
node in a heterogeneous network. To some applications, mobile agent systems offer ad-
vantages such as better performance, lower usage of network bandwidth and asynchro-
nous processing. The migration of agents comprises the transport of data, code and ex-
ecution state from one node to another. The transportation of data values is common
practice in traditional distributed systems. The extension of an existing system service
for the transport of data values into a service for code migration seems to be possible in
a straightforward way. A closer look at the code migration component shows that its
performance heavily influences the performance of the overall mobile agent system ap-
plication and should therefore be optimized carefully. Despite the importance of effi-
cient code migration, existing mobile agent systems make no use of this aspect besides
the bare functionality of getting code somehow. The optimization of code migration is
not trivial since for the migration of mobile agents in modular systems, not a single
monolithic piece of code has to be transported, but a large set of classes that depend on
another in various ways. An efficient implementation of code migration therefore has to
exploit the properties of the underlying mobile agent system.

In this paper, we discuss code migration for mobile agent systems that use a modular
code structure, e.g. an object-oriented approach. Most of this work also applies for the
efficient migration of code of general mobile object systems.

1. This work was funded by the German Research Community (DFG)

This paper examines how an efficient code migration component for mobile
agents can be designed, an aspect crucial to the migration performance and thus,
for the overall performance of such a system. Therefore, after listing the require-
ments of code migration in this area, and a description of the code migration
mechanisms of the Java applet model, a more appropriate approach is proposed.
This new approach uses two mechanisms to transport code: one that is able to get
classes in an efficient manner and one that is able to get any valid class by its ref-
erence. Both mechanisms use a code replacement policy that is able to handle a
space restricted class storage. Finally the approach uses digital signatures to pro-
tect the code migration component, thecodeserver, against modification attacks.
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The paper is organized as follows: Section 2 lists the requirements of code migration in
mobile agent systems. Section 3 describes the code migration model of the Java applet
system, which is widely used in Java-enabled WWW browsers. In Section 4, a model
of code migration is presented that fits the requirements found in section 2 better. Sec-
tion 5 discusses possible architectures of a code migration component, the codeserver.
The paper closes with a conclusion and remarks about future work.

2 Requirements of code migration in mobile agent systems
In order to find a satisfying code migration mechanism, we first have to state the require-
ments of mobile agent systems. These requirements are:

there is a code source for any given class
given a reference to a class, it has to be clear at any time on any node from which
source this class can be requested.

code can be loaded at least when:
• an agent migrates.
• an agent interacts with a party on another node.
Another requirement that does not need to be fulfilled in mobile agent systems, but
provides a greater flexibility for programming could be:
• an agent wants to load a new class explicitly.

the code migration mechanism is robust, i.e. it works even in case of single node and
temporary network failures

i.e. single points of failures must not occur.

class references designate code versions known to the programmer
since mobile agent systems can span a very large area with regard to the number of
nodes as well as the time the system is running, it is not unusual that code is modi-
fied by the author in a manner that changes the behavior of the code, although not
all usages of this class can reflect this change. This means that all versions of a
class that may be used by other code have to be stored and that references designate
the expected version of a class.

code is protected against modification attacks like viruses and trojan horses
when code is not transported in one piece, but contains a list of class references that
are used to find the correspondent classes, attacks can use modified versions of a
class e.g. by inserting “intrusion code”.

code is migrated in an efficient manner
since code migration represents an essential part of the overall performance of the
agent migration, the code migration component has to perform well in order to
allow the mobile agent system to perform well.

the code migration mechanism fits into the asynchronous processing model that is of-
fered by mobile agents

one advantage of the mobile agent model is the ability to send asynchronous jobs
by using mobile agents instead of maintaining a connection between client and
server. To preserve this advantage, the code migration mechanism has to cope with
agent nodes, that are is not reachable during all the processing of the agent.
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the code migration mechanism fits into the organizational model of the mobile agent
system

e.g. if we assume an organizational model that employs an ‘egocentric’ approach of
the participating institutions, we cannot successfully use a code migration mecha-
nism that relies on a “selfless acting” mobile agent infrastructure.

Before we design a code migration component, we examine existing mechanisms that
transport code, especially the Java applet code model.

3 Related Work
The problem of code transport is common not only to mobile agent systems, but also to
some of the mobile object and to mobile code systems. They can be divided, according
to their code requesting method, in two groups:
1. systems that view code as one piece of code and which ship it as a whole
2. systems that use the Java applet code requesting method

Systems of the first groups are e.g. ffMAIN [LDD95], Messengers [Tsc94], Tacoma
[JRS95] or Ara [Pei96], systems of the second one e.g. Aglets [IBM96] or Odyssey
[GM97]. To our knowledge, none of the current systems deals with efficiency aspects
of transporting code.

Although the Java applet code requesting method does not try to be efficient or fault-
tolerant, it enables an agent system to see the code of an agent as a set of classes that
can be transported separately. Therefore, we will now present the code model of the
Java applet system, further we will show, that it is not adequate for efficient code
migration.

3.1 The Java Applet Code Model

Fig. 1 presents the mechanisms that are used to get new code into a Java-enabled brows-
er: In the code of a class A, an object of class B has to be created. Since class B is not
found in the set of loaded classes, the java interpreter asks a system component, the
ClassLoader for this class. Depending on the source of class A, the ClassLoader tries

local file system local file system A B

ClassLoader WWW serverGET

Interpreter

loadClass(B)

Class
A

references
Class B

?

Class
B

Fig. 1: Java Applet Code Model
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to get the code for class B from the same source. When A has been loaded from the local
file system, the ClassLoader is looking there for B, when A has been loaded via HTTP
from a WWW server, it tries to get class B from the same WWW server using the same
URL prefix. Once the ClassLoader gets the class file, it initializes class B, which can
then be used by the interpreter to create an instance of it.

If we now look on whether this mechanism satisfies the requirements for a mobile agent
system, we find some deficiencies: There exists a way to determine the source to a given
class, but noone can guarantee that this source really holds this class. Since only a single
source is used, code cannot be loaded in case of a failure of the source. Classes are iden-
tified solely by their names, and there are neither mechanisms to distinguish different
class versions nor different classes that just share the same class name (there are some
mechanisms in newer Java versions, but they cover only parts of the problem). Since the
classes of one applet are loaded from only one source, one could argue, that it is impos-
sible to inject malicious code, and there are mechanisms in Java 1.1 that allow to sign
class archives, but as soon as an applet loads code from more than one archive, this pro-
tection can be broken. The efficiency of the code migration depends in the Java applet
system on the performance of the transport protocol (HTTP) and on the actual perfor-
mance of the WWW server used as the source. Since the network performance of the
source to the applet receiver is random (there is no relationship between a source and
the network location of the receiver of an applet), and since applets are often offered by
onely few sources (or even one source), the performance is often poor. Finally the load-
on-demand characteristic interferes with the requirement of asynchronous interaction
since classes can be loaded even at the end of the lifetime of an applet.

Although the above code migration mechanism is adequate for its purpose in the Java
applet system, it does not match very well to the needs of code migration for mobile
object and mobile agent systems. Therefore, we now present an approach that fits our
requirements better.

4 The Codeserver Model
In this section, we will present the model of a code migration mechanism that is able to
satisfy the requirements of code migration in mobile agent systems.

The code migration component, thecodeserver, is requested for one or more classes by
an interpreter when one of three events occurs:
• a new agent arrives.
• an agent receives a communication request with parameters of new classes.
• an agent requests loading a new class.

where “new class” means one that does not exist in the local class storage of the corre-
sponding codeserver. In all cases, the interpreter has a reference to only one class, i.e.
one that is specified by the arrived instance (or by a class name). The need for other
classes then results from the “main” class using instances of other classes. The code-
server is able to find the class code at another codeserver and loads the code into its code
storage, from where it can be loaded into the interpreter. Since this class may reference
other new classes, the whole mechanism continues until no more new classes are re-
quired.
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It is interesting to examine the class requests issued by one class over its lifetime. Some
classes are referenced by their name in the code of the main class, but it is not guaran-
teed that all of them are ever used (e.g. when a variable is never instantiated). If the
agent communicates, it sometimes gets data elements that are instances of new classes.
Although some of the superclasses of these objects are known in advance in inheritance
oriented languages (since they are also part of variable declarations), the current classes
of the communicated instances may be new. The third group of classes is referenced
also by their name, but not as part of the programming language, but as strings. There-
fore, the system cannot determine these class names at startup time of the agent, but has
to wait for the explicit class request by the agent.

Every interpreter needs one codeserver that can supply classes when needed, but a code-
server may serve more than one interpreter. The codeserver is a component that can be
located at the same computer like an interpreter, but it does not have to. Normally, a
codeserver is located “near” the interpreters it serves, e.g. in the same LAN. An inter-
preter can find a codeserver either by asking other interpreters or by reading configura-
tion data provided at installation time (since this is comparable to finding the e.g. DNS-
Server of a network). A codeserver knows other codeservers in its “neighborhood”, i.e.
the codeservers, that are reachable by good connections, but sometimes, it may also
contact codeservers, that are far away. A codeserver has only a limited code storage,
therefore, it has to employ class replacement mechanisms in case it is low on memory.

After defining the model, we will now examine the ways we can implement this model
in an efficient way.

5 Codeserver Architectures
We will now present the techniques that are needed to implement the above model.
First, we will show the two mechanisms that are used to get a class if its name is given,
then we will discuss the details of the code transport and the interfaces to the codeserver.
Finally, we will present a code replacement mechanism that is able to take connection
characteristics into account.

Interpreter

Class
A

Fig. 2: Codeserver model

Codeserver
1

Codeserver
3

Codeserver
3Codeserver

2

class name codeserver a, codeserver b, ..

class code, class info

loadClass(B, codeserverlist)

B
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When we look at the requirements, we find that, on the one side, a class has to be found
even in case of node failures, and, on the other side, the code migration mechanism has
to be as efficient as possible. The first requirement either needs a static association of a
class name to a set of given codeservers that are “responsible” for providing that class,
or it needs a mechanism that is able to locate any class among the codeservers. In each
case, at least one server has to provide this class. The second requirement should use
the fact, that some of the other codeservers are “easier” to reach than others, i.e. that the
transport of a class is faster. Since the mechanisms that are needed for both require-
ments, do not influence each other, we suggest to use two different mechanisms for
these two different purposes. Thestandard mechanism tries to get code transported as
efficient as possible, but may fail sometimes in finding a class. Thebasic mechanism is
able to get any class, but will not do this in a fast way. Therefore, we normally use the
standard mechanism and switch back to the basic mechanism if the first one fails.

5.1 The basic mechanism

The purpose of the basic mechanism is to guarantee that any given class can be found
given the class name, without the requirement of efficiency. As the basic mechanism,
any method is adequate that is able to associate a code server to a class name at any time
in a way, that a) the code server has this class, b) the codeserver is reachable by the in-
terpreter and c) that fits into the organizational model of an open mobile agent system
without a central infrastructure. “At any time” means in this context, that the method
has to be able to cope with single code server failures, e.g. by the use of replication of
classes. There are some existing components that offer this functionality, e.g. distribut-
ed file systems with replication facilities like DFS [KLA90] or general object location
systems (code pieces are in this sense “objects”) like the one used in Hermes [BA90].
Since this aspect is not so important for the overall efficiency (being only the fallback
mechanism), we decided to implement an own, small mechanism that offers the re-
quested features and fits into our architecture without the need of using large sub-
systems that are not as portable as the rest of the agent system.

In our basic mechanism, in order to find a codeserver that is “responsible” for a certain
class, classes have to be registered by the programmer at a codeserver before they can
be used in the agent system. To make it easier to find the “home server” of a class, the
name of this server becomes part of the class name. At the same time, this registration
allows unique class names since the name of the registration unit is a part of the name,
and since this unit may also ensure the uniqueness of the original class name in its “do-
main”.

One requirement of mobile object systems is that references to different code versions
should refer to different classes. Since we now have a mechanism that registers classes,
it can also insert , version numbers into the class name, making sure that different class
versions can be distinguished. In the class itself, the extended class name can be inserted
automatically.

The described mechanism allows us to determine one server that holds a certain class.
Since the failure of this server would lead to a failure of the basic mechanism for this
class with respect to the proposed solution, the degree of fault tolerance needs to be en-
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hanced . Therefore, we allow not only oneprimary server for this class, but also some
secondary servers. The secondary servers also store this class, they do not occur as a
part of the class name, but are provided as additional information.

Whenever a codeserver has to load a class, and is not able to use the standard mecha-
nism, it extracts the name of the primary and secondary servers from the class name and
the associated informations, and asks these servers until one of them is available and
can, therefore, provide the code.

5.2 The standard mechanism

The purpose of the standard mechanism is to retrieve new classes asfast as possible.
This is a problem that has until now not been examined in the area of mobile object sys-
tems. Therefore, new mechanisms suited to that specific area have to be developed. Our
approach tries to improve efficiency by fetching code fragments not necessarily from
the source of the migrating instance, but from other, “neighboring” codeservers. The
neighbor relationship is expressed through the codeservers’ distance (the distance being
a function of delay and bandwidth). Therefore, two things have to be computed: the set
of possibly neighboring codeservers, and the real “distance” to them both in terms of
roundtrip delay and transmission speed.

The detection of neighbor candidates can be done in several ways: by an explicit con-
figuration, by a codeserver directory service, by exploitation of the address information
of the primary and secondary codeserver of the stored classes, or by an examination of
the interaction partners of agent system nodes plus the information which codeserver
provides code to that nodes.

The “distance” to the set of found candidates can then be measured by the usual means;
the best n candidates are then neighbors and will be taken into account in the future.

In order to further speed up the mechanism, neighbors exchange lists of stored classes,
so a codeserver does not have to first ask around for a class. As soon as these lists are
mutually known, only updates of the lists instead of whole lists are exchanged.

An additional way to make the code transport faster is to prefetch classes that may be
used in the future. For this purpose, a class provides additional information about which
classes have been loaded how often by requests coming from this “main”-class in the
past. The codeserver then can get at least the most frequent classes in advance. If the
behavior in the past allows to foresee the future class references, this mechanism allows
to load classes that not even occur in the code of the main class. This means also, that
the loading policy is not on-demand, but greedy in a way that the m most frequent ref-
erenced classes are loaded while the main class is executed. This and other mechanisms
that try to exploit informations about the (potential) behavior of interpreters allows the
interpreter to use exactly one dedicated codeserver, thus optimizing network communi-
cation. If the normal operation would allow the interpreter to use more than one code-
server, several codeserver instances would try to prefetch code in parallel, which is in-
efficient if done without synchronization. Further optimization could exploit the fact,
that it is more efficient to get classes in a bulk instead of one by one from a partner, since
the overhead to establish a connection would grow higher if for each one class a con-
nection has to be made.
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Apart from the question of how code servers are found, the transport itself has to be ex-
amined.

5.3 Code transport

Code has to be transported between two codeservers, and between the codeserver and
the requesting interpreter. Since classes have to be registered, code also has to be ex-
changed between the programmer and a codeserver. Each of these exchanges requires
an interface.

Interfaces
We have to define three interfaces (described here in pseudocode):

Interpreter - Codeserver
Class getClass(Classname)
This method is used by the interpreter to request a class from the codeserver by its name.

Address[] getCommunicationPartners()
The codeservers uses this method to get the known communication partners (i.e. inter-
preters) from the interpreters it provides with code.

Address getCodeserver()
This method is used by codeservers to request the name of the (mainly) used codeserver
of this interpreter. This method can be used to find new neighbor candidates.

Codeserver - Codeserver
Class getClass(Classname)
This method is used to request a class by its name.

Classname[] getDirectory()
This method is used to request the entire list of classes stored in a codeserver.

Classname[] getDirectoryDelta()
This method is used to get an update of the list of classes stored in or deleted from a
codeserver with relation to the last directory request.

Codeserver - Programmer
Classname registerClass(Class, Classname)
The programmer uses this method to register a class at a given primary server.
Since these interfaces interact between different parties, also the implementations of the
interfaces is different.

Transport protocols
For the “physical” transport of code between two entities, any existing efficient file
transfer protocol can be used. These protocols include long-existing and well-proven
standards like FTP, HTTP or even SMTP. Another interesting candidate is WebNFS
[Cal97], a version of NFS that was designed to allow web browsers and Java applets to
get access to NFS servers even through corporate firewalls.

Together with the two code obtaining mechanism we now have a service that allows us
to transfer any registered class to an interpreter. What we have to consider now is the



10

storage limitations of a codeserver, i.e. the question of what to do when a new class is
needed, but the storage space is low.

5.4 Code replacement policies

When a new class has to be loaded, but the storage space is low, code replacement pol-
icies can be employed to find stored classes that can be removed. These policies have to
consider the fact that a single codeserver serves multiple interpreters, and that the “class
garbage policy” of the interpreters has to be taken into account. If the interpreters do not
remove classes in use, the codeserver can make less assumptions whether classes are
needed in the future. Therefore, the easiest code replacement policy is calledRandom:
in case of the need of a replacement, a randomly chosen class is removed. This policy
is based on the assumption, that the classes are requested by the interpreters indepen-
dently and that an interpreter does not remove a class until no instance references it an-
ymore. If an interpreter is able to remove even classes currently in use (but not active
for a while), it can signal such a removal to the codeserver which then assumes, that a
request of this class is probable in the future.

Efficient code replacement policies have to assume a certain class request structure. The
Random policy for instance assumes an equal distribution of the class requests. Another
policy, which is calledLeast Recently Used (LRU, see [Tan92]), assumes that classes
that have been requested recently, will also be requested in the future and that this prob-
ability diminishes with the length of the interval of the last access. This can be true for
a single codeserver, e.g. when the provided interpreters relate in a manner that it is prob-
able, that an agent migrates from one of these interpreters to another of this group. Of
course, this does not have to be the case, but the question of how the “class request pro-
file” is structured, is application dependent, and cannot be measured today since there
are few real world applications that use mobile agents yet.

In contrast to memory replacement policies known from the field of operating systems,
the costs of reloading a removed class can be different depending on the distance of the
reloading source. Therefore, not only the probability of whether a class will be request-
ed in the future is important, but also these costs have to be considered. For computing
the reloading costs, the list of stored classes must be known, and the distance to the po-
tential sources of these classes (which is - for the neighbor servers - already the case for
the standard algorithm).

What we have to consider is that prefetched classes (compare Section 5.2) that are not
already requested by an interpreter, will probably be needed in the near future. There-
fore the replacing algorithm should give these classes more time before they will be re-
placed (with the same argument as above, the interpreters should inform the codeservers
about classes that have been garbage collected).

A good starting point of the code replacement policy of a codeserver is, therefore, a
Random orLRU algorithm that also considers the cost of reloading a class and that con-
siders prefetched classes as described above.

The final aspect to be examined is the question how to protect code against modification
attacks.
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5.5 Security aspects

Without code protection, an attacker can use the codeserver mechanism to comfortably
inject malicious code into agent classes, and therefore, agent applications. All he has to
do is to modify passing classes either by attacking through the network or by opening
an own codeserver. Therefore, registered code has to be protected against modification
attacks. This can be achieved through the usage of digital signature techniques known
from the field of cryptography. These techniques, e.g. DSS (Digital Signature Standard,
see e.g. [Sta95] for details) allow to create an unforgable signature that matches exactly
one document. What we have to do here, is to employ such an algorithm, letting the pro-
grammer sign its classes (by using its secret key) and making its public key available in
a secure way (see e.g. [Sta95] for a discussion of how to spread public keys). Finally,
we have to associate the signature of a class to the reference to that class, i.e. the pro-
grammer of an agent does not just need to name the class it wants to use, but also its
signature. The question of how a programmer is building up trust into the classes he us-
es, is important, but not an aspect of the migration of code and will be omitted here. In-
stead of using the programmers key, any key of a trustworthy institution can be used for
purpose of signing code.

6 Conclusions and future work
In this article we presented a code migrating mechanism that fulfills the requirements
of mobile agent systems:
• for any class, the component, which is called codeserver, is able to locate a server

that is responsible for providing the code of this class.
• code can be loaded anytime, even by the explicit request of a class.
• the mechanism is robust against the failure of single codeservers.
• different versions of the “same” code can be differentiated and the codeserver tries

to get the version that is expected by the programmer of a class.
• code is protected against modification attacks by the usage of digital signatures.
• the “standard mechanism” for obtaining code is designed to work in an efficient

manner.
• the distinction between a code serving component and the agent runtime environ-

ment allows to send away agents without the need for the sending node of holding
a connection to the network for a longer time, allowing therefore an asynchronous
application model.

• a node of the agent system needs a codeserver in order to work. This codeserver
either has to be maintained by the node, or it may use any already running instance.

The described mechanism has been currently implemented (see [Kla97] for details) in
our mobile agent system, Mole [SBH97, BHRS97], which is built on the Java language
environment [GJS96]. We expect a significant performance increase of the agent migra-
tion by using a codeserver, and we will, therefore, compare this potential increase by
measuring the migration times in agent applications such as active documents or net-
work management. Other positive effects of using such a code migration component is
the reduction of the size of an agent system node, which allows the usage of the system
even in smaller devices, and the solution of some system problems such as versioning
of classes and the protection of code. Finally, we will try to find further optimization
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mechanisms like compression of classes by examining code request profiles of different
applications.
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