Technischer Report der Universitat Stuttgart
Nr. 1997/20

Untersuchung der Eignung
derzeit existierender Multicast-Protokolle
fiir ein Eventmanagementsystem
mit mobilen Teilnehmern

Andreas Schiffer

23.12.1997

CR-Klassifikation: C.2.1, C.2.2, D.4.4, D.4.5, D.4.7



-1 -



Axdlioldoniilo

Kurzfassung

Ein Eventmanagementsystem ist ein verteiltes System, das die Ubermittlung von Nachrichten
(Events) von einem Teilnehmer des Eventmanagementsystems zu einer Gruppe von anderen
Teilnehmern des Systems ubernimmt. Es handelt sich also um eine 1-zu-n-Nachrichten-
Ubermittlung, die vom Eventmanagementsystem transparent fiir die Teilnehmer durchgefiihrt
wird. Dies entspricht der klassischen Definition einer Multicast-Semantik.

Effizienz und Skalierbarkeit des verwendeten Algorithmus sind fir die Wahl eines solchen
Eventmanagementsystems ebenso entscheidend wie die Zuverlédssigkeit der Nachrichteniiber-
mittlung, die Unterstiitzung mobiler Teilnehmer und die Fehlertoleranz des Systems.

In dieser Arbeit wird eine Ubersicht iiber die bestehenden Multicast-Algorithmen gegeben.
Diese werden beschrieben und auf ihre Verwendbarkeit in einem Eventmanagementsystem
untersucht. Bei dieser Untersuchung wird besonderer Wert auf die Erfiillung der soeben ge-
nannten Kriterien gelegt.

In Kapitel T dieser Arbeit werden zuerst einmal grundlegende Begriffe und Definitionen aus
dem Bereich der verteilten Systeme kurz vorgestellt, um die zugrundeliegenden Konzepte und
Technologien darzustellen, sowie Begriffe zu klaren.

In Kapitel II sollen die Anforderungen, die an ein gutes Eventmanagementsystem gestellt
werden, aufgezahlt und nach ihrer Wichtigkeit kategorisiert werden. Die hier aufgezihlten
Anforderungen definieren die Eigenschaften, die ein Multicast-Protokoll haben sollte, um im
Rahmen eines Eventmanagementsystems Uberhaupt oder gar effizient eingesetzt werden zu
konnen.

In Kapitel III werden verschiedene vorhandene Multicast-Protokolle vorgestellt und anhand
der Anforderungen aus Kapitel II auf ihre Eignung fiir den Einsatz in einem Eventmanage-
mentsystem bewertet. AuBBerdem werden die Kosten, die jeder Algorithmus mit sich bringt,
beschrieben. Am Schluf3 des Kapitels folgt eine tabellarische Zusammenfassung und Gegen-
tiberstellung aller beschriebenen Multicast-Protokolle.

In Kapitel IV sollen dann Moglichkeiten aufgezeigt werden, wie vorhandenen Multicast-
Protokollen noch fehlende Eigenschaften wie die Unterstiitzung von Mobilitat, Zuverldssigkeit
bei der Nachrichteniibermittlung, eine Ordnungsrelation bei der Auslieferung der Nachrichten
oder Fehlertoleranz hinzugefligt werden konnen. Die Verwendbarkeit der verschiedenen hier
aufgezeigten Moglichkeiten wird dabei bewertet.

In Kapitel V wird diese Arbeit dann noch einmal zusammengefal3t, wobei die wesentlichen
Ergebnisse dieser Arbeit beschrieben werden. AuBBerdem wird ein Ausblick auf die Fortfithrung
dieser Arbeit gegeben.

SchlieBlich folgt mit Kapitel VI der Anhang, in dem ein Literaturverzeichnis und das Glossar
stehen.
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[. Emfiihrung

Im ersten Teil der Arbeit werden nach einer Einleitung grundlegende Begriffe und Definitionen
aus dem Bereich der verteilten Systeme kurz vorgestellt

I.1 Einleitung

Stellen Sie sich vor, man wollte eine Telefonkonferenz mit mehreren mobilen Teilnehmern, die
dazu jeweils ein Handy besitzen, durchfithren. Und iiberlegen Sie einmal, welche Aufgaben ein
System erledigen miifite, das eine solche Telefonkonferenz realisieren wollte ohne das vom
Mobilfunkstandard GSM automatisch durchgefiithrte Weiterreichen von Mobilfunkteilnehmern
an andere Empfangsstationen (Handover) zu verwenden.

Wenn man nun noch daran denkt, daf3 dieses System beliebig viele solche Telefonkonferenzen
— teils mit unterschiedlichen, teils mit denselben Teilnehmern — ermoglichen soll, und dal3 die
Gespriche zuverlassig, also ohne zeitweise Gesprichsausfille, tibertragen werden sollen,
hat man schon verstanden, was die Aufgabe eines Eventmanagementsystems fiir mobile
Teilnehmer ist:

Ein Eventmanagementsystem verbindet eine Menge von Teilnehmern miteinander und leitet die
Nachrichten (Events), die ein Teilnehmer sendet, an alle anderen Teilnehmer weiter. Dabei
konnen diese Teilnehmer, wie im obigen Beispiel angedeutet, auch mobil sein, ithren Standort
also wechseln. Das Eventmanagementsystem hat hierbei die Aufgabe eine zuverldssige Uber-
tragung der Nachrichten auch zu dem neuen Standort zu gewahrleisten.

Die Teilnehmer konnen zu (sich tberlappenden) Gruppen zusammengefalit sein, wobei jeder
Teilnehmer einer Gruppe alle Nachrichten empféngt, die ein anderer Teilnehmer dieser Gruppe
sendet.

Um effizient verwendet werden zu konnen, mufl das Eventmanagementsystem vor allem ska-
lierbar und zuverlédssig sein, aber auch geringe Kosten sind ein wichtiger Faktor. All diese
Forderungen zu erfiillen ist durchaus keine triviale Aufgabe. Daher ist es das Ziel dieser Arbeit,
zu Erforschen, inwieweit die betrachteten Multicast-Algorithmen diese Forderungen erfillen
und sich somit firr den Einsatz in einem Eventmanagementsystem eignen.
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1.2 Unicast / Broadcast / Multicast

Im Netzwerk kennt man drei prinzipiell unterschiedliche Arten, Nachrichten zu versenden:
Unicast, Broadcast und Multicast.

1.2.1 Unicast

Ein Unicast ist das Versenden einer Nachricht von einem Sender zu genau einem Empfanger.
Es handelt sich also um eine 1-zu-1-Ubermittlung. Dieser Bereich ist in der Literatur bereits
sehr ausfiihrlich diskutiert und erforscht worden.

1.2.2 Broadcast

Ein Broadcast ist das Versenden einer Nachricht von einem Sender zu allen anderen Knoten
des Netzwerks. Dies ist also eine 1-zu-alle-Ubermittlung. Oft wird auch ein sogenannter Hop-
Counter eingesetzt, um zu verhindern, da3 die Nachricht an wirklich alle Knoten des Netz-
werks gesendet wird. Statt dessen wird die Nachricht nur an alle Knoten in einem Teilbereich
des Netzwerks gesendet.

In dieser Arbeit soll unter einem Broadcast ein Multicast an alle Router (s.u.) verstanden wer-
den, da die hier betrachtete Netzwerkstruktur, wie sie weiter unten ausgefithrt wird, davon
ausgeht, da3 nur das Multicasting Uber alle Router betrachtet werden mul3, weil die weitere
Auslieferung tiber die LANs mit Hilfe eines LAN-Multicasts, der bereits vorhanden ist, ge-
schieht. Somit ist die kleinste Einheit im Sinne der zu betrachtenden Multicast-Protokolle die
der Router.

1.2.3 Multicast

Ein Multicast ist das Versenden einer Nachricht von einem Sender zu einer Gruppe von Emp-
fingern. Hier handelt es sich also um eine 1-zu-n-Ubermittlung. Wie man leicht sieht, ist dies
eine Verallgemeinerung sowohl des Unicast als auch des Broadcast. Der Sender eines Multi-
cast muf3 nicht notwendigerweise die Adressen aller Empfanger kennen; er kann auch seine
Nachricht an eine fiir diese Gruppe reservierte Multicast-Adresse senden, und das Netzwerk
tibernimmt dann die weitere Verteilung der Nachricht.
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Im Prinzip wire es moglich, einen Multicast durch eine Folge von Unicasts zu realisieren. Das
bringt allerdings entscheidende Nachteile mit sich:

e Verschwendung von Bandbreite: Wenn der Weg zu mehreren Empféngern des Multicasts
streckenweise tiber die gleichen Kanten des Netzwerks verlduft, ist es unndtiger Verbrauch
von Bandbreite, dal mehrere Nachrichtenpakete mit gleicher Information tber die gleiche
Kante gesendet werden.

e Nicht effizient: Der Sender ist evtl. lange damit beschiftigt, die Nachricht an alle Empfinger
zu senden, was ihn viel Rechenzeit kosten kann. Auch die Dauer, bis der letzte Empféanger
seine Nachricht erhalten hat, kann sehr grol3 werden, was gerade bei Echtzeitdaten inak-
zeptabel ist.

e Keine Anonymitdt: Jeder Sender muf3 alle Empfinger einer Gruppe kennen. Wenn ein
Rechner zu einer Gruppe dazusto3en oder eine Gruppe verlassen will, miissen alle Sender
iiber diese Anderung benachrichtigt werden.

[.2.4 Internet Group Multicast Protocol (IGMP)

Man sieht also, dal3 es einfacher und ressourcenschonender ist, einen vom Netzwerk angebote-
nen Multicast-Mechanismus zu verwenden. Hierzu gibt es verschiedene Protokolle, von denen
einige spéter in dieser Arbeit vorgestellt und untersucht werden. Es gibt eine Standardschnitt-
stelle fur die Verwendung solcher Multicast-Mechanismen von der Anwendung aus: Das Inter-
net Group Multicast Protocol (IGMP). Es ist in [RFC 966] beschrieben und unterstiitzt das
Erzeugen einer Multicast-Gruppe (CreateGroup), das Beitreten zu einer solchen Gruppe
(JoinGroup), das Verlassen einer Gruppe (LeaveGroup), sowie das Senden (SendMulticast)
und Empfangen (ReceiveMulticast) von Multicast-Nachrichten.

CreateGroup wird oft implizit mit dem ersten JoinGroup an eine neue Gruppe erledigt, und
ReceiveMulticast wird selten direkt aufgerufen, da die Multicast-Nachricht meist direkt und
ohne Nachfrage an den entsprechenden ProzeB3 ausgeliefert werden. Somit kommen die mei-
sten Multicast-Protokolle mit drei Befehlen aus: JoinGroup, LeaveGroup und SendMulticast.

Eine Multicast-Nachricht wird als normale UDP-Nachricht an den Multicast-Router des LANs
gesendet, der das weitere Versenden an andere Multicast-Router und letztlich an die Empfan-
ger der Multicast-Gruppe entsprechend seinem Multicast-Protokoll iibernimmt. Diese Uber-
mittlung geschieht auf Ebene der Netzwerkschicht des OSI-7-Schichten-Modells. Effiziente
Ansétze fiir Multicast auf Ebene der Transportschicht sind derzeit noch Gegenstand der For-
schung.
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1.3 Klassen von Multicast-Protokollen

Es gibt zwei grundsétzlich verschiedene Verfahrensweisen, wie Multicast-Funktionalitdt in
einem Rechnernetz implementiert wird, und dementsprechend kann man die Multicast-
Protokolle in zwei Klassen einteilen:

[.3.1 Sender Based Trees (SBT)

Ein Multicast, der iiber Sender Based Trees realisiert ist, baut fiir jeden moglichen Sender von
Multicast-Nachrichten einen Auslieferungsbaum aus, d.h. jede Multicast-Nachricht eines Sen-
ders wird auf anndhernd kiirzesten Wegen vom Sender zu den Empfangern gesendet.

Vorteile von SBT gegentiber MST (Minimum Spanning Tree, siehe Kapitel 1.3.2):

e Geringe Auslieferungsdauer wegen kiirzester Wege vom Sender zu allen Empfingern,

wiahrend beim MST der Auslieferungsbaum nur in seltenen Fillen den kiirzesten Wegen
vom Sender zu den Empfangern entspricht.
Tatséchlich ist der MST nicht viel schlechter als die SBT: David Wall beweist [Wall 80],
da3 die Auslieferungsdauer bei MST maximal doppelt so grof3 ist wie die der SBT.
Simulationen mit 50-Knoten-Netzwerken [Deering 96] ergeben jedoch, dal3 der tatsachliche
Faktor statt bei 2,0 nur um 1,1 oder 1,2 liegt.

e Relativ gleichmiBige Verteilung der Netzlast iiber das gesamte Netzwerk, wihrend beim
MST eine erhohte Netzlast in der Nahe der Wurzel des MST entsteht.

e Hohere Fehlertoleranz: Beim MST ist der Baum bei Ausfall nur eines Knotens bzw. einer
Kante des Baumes partitioniert und muf3 neu berechnet werden, wahrend bei SBT mogli-
cherweise die meisten Sender noch alle Empfanger erreichen.

[.3.2 Minimum Spanning Tree (MST)

Ein Multicast, der nach dem Minimum Spanning Tree-Verfahren realisiert ist, baut nur einen
einzigen Baum auf: Den minimalen Spannbaum tber alle Sender und Empfanger der Multicast-
Gruppe. Jede Multicast-Nachricht wird tber diesen Baum verteilt, unabhingig davon, von
welchem Sender sie stammt.

Vorteile von MST gegentiber SBT:

e Es mul} nur ein einziger Baum aufgebaut werden, wahrend bei SBT fiir jeden neuen Sender
ein zusétzlicher, neuer Baum aufgebaut werden muf3.

e In den Routern, iiber die der Baum sich erstreckt, miissen wesentlich weniger zusatzliche
Informationen gespeichert werden: Nur die Informationen fiir einen Baum pro Multicast-
Gruppe statt fiir jeden Sender jeder Multicast-Gruppe einen Baum speichern zu miissen.
Somit liegt der Speicheraufwand pro Router in der Grof3enordnung von N statt von S*N,
wobei N die Anzahl der Multicast-Gruppen und S die Anzahl der Sender sei.




S AL WLID

[.4 Angenommene Netzwerkstruktur

In diesem Kapitel soll die Netzwerkstruktur beschrieben werden, die in dieser Arbeit als gege-
ben angenommen und vorausgesetzt wird.

1.4.1 LANSs mit Intranetzwerk-Multicastdienst

Als zugrundeliegende Netzwerkstruktur wird die Situation vorausgesetzt, wie sie derzeit im
Internet vorzufinden ist. Diese Struktur wird auch in den meisten Artikeln (z.B. [Belkeir 89],
[Deering 90]) angenommen. Sie besteht aus LANs, die selbst einen effiziente Intranetzwerk-
Multicastdienst bzw. Intranetzwerk-Broadcastdienst bieten. Dies kann bei busbasierten LANs
ebenso wie bei ringbasierten LANs leicht implementiert werden und kann deshalb im weiteren
vorausgesetzt werden. Die einzelnen Rechner eines LANs haben Adreffilter in ihren LAN-
Interfaces, die Datenpakete, an denen sie kein Interesse haben, erkennen und verwerfen kon-
nen.

1.4.2 LANs ohne Intranetzwerk-Multicastdienst

In LANSs, die aus irgendwelchen Griinden keinen effizienten Intranetzwerk-Multicastdienst
bzw. Intranetzwerk-Broadcastdienst bieten, konnen die einzelnen Rechner ohne Beschrankung
der Allgemeinheit im weiteren als einzelne LLANs, die jeweils aus nur einem Rechner bestehen,
betrachtet werden.

[.4.3 Verbindung zwischen LAN und Netzwerk: Router

LANs haben eine oder mehrere Verbindungen zum iibrigen Netzwerk. Diese Verbindung
geschieht durch Bridges, Router oder Gateways, im weiteren unter dem Sammelbegriff Router
zusammengefalit.

Router sind durch Punkt-zu-Punkt-Verbindungen, iiber LANs oder tiber dazwischen liegende
Router miteinander verbunden. Router gehoren zu einem oder mehreren LANs, empfangen alle
in diesen LANs gesendeten Multicast-Nachrichten und senden diese entsprechend weiter an
das iibrige Netzwerk. Zudem geben sie alle von ihnen aus dem Netzwerk empfangenen Multi-
cast-Nachrichten, die fir ein ithnen benachbartes LAN bestimmt sind, an dieses weiter. Multi-
casting muf} in dieser vorausgesetzten Netzwerkstruktur also nur von Router zu Router be-
trachtet werden und nicht von Rechner zu Rechner. Router tibernehmen nicht nur das Routing
zu anderen Routern und LANs, sondern auch Multicast-Aufgaben: Sie miissen also Informa-
tionen halten und verwalten, die das Multicast-Protokoll benétigt, um seine Arbeit zu tun.
AuBerdem miissen sie den Multicast-Algorithmus selbst ausfiihren. Wenn sie diese Multicast-
Aufgaben nicht ausfiihren konnen, muf3 ein Rechner in dem LAN, das mit dem Router verbun-
den ist, diese Funktionen iibernehmen.

Um zu vermeiden, dafl Multicast-Nachrichten an LANs, die mehrere Router haben, mehrfach
ausgeliefert wird, also von jedem Router, wird meist ein Router als der Multicast-
verantwortliche Router fiir dieses LAN festgelegt. Nur dieser Router ist dafiir verantwortlich,
dall Multicast-Nachrichten von und zu diesem LAN gelangen. Im folgenden ist eine solche
Konstellation gemeint, wenn von dem Multicast-Router eines LANs die Rede ist.

-6 -
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1.4.4 Multicast-Funktionalitat mit IGMP

Um die Multicast-Funktionalitét in den einzelnen Rechnern zu bieten, lauft auf jedem Rechner
ein Multicast-Manager (MM). Dieser bietet auf der einen Seite fir die Prozesse auf dem Rech-
ner Multicast-Funktionalitdt an und handelt auf der anderen Seite das Multicasting mit anderen
MMs in seinem LAN und mit dem Netzwerk aus.

Die Prozesse eines Rechners senden ihrem MM mit Hilfe von rechnerinterner Kommunikation
Befehle wie SendMulticast, CreateGroup, JoinGroup oder LeaveGroup. Der MM weil3 somit
immer, welche Multicast-Gruppen auf seinem Rechner vertreten sind und wieviel Teilnehmer-
prozesse jede dieser Gruppen auf diesem Rechner hat.

Einer SendMulticast-Aufforderung kommt er nach, indem er die Multicast-Nachricht mit
einem LAN-Multicasts an diese Multicast-Gruppe in diesem LAN sendet. Jeder MM in diesem
LAN, sowie der Multicast-Router des LANs, empfangen die Nachricht. Der Multicast-Router
braucht sich nun nur noch um die weitere Verteilung der Nachricht im Netzwerk zu kiimmern.

Um zu erfahren, welche Multicast-Gruppen in seinem LAN vertreten sind, sendet der Multi-
cast-Router periodisch eine ,,IGMP Host Membership Query*“ an alle MMs in seinem LAN.
Jeder MM antwortet darauf mit einem ,,IGMP Host Membership Report”. Um eine hohe Bela-
stung des LANs durch Report-Nachrichten nach einer Query-Nachricht zu verhindern, wartet
jeder MM nach dem Empfangen der Query-Nachricht eine Zufallszeit ab und sendet dann seine
Report-Nachrichten mit einem LAN-Multicast jeweils an die betreffende Multicast-Gruppe in
diesem LAN statt direkt an den Multicast-Router. Wenn ein MM mithort, dal3 ein anderer MM
eine Report-Nachricht fiir eine Multicast-Gruppe sendet, fir die auch er eine Report-Nachricht
zu senden hitte, kann er das Senden dieser Nachricht unterdriicken. Der Multicast-Router
braucht ja nur zu wissen, dal3 es Teilnehmer dieser Gruppe in seinem LAN gibt, nicht wieviel
es sind. Wenn ein Prozel3 bei seinem MM einer Multicast-Gruppe beitreten will, die in diesem
LAN noch nicht vertreten ist, braucht dieser keine Query-Nachricht abwarten, um seine Re-
port-Nachricht zu senden.
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.5 Hierarchisches Multicast Routing

Die meisten Unicast-Protokolle und Multicast-Protokolle skalieren schlecht, weil sie Informa-
tionen Uber alle anderen Router im Netzwerk, Uiber deren Zustand und/oder iiber deren Ver-
bindungen zu anderen Routern speichern miissen, oder weil sie immer wieder Verwaltungsin-
formationen an alle Router im Netzwerk broadcasten missen. Daher steigen ihre
Speicherkosten bzw. der Verbrauch an Bandbreite im Netzwerk in gleichem Malle wie die Zahl
der Rechner im Netzwerk. In einem stark expandierenden Netzwerk wie dem Internet sind
schnell die Grenzen an Speicherplatz in den Routern bzw. Bandbreite erreicht.

Die fur Unicast-Algorithmen tibliche Losung dieses Problems liegt in der Einfithrung von
hierarchischem Routing [Kleinrock 77]. Diese Losung besteht darin, ein groBes Netzwerk
hierarchisch in mehrere, sich nicht Uberlappende Netzwerkbereiche, sogenannte Doméinen,
aufzuteilen. Eine solche Doméne wird dann von der dariiberliegenden Netzwerkebene wie eine
einzige Verbindung, bzw. wie ein einziges LAN, behandelt. Entsprechend werden Nachrichten
nur bis zu einem Router, der mit dieser Doméne direkt verbunden ist, geroutet, und das domé-
neninterne Routing bleibt der Doméne selbst tiberlassen.

Domiine A Domine B Domine C
< Sl 2 P

\Domane D Y Domine E

Abbildung I-1: Beispiel zu ,,Hierarchisches Routing zwischen Doménen™
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Die gleiche Losung kann nach [Deering 90] und [Thyagarajan 95] fiir Multicast-Algorithmen
benutzt werden, um diesen zu erméglichen, trotz schlechtem Skalierungsverhalten effizient und
kostengiinstig in groBBen Netzwerken zu arbeiten. Hierzu wird das Netzwerk in Doménen
gegliedert, die wiederum in Subdoménen aufgeteilt werden konnen, etc.

Eine Doméne wird von der dartberliegenden Netzwerkebene wie ein LAN behandelt und muf3
(mindestens) einen fur sie zustdndigen Multicast-Router haben, der Multicast-Nachrichten des
Netzwerks an die Doméne weiterleitet, falls es Teilnehmer dieser Multicast-Gruppe in der
Domine gibt, und der Multicast-Nachrichten aus der Doméane weiterleitet an die dariiberlie-
gende Netzwerkebene. Der Multicast-Router der Doméine muf3 die Informationen dariiber
verwalten, welche Multicast-Gruppen in seiner Doméne vertreten sind.

Doménen missen, genauso wie LANs in der bisherigen Betrachtungsweise, in der Lage sein,
Transitverkehr zu ermoglichen, d.h. Multicast-Nachrichten von einem Router der dartiberlie-
genden Netzwerkebene zu einem anderen, an dieser Doméane angeschlossenen, Router der
gleichen Netzwerkebene weiterzuleiten.

Ein weiterer Vorteil dieser Losung neben der Beseitigung des Skalierungsproblems ist, daf3 in
den Doménen nicht das gleiche Multicast-Protokoll verwendet werden muf3, wie auf der dar-
uiberliegenden Netzwerkebene oder wie in Subdoménen. Da es klare Schnittstellen gibt, kann
jede Domine ihr eigenes Multicast-Protokoll verwenden, ohne dabei auf Probleme zu stof3en.
Jede Doméne mul3 sich nur um ihr eigenes Multicasting kiimmern und nicht um das ihrer Sub-
domaénen. Und das gilt fiir alle Hierarchieebenen.
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1.6 Multicast-Protokolle im Internet

In diesem Kapitel soll die Geschichte und Entwicklung der Multicast-Protokolle im Internet
beschrieben werden. Es soll aufgezeigt werden, welche verschiedenen Multicast-Protokolle
derzeit im Internet vorzufinden sind.

[.6.1 Distance Vector Multicast Routing Protocol (DVMRP)

Der erste Multicast-Algorithmus, der im Internet eingesetzt wurde, war der DVMRP-
Algorithmus (Beschreibung siehe Kapitel II1.3). Infolgedessen wurde er auch IP-Multicast
genannt. Im Mérz 1992 wurde der MBone, also der Multicast Backbone des Internet, mit 40
Subnetzen (LANs) ins Leben gerufen, und der DVMRP war der Multicast-Algorithmus fir
diesen MBone. Heute besteht der MBone aus mehreren tausend Subnetzen und ist somit weit
verbreitet.

Der DVMREP ist ein SBT-Algorithmus, der eng gekoppelt mit dem zugrundeliegenden IP-
Unicast-Algorithmus ist. DVMRP kann nur sinnvoll und einigermal3en kostengiinstig imple-
mentiert werden, wo der DVRA (Distance Vector Routing Algorithm) als IP-Unicast-
Algorithmus zugrunde liegt. Das ist im grof3ten Teil des Internet der Fall, da der DVRA der
Unicast-Algorithmus ist, der friher der Standard-Unicast-Algorithmus im damaligen Arpanet,
dem heutigen Internet war.

[.6.2 Multicast Extensions for ,,Open Shortest Path First“ (MOSPF)

Da DVMRP wegen seiner starken Abhingigkeit zu DVRA nur in Teilen des Internet eingesetzt
werden kann, multen fir andere Unicast-Algorithmen andere Multicast-Losungen gefunden
werden. So wurde MOSPF (Beschreibung siehe Kapitel II1.4) entwickelt als Multicast-
Protokoll fiir die Teile des Internet, in denen das OSPF-Verfahren (Open Shortest Path First)
als Unicast zugrunde liegt. OSPF ist ein Link-State-Routing-Algorithmus und wird seit gerau-
mer Zeit als der Nachfolger des DVRA, als Standard-Unicast-Algorithmus fiir das Internet und
als ,,New Arpanet™ propagiert.

Der MOSPF ist, ebenso wie der DVMRP, ein SBT-Algorithmus, der sehr abhdngig von dem
zugrundeliegenden IP-Unicast-Algorithmus, in diesem Fall OSPF, ist. Das liegt daran, daf3
beide Protokolle, DVMRP und MOSPF, stark von den Informationen abhidngen, die von den
zugrundeliegenden IP-Unicast-Algorithmen ausgetauscht werden, und eine zusétzliche Imple-
mentierung dieses Informationsaustauschs sehr kostenungtinstig und aufwendig wére.

-10 -
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[.6.3 Core-based Trees (CBT)

Die bisherigen Multicast-Algorithmen, DVMRP und MOSPF, hatten eine Reihe schwerwie-
gender Nachteile: Starke Abhéngigkeit von dem zugrundeliegenden IP-Unicast-Algorithmus,
schlechte Skalierbarkeit, hohe Kosten, hoher Verbrauch an Bandbreite und Komplexitét.

Als Losung fiir diese Probleme wird in [Ballardie 93] wird ein neuer Multicast-Algorithmus
beschrieben, der eine bessere Alternative zu DVMRP und MOSPF bieten soll: CBT (Beschrei-
bung siehe Kapitel I11.5). Dieser Multicast gehort zur Klasse der MST-Algorithmen, ist unab-
héngig von dem darunterliegenden Unicast-Algorithmus und bietet Effizienz und bessere Ska-
lierbarkeit. Er wird in Teilen des Internet als Multicast-Algorithmus verwendet.

[.6.4 Protocol Independent Multicast (PIM)

Im Jahr 1995 wurde von Deering und anderen [Deering 95] ein weiterer, ,,noch besserer®
Multicast fiir das Internet beschrieben: PIM (Beschreibung siehe Kapitel 111.6). Er besteht aus
zwel Teilen: PIM-DM (PIM-Dense Mode) und PIM-SM (PIM-Sparse Mode).

PIM-DM [Deering 97] entspricht im grof3en und ganzen dem bisherigen Internet-Multicast-
Verfahren DVMRP. Die grof3e Neuigkeit bei PIM-SM [RFC 2117] ist, da3 dies ein MST-
Algorithmus ist, der auf Wunsch des Multicast-Empfingers fur bestimmte (sehr aktive) Sen-
der in einen SBT-Modus gehen kann, so daB fiir diese Sender ein senderbasierter Ausliefe-
rungsbaum aufgebaut wird. Dies verspricht hohere Effizienz, Kostenersparnis und sehr geringe
Auslieferungszeiten fiir bestimmte Sender, aullerdem eine bessere Fehlertoleranz der Sender,
die im SBT-Modus senden, da ein Knoten- oder Kantenausfall im MST diese Sender nicht
betreffen muf3. PIM-SM verspricht somit die Nutzung sowohl der Vorteile der MST als auch
der SBT.

Da PIM ein Projekt der Internet Engineering Task Force ist (PIM-DM ist derzeit Internet
Draft, wiahrend PIM-SM bereits RFC ist) und neben der Autorenschaft des , Multicast-Gurus™
Stephen Deering auch von der bekannten Router-Firma Cisco unterstiitzt wird (In der neuesten
Generation von Cisco-Routern ist PIM bereits implementiert), ist zu erwarten, dal3 PIM tber
kurz oder lang in groBBeren Teilen des Internet eingesetzt werden wird.

-11 -
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1.7 Events

In diesem Kapitel werden die Konzepte von Events und Eventmanagern vorgestellt, sowie das
Modell des Eventmanagementsystems, das dieser Arbeit zugrunde gelegt wird. Hierbei werden
dieselben Definitionen verwendet wie in [Beck 97].

1.7.1 Der Event

Event hei3t wortlich tibersetzt Ereignis. Analog zu objektorientierten Sprachen und Systemen
ist ein Event in unserem Modell die Nachricht, daf3 ein bestimmtes Ereignis eingetreten ist oder
eintreten soll. Eine ereignisorientierte Sicht der Dinge erleichtert den Entwurf einer Anwen-
dung ungemein, da sich Sachverhalte der realen Welt unter Verwendung von Events oft einfa-
cher beschreiben lassen als mit prozeduralen Beschreibungen. Der Event ist ein (persistentes)
Objekt, das beliebige Inhalte transportiert. Der Event-Typ beschreibt diese Inhalte, entspricht
also der Klasse des Event-Objektes.

1.7.2 Der Eventchannel

Events werden von Event-Erzeugern (,,Supplier) erzeugt und von Event-Verbrauchern
(,,Consumer*) empfangen. Prinzipiell darf jedes Objekt, das den Eventmanager verwenden will,
als Consumer oder Supplier auftreten. Supplier und Consumer kommunizieren iber einen
gemeinsamen Kommunikationskanal, den wir , Eventchannel“ nennen. Der Eventchannel ga-
rantiert bestimmte Dienstmerkmale der Kommunikation. Supplier und Consumer mussen sich
auf einen gemeinsamen Eventchannel geeinigt und dort angemeldet haben, bevor sie mit der
Kommunikation beginnen. Pro Eventchannel diirfen beliebig viele Supplier und Consumer
auftreten. Es handelt sich also um eine n:m-Kommunikation.

1.7.3 Der Eventmanager

Der Eventchannel ist die logische Sicht zur Verteilung von Events zwischen Suppliern und
Consumern und beschreibt die Dienstmerkmale. Der Eventmanager stellt diese Funktionalitét
zur Verfugung und ist fur die korrekte Abarbeitung, Fehlerkorrektur, Verwaltung und die
Einhaltung aller gestellten Bedingungen zustandig.

1.7.4 Modell des Eventmanagers

Abbildung -2 zeigt die Architektur des Eventmanagers. Jede Anwendung, die die Dienste des
Eventmanagers verwenden mochte, implementiert einen lokalen Eventmanager. Dieser bildet
den Zugangspunkt zum Eventmanagementsystem und kommuniziert mit einem Event-Damon,
der fuir die optimale, d.h. moglichst ressourcenschonende, Verteilung der Events zusténdig ist.
In einer optimalen Konfiguration ist pro beteiligtem Rechner ein Damonprozel3 vorhanden, der
mit anderen Dédmonprozessen kommuniziert. Die Anwendungen kommunizieren tber ihren
lokalen Eventmanager unter Verwendung lokaler Kommunikationsmechanismen mit dem
Event-Dadmon.

- 12 -
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Man kann sich allerdings leicht vorstellen, bereits fiir diesen Schritt eine verbindungsorientierte
Kommunikation zwischen lokalem Eventmanager und Event-Damon einzufithren. Dies hitte
den Vorteil, dall auch Anwendungen auf Rechnern, auf denen kein Event-Damon aktiv ist (z.B.
,Personal Digital Assistants, PDAs), an der Event-Kommunikation teilnehmen koénnen. Thr
lokaler Eventmanager kommuniziert dann nicht mit dem lokalen, sondern mit einem entfernten
Event-Dédmon.

Fur die Verteilung der Events zwischen den Event-Damonen ist der eingesetzte Multicast-
Mechanismus zustdndig. Das Konzept der lokalen Eventmanager verwenden wir hauptséchlich
dazu, um den Eventmanager von den Anwendungen zu trennen und so eine moglichst univer-
selle Nutzung zu erméglichen. Durch die eindeutige Schnittstelle ist es einfacher, statt einem
selbst entwickelten Eventmanager evtl. einen kommerziellen Eventmanager, wie z.B. die Orbix
Event Services, fur die Verteilung der Events zu verwenden.

Ferner nehmen wir an, dal3 die InterprozeBkommunikation der Anwendungsprozesse mit dem
Event-Damon im Verhéltnis zur Netzwerkkommunikation sehr billig ist. Wenn im folgenden
von Eventmanager die Rede ist, so ist damit die Gesamtheit aller Prozesse und Kommunikati-
onspfade gemeint, die fiir das Management und Verteilen von Events zustandig sind.

Nachdem nun die Struktur des Eventmanagers klar ist, steht auch die Aufgabe fest, die ein
Multicast-Mechanismus im Eventmanagementsystem tibernehmen mufl3: Die effiziente und
ressourcenschonende Verteilung von Events zwischen den Event-Ddmonen.

Stationiirer Rechner

Anwendung Anwendung Anwendung PDA
A

Event-Damon

@ = lokaler Eventmanager
Andere Event-Damonen <4 = Event-Kommunikation

Abbildung I-2: Modell des Eventmanagers und Anbindung an die Anwendung. Zwischen
den Event-Ddmonen werden Events iiber einen Multicast-Mechanismus
verteilt
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II. Anforderungen an Multicast-Protokolle

Um Multicast-Protokolle fir die Eignung fiir ein Eventmanagementsystem bewerten zu kon-
nen, miissen zuerst die Eigenschaften definiert werden, die ein Multicast-Protokoll haben
sollte, um im Rahmen eines Eventmanagementsystems tiberhaupt oder gar effizient eingesetzt
werden zu kénnen. Diese Eigenschaften werden im folgenden in vier Klassen gegliedert.

II.1 Notwendige Eigenschafien

Diese Eigenschaften muf3 das Protokoll bieten, um den Anforderungen gerecht zu werden.

II.1.1 Skalierbarkeit

Der Eventmanager soll sowohl in kleinen Systemen mit mobilen Teilnehmern sowie auch in
moglicherweise sehr grofen und weitverteilten System eingesetzt werden. Daher ist Skalier-
barkeit, also die Eigenschaft, da3 der Aufwand nicht tiberproportional zur Grof3e des Systems
wiachst, ein wichtiger Punkt.

II1.1.2 Verteiltheit

Die Verteiltheit des Protokolls spielt eine entscheidende Rolle, denn wenn das Protokoll nur
auf einer zentralen Instanz ablauft, wird diese zwangsldufig mit steigender Systemgrofe ir-
gendwann zum Flaschenhals. Au3erdem wiirde eine zentrale Instanz auch einen Single-Point-
Of-Failure bieten.

II.1.3 Anonymitidt von Multicast-Teilnehmern

Sender und Empfanger brauchen sich nicht zu kennen. Sie kennen nur eine Multicast-Adresse,
bzw. im Fall des Eventmanagements einen Eventchannel, an die sie Nachrichten schicken und
von der sie Nachrichten empfangen. Diese Anonymitat ermoglicht bzw. vereinfacht dynami-
sches Hinzufligen und Entfernen von Teilnehmern einer Multicast-Gruppe.

II1.1.4 Unterstiitzung von Mobilitét

Eine entscheidende Eigenschaft des gesuchten Protokolls ist die effiziente Unterstiitzung von
mobilen Teilnehmern, da sowohl Sender als auch Empfinger einer Multicast-Gruppe migrieren,
also thren Aufenthaltsort im Rechnernetz beliebig wechseln, konnen sollten.

Weil die Protokolle oft unterschiedliche Qualitét fiir die Unterstiitzung von Mobilitat fiir Sen-
der und Empfinger zeigen, ist es sinnvoll, Sendermobilitit und Empfingermobilitit ge-
trennt zu untersuchen.

Im weiteren soll nicht die Mobilitdt innerhalb eines LAN betrachtet werden, da aufgrund der
Netzwerkstruktur, die vorausgesetzt wird, Multicast-Bdume tber Router aufgebaut werden
und nicht iiber einzelne Rechner in einem LAN. Router, an die ein LAN mit Teilnehmern einer
Multicast-Gruppe angeschlossen ist, bekommen somit jede Multicast-Nachricht fir diese
Gruppe und senden diese weiter tiber die Multicast-Funktionalitit des LANs. Aus diesem
Grund liegt die Unterstiitzung der Mobilitdt innerhalb eines LANs nicht im Aufgabenbereich
der hier besprochenen Protokolle, denn diese Aufgabe wird dem Multicast- (oder Broadcast-)
Mechanismus des LANSs tiberlassen, von dem angenommen wird, dal3 er sie effizient erfiillt.

- 14 -
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I1.2 Auf hoheren Schichten implementierbare, notwendige
Eigenschafien

Diese Eigenschaften mu3 das Protokoll bieten, um den Anforderungen gerecht werden zu
konnen. Wenn das Protokoll diese Eigenschaften jedoch nicht bietet, ist das kein k.o.-
Kriterium, da diese Eigenschaften auch von einer weiter oben liegenden Schicht auf ein existie-
rendes Protokoll aufgesetzt werden konnen.

I1.2.1 Zuverlassigkeit

Aus der Aufgabenstellung geht hervor, da3 eine zuverldssige Zustellung der Events an alle
Teilnehmer garantiert sein muf3. Im Gegensatz zu dem, im Internet verwendeten Internet Pro-
tocol (IP), das nur eine , Best Effort“-Zuverlassigkeit bietet, wird hier gefordert, dal3 Events in
jedem Fall alle Teilnehmer erreichen. Allerdings hat auch diese Zuverléssigkeit ihre Grenzen,
da es keine Moglichkeit gibt, Teilnehmern, die aufgrund von Netzpartitionierungen nicht er-
reichbar sind, vor der Wiederherstellung der Erreichbarkeit die Events von dem abgeschnitte-
nen Teil des Netzes zuzustellen.

I1.2.2 Ordnung von Events

Fur manche Zwecke ist es erforderlich, da3 eine gewisse Ordnungsrelation fiir die Auslieferung
von Events gefordert werden kann. Hier kann man folgende Ordnungsrelationen in Betracht
ziehen [Jalote 94]:

¢ FIFO-Ordnung: Bei allen Empfinger werden die Nachrichten in der Reihenfolge ausgelie-
fert, in der der Sender sie gesendet hat, d.h. wenn ein Sender Nachricht A vor Nachricht B
sendet, liefert jeder Empfanger Nachricht A vor Nachricht B aus.

e Atomare Ordnung: Bei allen Empfingern werden die Nachrichten in der gleichen Reihen-
folge ausgeliefert, d.h. wenn bei irgendeinem Empfanger Nachricht A vor Nachricht B aus-
geliefert wurde, werden beide Nachrichten bei allen anderen Empfingern in der gleichen
Reihenfolge ausgeliefert. In welcher Reihenfolge dies aber geschieht, bleibt dem Algorith-
mus iiberlassen.

¢ Kausale Ordnung: Diese Ordnung arbeitet wie die atomare Ordnung, allerdings mit der
Erweiterung, dal3 eine Nachricht, die ein Sender S sendet, nachdem er andere Nachrichten
empfangen oder gesandt hat, bei allen Empfingern erst ausgeliefert wird, nachdem die von
S zuvor empfangenen oder gesandten Nachrichten ausgeliefert wurden.

Totalordnung: Die Nachrichten werden global iiber alle beteiligten Prozesse hinweg geordnet.
Es handelt sich praktisch um eine atomare Ordnung, bei der die Reihenfolge nicht dem Algo-
rithmus Uberlassen ist, sondern global und eindeutig festgelegt ist.
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I1.3 Wichtige Eigenschafien

Dies sind Eigenschaften, die das Protokoll nicht in vollem Maf3e anbieten muf3. Schneiden diese
Eigenschaften jedoch sehr schlecht ab, ist dies ziemlich nachteilig.

I1.3.1 Fehlertoleranz

Das gesuchte Protokoll sollte aufiretende Fehler, wie z.B. den Ausfall eines Rechners oder die
Unterbrechung einer Leitung zwischen zwei Rechnern, ausgleichen konnen, wenn es sich nicht
um eine Netzpartitionierung handelt. Dies kann beispielsweise durch den Aufbau einer Umlei-
tung fiir die Events geschehen oder durch den Neuautbau des Multicast-Baumes. Allerdings
kann diese Eigenschaft in vielen, wenn auch nicht allen, Féllen in das existierende Protokoll
eingebaut werden, auch wenn diese Eigenschaft bisher darin noch nicht vorgesehen ist.

I1.3.2 Geringe Auslieferungsverzogerung

Die Dauer zwischen dem Senden einer Multicast-Nachricht und dem Empfangen der Nachricht
bei den einzelnen Teilnehmern sollte moglichst gering sein. Hier sind naturgeméaf3 die SBTs im
Vorteil, da sie fur jeden Sender das Versenden der Nachrichten auf dem direkten Weg zwi-
schen dem Sender und den einzelnen Empfingern tiber einen eigenen Auslieferungsbaum an-
bieten.

I1.3.3 Geringe Kosten

Die Kosten, die ein Protokoll erzeugt, konnen in mehrere Kostenarten gegliedert werden:

e Rechenzeit, die benotigt wird, um z.B. einen neuen Auslieferungsbaum fiir die Multicast-
Nachrichten zu berechnen.

e Bandbreite, also die Netzlast, die durch das Verschicken von Multicast-Nachrichten er-
zeugt wird, sowie der Overhead an Nachrichtenverkehr fiir die Erstellung und Wartung der
Auslieferungsbaume.

e Speicherplatz im Router fiir die Speicherung von Verwaltungsinformationen fiir die Aus-
lieferungsbdume.
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I1.4 Wiinschenswerte Eigenschafien

Dies sind vorteilhafte Eigenschaften, die das Protokoll jedoch nicht unbedingt bieten muf3.

I1.4.1 Verfugbarkeit als Basisdienst

Fur die Effizienz ist es von Vorteil, wenn das Multicast-Protokoll bereits systemnah als Basis-
dienst implementiert ist, moglichst sogar direkt im Router. Ein Multicast-Protokoll auf einer
systemnahen Schicht ist meist effizienter implementiert und bringt somit oft grole Geschwin-
digkeitsvorteile gegeniiber Implementierungen auf einer hoheren Ebene, z.B. in einer Pro-
grammiersprache wie Java.

11.4.2 Einfache API-Schnittstelle

Da der Multicast als Teil eines Eventmanagementsystem verwendet werden soll, ist es wiin-
schenswert, dal} er eine einfache API-Schnittstelle bereitstellt, mit deren Hilfe er in das Event-
managementsystem eingebunden werden kann.

Aber auch fur jede andere Anwendung des Multicasts ist eine einfache API-Schnittstelle von
grof3em Vorteil.

I1.4.3 Parametrisierbarkeit / Konfigurierbarkeit

Multicast-Protokolle lassen sich fiir die verschiedensten Anwendungszwecke verwenden und
miissen damit unterschiedlichste Anforderungen erfiillen. Dabei ist klar, daf3 ein Multicast, der
beispielsweise optimal fir weitverteilte Gruppen mit geringer Teilnehmerzahl ist, nicht die
beste Losung fiir groBe Gruppen mit geringer Ausdehnung darstellen muf3. Ein Algorithmus,
der versucht, alle Anforderung zu erfiillen, bietet somit moglicherweise nur mittelmaBige Er-
gebnisse fiir die einzelnen Anforderungen. Hier wiére es wiinschenswert, wenn sich das Proto-
koll vom Anwender speziell fiir den von ithm vorgesehenen Anwendungszweck konfigurieren
lassen konnte, um seine speziellen Anforderungen moglichst gut zu erfiillen.

I1.4.4 Entfernungsbegrenzung fiur Events

Es gibt Situationen, in denen es nicht erforderlich ist, da3 die gesamte Multicast-Gruppe einen
bestimmten Event empfingt, sondern nur der lokale Teil dieser Gruppe oder der Teil, der sich
in den umliegenden LANs befindet. Deshalb wire es von Vorteil, wenn das Multicast-
Protokoll eine Moglichkeit der Entfernungsbegrenzung fiir Events bieten wiirde.

I1.4.5 Maximale Lebensdauer fiir Events

Es kann Events geben, deren Auslieferung nach einer bestimmten Zeitspanne uberfliissig ge-
worden ist, z.B. sind Nachrichten eines Zeitservers nicht interessant, wenn sie nicht mehr
aktuell sind. Mit einer Einschrankung der Lebensdauer fiir Events kann die Menge der Nach-
richten, die fiir eine eventuelle wiederholte Ubertragung (fiir den Fall, da8 Nachrichten verlo-
rengingen) zwischengespeichert werden miissen, weil der Empfanger momentan nicht erreicht
werden kann, eingeschrankt werden.
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III. Vorstellung und Bewertung
verschiedener Multicast-Protokolle

In diesem Teil sollen verschiedene, bereits existierende Multicast-Protokolle vorgestellt und
anhand verschiedener Kriterien auf die Eignung fiir ein Eventmanagementsystem gepriift wer-
den.

I[II.1 Single Spanning Tree Multicast Routing (SST)

In [Deering 90] wird unter anderen dieser Algorithmus vorgestellt, der zur Klasse der MST
gehort und somit Multicast durch einen einzigen spannenden Baum realisiert.

III.1.1 Beschreibung des Algorithmus

Zuerst wird ein Spannbaum iiber alle Router, die die einzelnen LANs untereinander verbinden
oder an den Rest des Netzwerks anbinden, aufgebaut. Dies kann geschehen, indem ein verteil-
ter Algorithmus zur Berechnung eines minimalen Spannbaums (z.B. in [Wall 80] oder in [Gal-
lager 83]) auf allen Routern ausgefiihrt wird. Der aufgebaute Spannbaum dient nun als Back-
bone fur alle Multicast-Gruppen. Wenn ein Router eine Multicast-Nachricht erhélt, sendet er
sie einfach auf allen Kanten des Spannbaums weiter auBBer auf der, auf der er die Nachricht
erhalten hat. Dies entspricht einem effizienten Broadcast.

Damit nicht alle Multicast-Nachrichten aller Gruppen unnétigerweise iber den gesamten
Spannbaum verteilt werden, muissen die Router Informationen dartiber haben, auf welche von
thnen ausgehenden Kanten des Spannbaums sie Multicast-Nachrichten einer bestimmten Multi-
cast-Gruppe weitergeben miissen und bei welchen Kanten das nicht nétig ist, da kein Teilneh-
mer der Gruppe sich in diesem Teil des Spannbaumes befindet. Hierzu werden alle Router zu
einer Multicast-Gruppe R zusammengefal3t. Jeder Teilnehmer einer Multicast-Gruppe G sendet
nun in periodischen Zeitabstdnden eine besondere Nachricht namens membership-report mit
Absender G an die Gruppe R. Diese Nachricht wird iiber den gesamten Spannbaum an alle
Router verbreitet. Jeder Router, der eine solche Nachricht empfingt, wei3 nun, daf3 er in Zu-
kunft Multicast-Nachrichten an die Gruppe G auch uiber die Kante weitersenden muf3, tiber die
er diesen membership-report erhalten hat. Wenn ein Router uiber einen bestimmten Timeout-
Zeitraum keinen membership-report der Gruppe G tiber eine Kante, die nach ihren Informatio-
nen zu Gruppe G gehort, erhalten hat, nimmt er an, dal3 Giber diese Kante kein Teilnehmer der
Gruppe G mehr zu erreichen ist und sendet ab sofort keine Nachrichten an Gruppe G mehr
uiber diese Kante.

Die fiir die Verwaltung der Multicast-Gruppen nétigen Informationen kann der Router also
speichern, indem er in einer Tabelle fiir jede Multicast-Gruppe einen Datensatz anlegt, der die
Form (Adresse, (Kante, Alter), (Kante, Alter), ...) hat. Hierbei steht Adresse fur die Adresse
der Multicast-Gruppe, Kante fir eine von diesem Router ausgehende Kante des Spannbaums,
uiber die zumindest ein Teilnehmer der Multicast-Gruppe erreicht wird, und A/fer fiir das Alter
des letzten membership-report dieser Gruppe, der Uber diese Kante kam. A/fer wird gebraucht,
um die (Kante, Alter) - Information nach Ablauf des Timeouts zu entfernen.
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Somit sieht der Algorithmus nun wie folgt aus:

Wenn ein Router nun eine Multicast-Nachricht an eine Gruppe G bekommt, sendet er sie auf
allen Kanten, die im Datensatz fiir G aufgefiihrt sind, weiter, auBer auf der Kante, auf der die
Nachricht ankam. Hat diese Nachricht eine Multicast-Gruppe M als Absender, wird sie als
membership-report betrachtet, und die Kante, auf der die Nachricht ankam, wird in einem
Datensatz fiir die Gruppe M zusammen mit der Altersangabe O gespeichert.

Periodisch werden die Alter-Felder aller (Kante, Alter) - Eintrdge inkrementiert. Wird dabei
der Timeout-Wert Uiberschritten, wird der entsprechende (Kante, Alter) - Eintrag geloscht.

II1.1.2 Bewertung des Algorithmus

II1.1.2.1 Notwendige Figenschaften

Als MST-Algorithmus sollte dieser Algorithmus recht gut skalieren, da pro Router nur ein
Tabelleneintrag fiir jede Multicast-Gruppe erforderlich ist. Der grof3e Nachteil ist allerdings,
daB3 jeder Router Informationen iiber JEDE Gruppe speichern muf3, auch wenn es sich um
einen Router handelt, die sich in groBBer Entfernung von einer ortlich stark begrenzten Multi-
cast-Gruppe befindet. Bei einem Netz von der Ausdehnung des Internet ist es inakzeptabel,
wenn jeder Router Informationen iiber jede Multicast-Gruppe des Internet speichern muf3.

Der Algorithmus arbeitet sehr verteilt. Kein Knoten braucht Informationen von anderen Kno-
ten (abgesehen von membership-reports und der Information, welche Knoten in der Baum-
struktur mit ithm verbunden sind) oder berechnet Ergebnisse fiir andere Knoten. Auch der
initiale Aufbau des Backbone-Spannbaumes kann sehr verteilt geschehen (vgl. [Gallager 83]).

Die Anonymitiit der Multicast-Teilnehmer ist gewéahrleistet. JoinGroup und LeaveGroup sind
problemlos dynamisch moglich.

Mobilitéit von Sendern wird sehr gut unterstitzt: Ein Sender kann sich an einem beliebigen
Ort befinden. Wenn er dort eine Nachricht abschickt, findet sie tiber den Spannbaum den Weg
zu allen Empfingern, da jeder Router Informationen uiber alle Multicast-Gruppen und entspre-
chend zu benutzende Ausgangsleitungen hat.

Mobilitéit von Empfiingern wird nicht unterstiitzt: Der Multicast-Router des LANs, das der
Empfinger verlalt, mul3 sich zwar nicht abmelden (LeaveGroup), da der Timeout-
Mechanismus dies automatisch erledigt, aber der Multicast-Router des Ziel-LANs muf3 sich
anmelden (JoinGroup), falls nicht schon ein Empfinger der entsprechenden Multicast-Gruppe
in diesem LAN existiert. Ein solches JoinGroup entspricht nach [Deering 90] dem mehrfachen
Senden einer membership-report-Nachricht an ALLE Router, also einem Broadcasts. Das ist
recht teuer !

II1.1.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.
Uber die Ordnung von Events kann keine Aussage gemacht werden.
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I1.1.2.3 Wichtige Eigenschaften

Fehlertoleranz ist keine vorgesehen. Fillt eine Kante im Spannbaum oder ein Router aus, sind
alle Multicast-Gruppen betroffen, und es muf3 ein neuer Spannbaum aufgebaut werden. Besteht
dieser neue Spannbaum, werden die Tabellen der Router durch die periodischen membership-
reports im Lauf der Zeit automatisch wieder aufgebaut. Nachrichten, die wihrend dieser Wie-
derautbauzeit gesendet werden, kommen hochstwahrscheinlich - wenn tberhaupt - nur bei
einem Teil der potentiellen Empfinger an.

Die Auslieferungsverzogerung ist ziemlich hoch: Zum einen ist dies natiirlich durch das
MST-Verfahren bedingt, zum anderen wird ein einziger Spannbaum fiir alle Multicast-Gruppen
verwendet, statt fiir jede Gruppe einen eigenen optimalen Spannbaum zu verwenden, was eine
weitere Verschlechterung mit sich bringt.

Zu den Kosten ist zu sagen:

e Es wird wenig Rechenzeit gebraucht, da nur ein einziges Mal ein minimaler Spannbaum
tiber alle Router berechnet werden muf3, falls keine Fehler auftreten. Allerdings sind in ei-
nem grofleren Netzwerk solche Ausfille wahrscheinlich, und bei jedem solchen Ausfall muf3
ein neuer Spannbaum berechnet werden.

e Wenn der Zeitabstand zwischen zwei membership-reports eines Teilnehmers recht groBzii-
gig dimensioniert wird, wird auch nur eine geringe Bandbreite verbraucht. Problematisch ist
nur, daf3 solche membership-reports an alle Router im Netzwerk versandt werden.

e Auch der Speicherplatz, der in jedem Router gebraucht wird, ist prinzipiell gering. Da je-
doch fiir jede Multicast-Gruppe im gesamten Netzwerk Informationen gespeichert werden
miissen, kann dies bei sehr groBen Netzwerken durchaus ein kritischer Punkt sein. Aller-
dings fallen diese durchaus grof3en Nachteile eher unter den Punkt Skalierbarkeit.

I1.1.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist nicht vorhanden. Es existiert nur der Algorithmus,
der entsprechend programmiert werden mif3te. Da es noch keine Implementierung gibt, kann
auch keine Aussage uiber die Komplexitdt der API-Schnittstelle gemacht werden.

Es gibt zwei Parameter, die man an seine Bediirfnisse anpassen kann:

1.) Der Zeitabstand zwischen zwei membership-reports eines Teilnehmers. Bei der Wahl
dieses Parameters muf3 ein Trade-Off zwischen dem Verbrauch von Bandbreite fir Ver-
waltungs-Overhead und dem unnoétigen Weitersenden von Nachrichten an nicht mehr vor-
handene Empfianger gefunden werden.

2.) Das Timeout-Intervall, das ein Router nach dem Empfang eines membership-reports auf
den nachsten membership-report wartet. Trifft in diesem Zeitraum kein membership-
report ein, wird angenommen, daf es den entsprechenden Empfinger nicht mehr gibt. Mit
diesem Parameter kann eine Aussage Uber das zugrundeliegende Netzwerk gemacht wer-
den: Gibt es groBe Schwankungen zwischen den Nachrichtenverzogerungen oder gehen
ofters Nachrichten verloren, muf3 hier ein hoherer Wert angenommen werden, womit in
Kauf genommen wird, daf3 Nachrichten unnétig lange an nicht mehr vorhandene Empféan-
ger weitergesandt werden.

Es gibt weder eine Entfernungsbegrenzung noch eine maximale Lebensdauer fur Events.
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II1.1.3 Kostenabschatzungen fiir den SST

¢ Rechenzeit in den Routern: gering

e Speicherplatz in den Routern:
Einen Datensatz der Form (Adresse, (Kante, Alter), (Kante, Alter), ...) in JEDEM Router
fiir JEDE Multicast-Gruppe.

e CreateGroup (=erstes JoinGroup), JoinGroup:

Mehrfaches Senden einer membership-report-Nachricht an ALLE Router, also Broadcasts.
e LeaveGroup: Keine Nachrichten zwischen den Routern
e SendMulticast: Effizientes Verteilen der Nachricht tiber den Backbone-Spannbaum

¢ Verwaltungs-Overhead:
In bestimmten Zeitabstdnden sendet JEDER Teilnehmer einer Multicast-Gruppe eine mem-
bership-report-Nachricht an ALLE Router, also einen Broadcast.

II1.1.4 Zusammenfassung fiir den SST

Der SST bietet einen interessanten Ansatz eines MST-Algorithmus und ist in kleineren Netz-
werken sicher duf3erst kostengiinstig und gut zu verwenden.

Sein grof3er Nachteil sind jedoch die membership-reports, die jeder Empfinger einer Multicast-
Gruppe in periodischen Zeitabstdnden an ALLE Router im Netzwerk senden muf3. Dies ent-
spricht einem Broadcast und ist in einem gro3en Netzwerk untragbar teuer.

Ein weiterer groBBer Nachteil ist, dal jeder Router Informationen tiber jede Multicast-Gruppe
halten muB3. Das diirfte bei groBen Netzwerken mit sehr vielen Multicast-Gruppen die Spei-
cherkapazitdten der Router schnell iiberfordern.

Zum Einsatz in einem Eventmanagementsystem ist dieser Algorithmus sicher nicht zu empfeh-
len, da er aus oben genannten Griinden eine sehr schlechte Skalierbarkeit bietet.
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I11.2 Restricted Broadcast Protocol (RB)

In [Belkeir 89] werden zwei Multicast-Algorithmen aus der Klasse der MST-Algorithmen
vorgestellt, die insbesondere die Problematik dynamischer Multicast-Gruppen beriicksichtigen
sollen: Das bei dynamischen Gruppen mit MST-Algorithmen oft auftretende Problem ist, dal3
die teure Berechnung des Spannbaumes bei jedem hinzukommenden oder sich abmeldenden
Teilnehmer vorgenommen werden muf3, was hohe Kosten verursacht. Das RB-Protokoll ist der
erste dieser beiden Algorithmen und beschreibt einen MST-Algorithmus, der einen minimalen
Spannbaum iber das gesamte Netzwerk aufbaut und das Weitersenden von Multicast-
Nachrichten auf die Kanten des Spannbaumes beschrankt (to restrict = beschrianken), die zu
Teilnehmern der Multicast-Gruppe fithren.

II1.2.1 Beschreibung des Algorithmus

Ebenso wie im SST-Ansatz wird zuerst ein Spannbaum Uber alle Router, die die einzelnen
LANSs untereinander verbinden oder an den Rest des Netzwerks anbinden, aufgebaut. Dies
kann geschehen, indem ein verteilter Algorithmus zur Berechnung eines minimalen Spann-
baums (z.B. in [Wall 80] oder in [Gallager 83]) auf allen Routern ausgefiihrt wird. Der aufge-
baute Spannbaum dient nun ebenfalls, wie beim SST, als Backbone fiir alle Multicast-Gruppen.
Jeder Router unterhélt nun fiir jede ihm bekannte Multicast-Gruppe (nicht, wie bet SST, fiir
jede Gruppe im Netzwerk) einen Datensatz namens GroupRec, der ein Feld fur den status,
sowie eine Liste von Nachbarknoten enthélt. stafus kann member und non-member sein und
besagt, ob der Router tatsichlich ein Teilnehmer der Multicast-Gruppe ist (d.h. in dem LAN,
dessen Multicast-Router dieser Router ist, existiert ein Teilnehmer der Multicast-Gruppe, an
den der Router somit ankommende Multicast-Nachrichten senden muf3) oder ob er nur auf
einem Ast des Spannbaumes zwischen zwei member-Knoten liegt und entsprechend Multicast-
Nachrichten iiber den Spannbaum weiterleiten muf3. Die Liste von Nachbarknoten gibt an,
welche der Nachbarknoten in der Struktur des Spannbaumes zu Teilnehmern dieser Multicast-
Gruppe fithren.

Will sich ein Router bei einer Multicast-Gruppe anmelden (JoinGroup), tiberpriift er, ob er
diese Gruppe bereits kennt und somit einen GroupRec fur diese Gruppe hat. Ist dies der Fall,
muB} er nur seinen status von non-member zu member dndern. Sonst legt er einen GroupRec
fur diese Gruppe an mit status = member und sendet an alle Spannbaum-Nachbarn eine join-
request-Nachricht. SchlieBlich speichert er den Nachbarn, von dem er eine positive Bestétigung
(participant-Nachricht) bekommt, in der Liste von Nachbarknoten fiir diese Multicast-Gruppe.
Erhélt er keine positive Bestitigung, bleibt diese Liste leer, da er offensichtlich der einzige
Teilnehmer dieser Multicast-Gruppe im Spannbaum ist.

Jeder Knoten, der eine join-request-Nachricht erhélt, tberprift, ob er diese Gruppe bereits
kennt. In diesem Fall nimmt er den Sender der join-request-Nachricht in seine Liste von Nach-
barknoten fiir diese Multicast-Gruppe auf und sendet ihm eine participant-Nachricht. Sonst
sendet er selbst eine join-request-Nachricht an alle seine Spannbaum-Nachbarn aufler dem
Sender der join-request-Nachricht. Erhélt er dann eine participant-Nachricht, legt er einen
GroupRec fur diese Gruppe an mit status = non-member und tragt in die Liste von Nachbar-
knoten fur diese Multicast-Gruppe jeden Knoten ein, der thm eine participant-Nachricht
schickt einschlieBlich dem Knoten, der ihm die urspriingliche join-request-Nachricht geschickt
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hatte. Erhélt er keine participant-Nachricht oder ist er ein Blattknoten des Spannbaums, so
sendet er eine non-participant-Nachricht zurtick.

Auf diese Weise wird der sich anmeldende Knoten rekursiv tiber den Spannbaum an bereits
existierende Gruppenteilnehmer angebunden und alle dazwischenliegenden Knoten, die nicht
zu der Multicast-Gruppe gehoren, sind non-member.

Will sich ein Router bei einer Multicast-Gruppe abmelden (LeaveGroup), tiberpriift er, ob er
sich auf einem Ast zwischen zwei oder mehreren Teilnehmer der Multicast-Gruppe befindet. In
diesem Fall wechselt er einfach seinen stafis von member zu non-member. Sonst, wenn es also
nur einen Knoten in seiner Liste von Nachbarknoten fiir diese Multicast-Gruppe gibt, sendet er
diesem Knoten eine delete-request-Nachricht und 16scht den GroupRec fiir diese Gruppe.

Jeder Knoten der eine delete-request-Nachricht erhélt, l16scht den Sender dieser Nachricht aus
der entsprechenden Liste von Nachbarknoten und uberpriift, ob der Auslieferungsbaum fiir
Multicast-Nachrichten dieser Gruppe weiter beschnitten werden kann. Dies ist der Fall, wenn
dieser Knoten kein member ist und in der Liste von Nachbarknoten nun nur noch ein Knoten
ist. Kann weiter beschnitten werden, wird die delete-request-Nachricht verschickt und der
GroupRec geloscht.

Ein SendMulticast ist einfach, wenn der Router die Gruppe bereits kennt. Dann liefert er die
Nachricht an lokale Teilnehmer aus und schickt sie an alle Knoten in seiner Nachbarliste fir
diese Gruppe, die wiederum die Nachricht an ihre lokale Teilnehmer ausliefern und entspre-
chend ihrer Nachbarliste weitersenden. Kennt der Router die Gruppe nicht, muB3 er einen
Gruppenteilnehmer suchen und thm die Nachricht schicken.

II1.2.2 Modifikation des Algorithmus

Dieser Algorithmus kann sehr teuer werden, wenn es darum geht, einen Teilnehmer einer
bestimmten Gruppe zu finden, also bei einem Anmelde- oder Sendevorgang, wenn der Router
die Gruppe noch nicht kennt. Hierfiir konnen die Kosten leicht in GroBenordnungen eines
Multicasts an den gesamten Spannbaum kommen, da der suchende Knoten von seiner Position
in alle Richtungen des Spannbaumes Suchnachrichten absetzt, die sich rekursiv fortpflanzen,
bis sie evtl. einen Teilnehmer finden. Aus diesem Grund schligt [Belkeir 89] eine Modifikation
zu seinem Algorithmus vor, die diesem Problem entgegenwirken sollen, indem jeder Knoten
des Spannbaumes Informationen Uber alle Multicast-Gruppen in seinen Unterbdumen trégt.
Diese Information speichert er in Directory-Datenpaaren der Art (Multicast-Gruppe M, Sub-
tree S). Dies fiihrt allerdings dazu, daf3 die Router von Blattknoten bis hinauf zur Wurzel des
Spannbaumes immer mehr Informationen zu speichern haben. Der Wurzelknoten kennt dann
alle Multicast-Gruppen und muf3 entsprechend viel Information speichern.

Der oben beschriebene Algorithmus ist wie folgt zu modifizieren (Diese Modifikation wird in
[Belkeir 89] zwar angesprochen, jedoch nicht weiter ausgefiihrt. Der folgende Teil gibt dem-
nach nur eine effiziente Moglichkeit der Modifikation im Sinne von [Belkeir 89] an):

Will sich ein Router bei einer Multicast-Gruppe anmelden und kennt diese Gruppe noch nicht,
legt er einen GroupRec fir diese Gruppe an mit status = member. Hat er ein Directory-
Datenpaar fiir diese Gruppe, befinden sich alle Teilnehmer dieser Gruppe in einem Unterbaum
von ihm, und er sendet eine join-request-Nachricht an den entsprechenden Kindknoten des
Spannbaumes. Sonst sendet er seine join-request-Nachricht an seinen Vaterknoten. SchlieBlich
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speichert er den Nachbarn, von dem er eine positive Bestatigung (participant-Nachricht) be-
kommt, in der Liste von Nachbarknoten fir diese Multicast-Gruppe. Erhélt er keine positive
Bestitigung, ist er offensichtlich der einzige Teilnehmer dieser Multicast-Gruppe im Spann-
baum und sendet eine create-directory-entry-Nachricht Richtung Wurzel des Spannbaumes
und jeder Knoten, iiber den diese Nachricht geht, legt ein Directory-Datenpaar fiir diese Multi-
cast-Gruppe an.

Jeder Knoten, der eine join-request-Nachricht erhélt und diese Gruppe noch nicht kennt, tiber-
prift, ob er ein Directory-Datenpaar fiir diese Gruppe hat. In diesem Fall sendet er eine join-
request-Nachricht an den entsprechenden Kindknoten des Spannbaumes. Sonst sendet er seine
Jjoin-request-Nachricht an seinen Vaterknoten. Die Behandlung von parficipant-Nachrichten
geschieht wie im oben beschriebenen Algorithmus, allerdings l6scht ein Knoten, der einen
neuen GroupRec fur eine Gruppe anlegen muf3, das fiir diese Gruppe evtl. an diesem Knoten
vorhandene Directory-Datenpaar.

Will sich ein Router bei einer Multicast-Gruppe abmelden oder erhilt eine delete-request-
Nachricht, und es ist notig, den Auslieferungsbaum fiir diese Gruppe zu beschneiden, tiberprift
er, ob sein einziger Nachbarknoten fiir diese Gruppe ein Kindknoten von ihm ist. In diesem Fall
legt er ein Directory-Datenpaar fiir diese Gruppe an. Ist er der letzte Teilnehmer dieser Gruppe
sendet er eine delete-directory-entry-Nachricht Richtung Wurzel des Spannbaumes.

Das Versenden einer Multicast-Nachricht in dem Fall, dal3 der Router die Gruppe noch nicht
kennt, geschieht, indem die Nachricht so lange an den jeweiligen Vaterknoten weitergereicht
wird, bis ein Knoten entweder Teilnehmer dieser Gruppe ist und das Weitersenden iibernehmen
kann oder ein Directory-Datenpaar fiir diese Gruppe hat und die Nachricht dann in den ent-
sprechenden Unterbaum weiterleitet.

II1.2.3 Bewertung des Algorithmus

II1.2.3.1 Notwendige Figenschaften

Als MST-Algorithmus sollte dieser Algorithmus recht gut skalieren, da pro Router nur ein
Tabelleneintrag fiir jede Multicast-Gruppe erforderlich ist. Allerdings bergen sowohl die ur-
sprungliche als auch die modifizierte Version Nachteile:

In der urspriinglichen Version bringt das Suchen von Teilnehmer einer bestimmten Multicast-
Gruppe (bei Anmelde- oder Sendevorgang an eine dem Router noch unbekannte Gruppe), das
so teuer werden kann wie ein Multicast tiber den gesamten Spannbaum ein eher schlechtes
Skalierungsverhalten.

Dagegen erreicht in der modifizierten Version die Datenhaltung in den Routern teilweise grof3e
Ausmalle: Von den Blattknoten des Spannbaumes bis zum Wurzelknoten steigt das Datenvo-
lumen, bis im Wurzelknoten fiir jede Multicast-Gruppe eine Information bereitgehalten werden
muf3. Hier stellt sich die Frage, ob das in sehr groBen Netzwerken mit vielen Multicast-
Gruppen nicht bei weitem die Kapazitédt der Router tibersteigt.

Fir die Verteiltheit des Algorithmus sowie die Anonymitiit der Teilnehmer gilt dhnliches wie
beim SST-Algorithmus: Beides wird sehr gut unterstiitzt.
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Mobilitit von Sendern und Empfingern wird gut unterstiitzt, wenn der Multicast-Router
des LAN, zu dem migriert wird, die Multicast-Gruppe bereits kennt. Dann kann der migrieren-
de Empfinger einfach angeschlossen werden, bzw. die gesendete Nachricht entsprechend den
Informationen des Routers an alle Empfanger verbreitet werden.

Kennt der Multicast-Router des LANs, zu dem migriert wird, die Multicast-Gruppe nicht, wird
Mobilitét in der urspringlichen Version des RB nur schlecht unterstiitzt: Ist dies der Fall, muf3
sowohl bei der Migration eines Senders als auch bei der Migration eines Empfangers ein Rou-
ter im Spannbaum gesucht werden, der die Multicast-Gruppe kennt. Das kann so teuer sein
wie ein Multicast tiber den gesamten Spannbaum.

In der modifizierten Version des RB wird Mobilitdt auch in diesem Fall sehr gut unterstiitzt:
Der nichste Knoten der Multicast-Gruppe wird schnell und kostengiinstig gefunden, indem der
Spannbaum in Richtung Wurzel durchgegangen wird, bis ein Knoten ein Directory-Datenpaar
tiber diese Multicast-Gruppe hat, das besagt, in welchem seiner Unterbdume sich der nichste
Knoten dieser Gruppe befindet. Hat auch die Wurzel keine solche Information, ist der suchen-
de Knoten der einzige Teilnehmer dieser Gruppe. Daher ist eine solche Suche maximal so teuer
wie ein Unicast von der doppelten Tiefe des Spannbaumes.

[11.2.3.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.

Uber die Ordnung von Events kann keine Aussage gemacht werden.

I11.2.3.3 Wichtige Eigenschaften

Fehlertoleranz ist keine vorgesehen. Fillt eine Kante im Spannbaum oder ein Router aus, sind
alle Multicast-Gruppen betroffen, und es muf3 ein neuer Spannbaum aufgebaut werden. Besteht
dieser neue Spannbaum, werden die Tabellen der Router nicht automatisch wieder aufgebaut.
Die Router miiBten explizit ithre Multicast-Gruppen durch join-request-Nachrichten neu an-
melden.

Die Auslieferungsverzogerung ist aus dem gleichen Grund wie beim SST-Verfahren ziemlich
hoch: Es wird ein einziger Spannbaum fir alle Multicast-Gruppen verwendet, statt fur jede
Gruppe einen eigenen optimalen Spannbaum zu verwenden, was eine weitere Verschlechterung
des Nachteils von MST-Verfahren mit sich bringt.

Zu den Kosten ist zu sagen:

e Es wird wenig Rechenzeit gebraucht, da nur ein einziges Mal ein minimaler Spannbaum
uiber alle Router berechnet werden muf3, falls keine Fehler auftreten. Allerdings sind in
einem groBeren Netzwerk solche Ausfille wahrscheinlich, und bei jedem solchen Ausfall
muB ein neuer Spannbaum berechnet werden.

¢ Fur Bandbreite und Speicherplatz gilt:

1.) Die Bandbreite, die fur Verwaltungs-Overhead gebraucht wird, ist in der urspriingli-
chen Version des RB unter Umstidnden ziemlich hoch, wihrend der Verbrauch an Spei-
cherplatz in jedem Router sehr gering ist (Es wird nur ein Datensatz fiir jede Multicast-
Gruppe, die diesen Router direkt betrifft, gespeichert).
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2.) Hingegen ist in modifizierten Version des RB der Verbrauch an Bandbreite sehr gering,
wihrend der Verbrauch an Speicherplatz in einigen Routern moglicherweise ziemlich
hoch ist. Fir eine ausfiihrlichere Diskussion dieser Kosten sei auf den Abschnitt Giber
das Skalierungsverhalten sowie die Beschreibung des Algorithmus verwiesen.

Da diese Nachteile im Bereich aber eher unter den Punkt Skalierbarkeit fallen, kann man sa-

gen, dal} die Kosten dieses Algorithmus recht gut ausfallen.

I11.2.3.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist nicht vorhanden. Es existiert nur der Algorithmus,
der entsprechend programmiert werden mif3te. Da es noch keine Implementierung gibt, kann
auch keine Aussage uiber die Komplexitdt der API-Schnittstelle gemacht werden.

Der Algorithmus selbst bietet keine Parameter an. Man kann nur entscheiden, ob man die
urspringliche Version des RB implementieren will, was einen optimal niedrigen Speicherplatz-
bedarf in den Routern mit sich bringt, oder ob man sich fiir die modifizierte Version des RB
entscheidet, wodurch man den Verbrauch an Bandbreite und Nachrichtenverkehr minimiert.

Es gibt weder eine Entfernungsbegrenzung noch eine maximale Lebensdauer fur Events.

II1.2.4 Kostenabschatzungen fiir den RB

Rechenzeit in den Routern: gering

Speicherplatz in den Routern:

1.) Einen Datensatz GroupRec der Form (Adresse, status, Kante, Kante, ...) in jedem
Router fiir jede dem Router bekannte Multicast-Gruppe, also fiir die Gruppen, deren
Teilnehmer er ist, sowie die Gruppen, bei denen er auf einem Ast zwischen zwei Teil-
nehmern liegt.

2.) Zusidtzlich im modifizierten RB: Einen Datensatz Directory der Form ((Adresse,
Kante), (Adresse, Kante), ...) in jedem Router fur mit einem (Adresse, Kante)-Eintrag
fiir jede Multicast-Gruppe in einem seiner Unterbaume.

CreateGroup (=erstes JoinGroup):

Beim urspriinglichen RB ein Broadcast.

Beim modifizierten RB ein Unicast mit der Entfernung der maximalen Tiefe des Spannbau-
mes.

JoinGroup:

Beim urspriinglichen RB zwischen keiner Nachricht und einem Broadcast.

Beim modifizierten RB zwischen keiner Nachricht und einem Unicast mit der Entfernung
der doppelten maximalen Tiefe des Spannbaumes.

LeaveGroup:

Keine Nachricht oder Zuriickschneiden des Auslieferungsbaumes fur diese Multicast.
SendMulticast: Effizientes Verteilen der Nachricht tiber den Backbone-Spannbaum

Verwaltungs-Overhead: Keiner
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I1.2.5 Zusammenfassung fiir den RB

Der RB ist dem SST sehr dhnlich, allerdings hat er ein besseres, wenn auch trotzdem nicht sehr
gutes, Skalierungsverhalten. In seiner urspriinglichen Version kann es immer wieder zu teuren
Multicasts iiber einen groBBen Teil des Spannbaumes kommen. In der modifizierten Version
hingegen miissen sehr viele Informationen in den Routern in der Nahe der Wurzel des Spann-
baumes gespeichert werden. Erfreulich ist, daf3 diese Version sehr gute Unterstiitzung fur die
Mobilitdt der Multicast-Teilnehmer bietet. Trotzdem kann man den RB wohl nicht als Grund-
lage fiir ein Eventmanagementsystem empfehlen.

II1.2.6 Nearest Insertion Protocol (NI)

Das NI-Protokoll ist der zweite der beiden Multicast-Algorithmen, die in [Belkeir 89] vorge-
stellt werden. Dieser Algorithmus soll laut [Belkeir 89] als Unterstiitzung des RB fiir lokale
Netze eingesetzt werden.

Der NI berechnet fiir ein LAN bestehend aus Punkt-zu-Punkt-Verbindungen zwischen den
Knoten den minimal spannenden Baum zwischen den beteiligten Knoten. Hierzu bestimmt es
fur jedes LAN einen Koordinator, der dem Multicast-Router fiir dieses LAN aus der fur diese
Arbeit angenommenen Netzwerkstruktur entspricht. Alle Koordinatoren sind untereinander
tiber einen minimalen Spannbaum verkniipft. Multicasting zwischen den Koordinatoren ge-
schieht tiber das RB-Protokoll. Ein Koordinator meldet sich entsprechend dem RB fuir eine
Multicast-Gruppe an, wenn ein Rechner in seinem LAN sich fir diese Gruppe anmelden
mochte. Ebenso meldet sich der Koordinator von einer Multicast-Gruppe ab, wenn der letzte
Teilnehmer dieser Gruppe in seinem LAN sich von dieser Gruppe abmeldet.

Der NI wird innerhalb des LANs ausgefiihrt und funktioniert wie folgt: Wenn ein Rechner sich
fir eine Multicast-Gruppe anmelden mochte, sendet er eine join-request-Nachricht an seinen
Koordinator. Dieser sendet eine join-request-Nachricht an alle Teilnehmer dieser Gruppe in
diesem LAN, worauf jeder dieser Teilnehmer seine Entfernung zu dem Sender mit dem An-
meldewunsch zurickmeldet. Der Koordinator gibt nun einen Verweis an den Teilnehmer mit
der geringsten Entfernung an diesen Sender zurlick. Der Sender baut nun iiber einen extend-
request, den er in Richtung dieses nichsten Teilnehmers schickt, eine Verbindung zu diesem
auf, und alle dazwischenliegenden Knoten legen ein GroupRec fur diese Gruppe an mit status =
non-member. Das Abmelden von einer Gruppe sowie das Senden von Multicast-Nachrichten
funktioniert beim NI analog zum RB.

Der NI ist allerdings fiir die Netzwerkstruktur, wie sie in dieser Arbeit angenommen wird,
unnotig, da ein bereits vorhandener effizienter Multicast- bzw. Broadcast-Dienst auf LAN-
Ebene angenommen wird (wie es ja z.B. bei busbasierten lokalen Netzen sowieso vorhanden
ist).

Den NI als Multicast-Algorithmus fiir das gesamte Netzwerk zu verwenden, ist nicht sinnvoll,
da er einen zentralen Koordinator-Knoten erfordert, an den bei jedem Anmeldeversuch eines
Knotens eine join-request-Nachricht gesendet wird, die dieser dann an alle Teilnehmer der
entsprechenden Multicast-Gruppe sendet. Diese Losung skaliert sehr schlecht, ist sehr teuer
und bietet eine sehr schlechte Verteiltheit und Fehlertoleranz.

Aus diesen Grunden wird nicht weiter auf den NI eingegangen; er sei nur der Vollstandigkeit
halber erwéhnt.
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I11.3 Distance Vector Multicast Routing Protocol (DVMRP)

Dieses Protokoll ist ein im Internet weit verbreitetes Multicast-Protokoll und wird auch IP-
Multicast genannt. Es liegt dem Multicast Backbone im Internet, dem MBone, zugrunde
[Schreiber 95]. Dieses Protokoll gehort zur Klasse der SBT und ist ebenfalls in [Deering 90]
beschrieben. Es kann nur dort sinnvoll verwendet werden, wo als Unicast-Algorithmus der
Distance Vector Routing Algorithm (DVRA) implementiert ist.

In [Deering 90] wird eine Reihe von Protokollen beschrieben, die das distance-vector-routing
als Grundlage haben und jeweils eine Modifikation und Verbesserung des vorhergehenden
Protokolls darstellen: Reverse Path Flooding (RPF) = Reverse Path Broadcasting (RPB) -
Truncated Reverse Path Broadcasting (TRPB) = Reverse Path Multicasting (RPM). Hier soll
nur das letzte und somit am meisten verfeinerte Protokoll vorgestellt werden: Das Reverse
Path Multicasting Protocol (RPM).

II1.3.1 Beschreibung des Algorithmus

Dem DVMRP liegt als Unicast der Distance Vector Routing Algorithm (DVRA) zugrunde.
Die Verwendung des DVMRP ist nur sinnvoll, wenn der DVRA fur das Unicast-Routing
verwendet wird, da sonst der zusatzliche Aufwand zu grof3 wird.

Beim DVRA speichert jeder Router einen Entfernungsvektor (distance vector) mit Eintrdgen
der Form (Ziel, Distanz, Ndchste-Hop-Adresse, Ndchste-Hop-Verbindung, Alter). Fur jedes
Ziel findet sich in diesem Vektor ein Eintrag, wobei Ziel einzelne Rechner, LANs, Subnetz-
werke oder ganze Teilnetzwerke sein konnen. Distanz ist die Entfernung zu Ziel, Néachste-
Hop-Adresse ist die Adresse des nidchsten Routers auf dem Weg zu Ziel und Nachste-Hop-
Verbindung ist die vom Router ausgehende Kante, die zum nichsten Router auf dem Weg zu
Ziel fuhrt. Alter ist ein Zahler, der im Laufe der Zeit hochgezahlt wird, und wenn er einen
bestimmten Wert erreicht hat, wird diese Information verworfen, weil davon ausgegangen
wird, dal3 sie veraltet ist.

In regelmaBigen Abstanden sendet jeder Router diesen Entfernungsvektor an jeden Router, mit
dem er direkt oder tiber ein LAN verbunden ist. Aus den Entfernungsvektoren seiner Nachbar-
Router kann jeder Router den kiirzesten Weg zu jedem Ziel herausfinden und baut entspre-
chend seinen eigenen Entfernungsvektor neu auf. Wenn nun eine Nachricht fiir ein Ziel S an-
kommt schickt der Router sie tiber die Néachste-Hop-Verbindung des Entfernungsvektoreintra-
ges fiir S weiter, was dem kiirzesten Weg zu S entspricht.

Fir eine ausfihrliche Beschreibung des DVRA verweise ich auf [RFC 1058].

Das hierauf autbauende Multicast-Protokoll funktioniert nun folgendermafen:

Da es sich um ein SBT-Verfahren handelt, mul3 fir jeden Sender von Multicast-Nachrichten
ein eigener minimaler Auslieferungsbaum aufgebaut werden. Solange ein Sender noch keine
Multicast-Nachricht geschickt hat, wird keinerlei Information fiir ihn in den Routern gespei-
chert. Wenn ein Multicast-Router S eine Multicast-Nachricht N senden will, schickt er sie tiber
alle von ithm ausgehenden Kanten an seine Nachbar-Router. Jeder Router, der diese Nachricht
tiber die Kante erhalt, die fiir ihn den kiirzesten Weg zu S bedeutet, sendet die Nachricht N
tiber alle seine Kind-Kanten bzgl. S weiter.
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Einschub zu Kind-Kante: Eine Kante ist Kind-Kante (eine Kante kann auch ein LAN sein)
eines Routers bzgl. Sender S, wenn er der Router an dieser Kante mit der geringsten Ent-
fernung zu S ist. Haben zwei Router an einer Kante die gleiche Entfernung zu S, ist sie die
Kind-Kante des Routers, der die kleinere Netzwerkadresse hat. Um diese Information zu
speichern, mu3 der Entfernungsvektor erweitert werden auf Eintrige der Form (Ziel,
Distanz, Ndchste-Hop-Adresse, Ncichste-Hop-Verbindung, Alter, Kinder). Kinder ist eine
Bitmap mit soviel Bits, wie der Router ausgehende Kanten hat. Das ist typischerweise eine
geringe Zahl. Ein Bit in Kinder ist auf 1 gesetzt, wenn die zugehorige Kante ein Kind-Kante
fur den Sender Ziel ist.

LAN a

z

Abbildung III-1: Beispiel zu Kind-Kanten: LAN a ist Kind-Kante fir Router X,
da seine Entfernung zu S mit 5 kleiner ist als die von Router y.
Eine Multicast-Nachricht von S wiirde also nur von S an LAN a
und somit an Router z weitergegeben werden.

Auf diese Weise ein relativ effizienter Broadcast von Sender S realisiert. Um nun den
Broadcast auf einen Multicast an die Gruppenteilnehmer der Multicast-Gruppe G, an die S
seine Multicast-Nachricht sendet, zu beschrinken, senden alle Router, die die Nachricht N
bekommen, aber weder Kind-Kanten bzgl. Sender S (sie sind somit Blattknoten bzgl. S) noch
Teilnehmer der Gruppe G in ihrem LAN haben, eine non-membership-report-Nachricht
(NMR) der Form (Sender S, Gruppe G, Alter 0) Uiber die Kante, iiber die sie die Nachricht N
bekamen, zuriick.

Ein Router, der eine NMR tuber eine Kind-Kante bekommt, speichert sie zusammen mit der
Information, iiber welche Kind-Kante diese NMR kam, zahlt periodisch den Alter-Zahler hoch
und sendet keine Multicast-Nachrichten von Gruppe G und Sender S mehr tber diese Kind-
Kante. Wenn der Alter-Zahler eine Schwelle Typgaier €rreicht, wird diese NMR verworfen und
es werden wieder Multicast-Nachrichten von Sender S an Gruppe G uber diese Kind-Kante
weitergeleitet.

Bekam ein Router uber alle seine Kind-Kanten eine NMR fiir den gleichen Sender S und die
gleiche Gruppe G, sendet er eine NMR tber die Kante zuriick, tiber die er die Nachricht N
bekam. Als Alter setzt er das Maximum der A/ter-Werte der NMR ein, die er bekam.
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Wenn sich bei einem Router ein Teilnehmer fiir eine Multicast-Gruppe, fiir die der Router vor
weniger als Tyuxaner €ine NMR gesendet hat, meldet, oder wenn der Router eine neue Kind-
Kante erhalt, sendet der Router der NMR eine cancellation-Nachricht hinterher, die die NMR
rickgingig macht, damit der neue Teilnehmer (bzw. Teilnehmer in der neuen Kind-Kante)
nicht bis zum Verfall der NMR warten muf3, bis er Nachrichten aus dieser Gruppe bekommt.

Eine cancellation-Nachricht muf3 ebenso wie eine NMR vom Empfanger bestatigt werden,
damit sicher angenommen werden kann, daB sie ihr Ziel erreicht hat.

Die NMR sind die einzigen Informationen, die ein Router speichern muf3, nachdem ein Sender
aktiv geworden ist. Schweigt ein Sender langer als Typxaier, SO Wurden alle NMR in den Rou-
tern verworfen und der Sender belegt keinen Speicherplatz mehr in den Routern. Allerdings
wird eine erneute Nachricht dieses Senders nun wieder an alle Router ausgeliefert, da der
Auslieferungsbaum nicht mehr zuriickgeschnitten ist.

II1.3.2 Bewertung des Algorithmus

II1.3.2.1 Notwendige Figenschaften

Dieser Algorithmus skaliert recht gut, wenn die Multicast-Gruppen eine grof3e Ausdehnung
uber das Netzwerk und viele Teilnehmer haben, also fiir weitverteilte, dichte Gruppen. Er
skaliert ebenso sehr gut fur ortlich stark begrenzte Gruppen, da dann die Entfernungsbegren-
zung eingesetzt werden kann. Auch fir Gruppen mit sehr wenigen Sendern und vielen Emp-
fangern skaliert er gut. Fir alle anderen Félle skaliert er schlecht bis sehr schlecht. Worst Case
wire fir thn eine weitverteilte, dinne Gruppe, in der jeder Teilnehmer immer wieder Nach-
richten an die Gruppe sendet.

Der Algorithmus arbeitet sehr verteilt. Die Informationen fir den Aufbau der einzelnen sen-
derbasierten Spannbaume werden schon in dem zugrunde liegenden Unicast-Protokoll ausge-
tauscht und kénnen vom Multicast-Protokoll einfach mitverwendet werden.

Die Anonymitiit der Multicast-Teilnehmer ist gewéahrleistet. JoinGroup und LeaveGroup sind
problemlos dynamisch moglich.

Mobilitiit von Sendern wird nicht unterstitzt: Wenn ein Sender das LAN wechselt und von
einem anderen LAN, das bisher keine Nachrichten an eine bestimmte Multicast-Gruppe sende-
te, Multicast-Nachrichten abschickt, mu3 zwar kein neuer senderbasierter Spannbaum aufge-
baut werden, da die Information schon vorhanden ist, aber wenn sich die Gruppe nicht tiber
das ganze Netzwerk erstreckt, entstehen hohe Kosten durch den Broadcast und die anschlie-
Bende NMR-Flut, die den Spannbaum zuriickschneidet.

Mobilitiit von Empfingern wird besser unterstiitzt: Der Multicast-Router des LANs, das der
Empfinger verlaf3t, muB3 sich nicht abmelden (LeaveGroup), nur evtl. bei den niachsten Multi-
cast-Nachrichten NMRs zuriickschicken. Der Multicast-Router des Ziel-LANs muf3 sich auch
nicht anmelden (JoinGroup), nur evtl. eine Reihe von cancellation-Nachrichten schicken, damit
die gewiinschten Multicast-Nachrichten wieder an thn weitergeleitet werden.
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II1.3.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.
Uber die Ordnung von Events kann keine Aussage gemacht werden.

II1.3.2.3 Wichtige Eigenschaften

Fehlertoleranz ist im Algorithmus keine vorgesehen. Fillt eine Kante oder ein Router aus,
sind jedoch nur die Multicast-Gruppen betroffen, deren senderbasierter Baum dadurch gestort
wird. Allerdings betrifft ein solcher Kanten- oder Routerausfall auch den darunterliegenden
DVRA. Dieser behilft sich damit, da3 in den nédchsten Distanzvektoren die Verschlechterung
der Pfade beriicksichtigt ist, wodurch fir die Nachrichtenauslieferung andere Pfade gewdhit
werden. Da der DVMRP auf diesen Distanzvektoren aufbaut, wird bei Kanten- oder Router-
ausfall die Verschlechterung automatisch berticksichtigt, indem manche Router ihre Kind-
Kanten an andere Router verlieren, was aber wieder viele NMRs hervorrufen kann. Auf diese
Weise wird ein gutes Stiick Fehlertoleranz erreicht.

Die Auslieferungsverzogerung ist sehr gering, da fiir jeden Sender ein optimaler Ausliefe-
rungsbaum mit geringstmoglicher Verzogerung aufgebaut wird.

Zu den Kosten ist zu sagen:

e Es wird sehr wenig Rechenzeit gebraucht, da zum Aufbau der einzelnen senderbasierten
Auslieferungsbdume lediglich in Tabellen nachgeschaut wird. Auch das Verschicken und
Bearbeiten der NMRs braucht sehr wenig Rechenzeit.

o Fur die benotigte Bandbreite gilt:

1.) Das Senden einer Multicast-Nachricht verbraucht im Prinzip nur sehr wenig Bandbrei-
te. Es ist jedoch teuer, dal3 die erste Multicast-Nachricht eines Senders, und dann in
Zeitabstanden von Typxaier jeweils mindestens eine weitere Multicast-Nachricht dieses
Senders (so er solche Nachrichten sendet), an ALLE Router im Netzwerk gesendet
wird.

2.) AuBerdem muB3 jeder Router in Zeitabstinden von Typxare fir jede Multicast-Gruppe,
die ihn nicht interessiert, und jeden Sender dieser Gruppe, der in diesem Zeitraum ge-
sendet hat, eine NMR senden. Zur Reduktion der benotigten Bandbreite wire also sehr
zu empfehlen, Tyaxaner Sehr grof3 zu wahlen, zumal der moglicherweise nachteilige Ef-
fekt, daB3 neue Teilnehmer von Gruppen auf das Verstreichen von Typxaier Warten miis-
sen, bis sie Nachrichten aus dieser Gruppe empfangen, durch die bestatigten cancellati-
on-Nachrichten aufgehoben wird. Somit konnen die Kosten bei sehr groBem Typaxaiter
vergleichsweise niedrig gehalten werden.

3.) Als weiterer Punkt zum Verbrauch der Bandbreite fallt auf, daB Wert darauf gelegt
wird, daf3 jede Kante mit jeder Multicast-Nachricht bedient wird. Dabei wire es doch
nur notig, dall jeder Knoten (Router) mit jeder Multicast-Nachricht bedient wird. So
kann es vorkommen, daB3 manche Knoten eine Multicast-Nachricht unnétigerweise
mehrfach erhalten, z.B. wenn in Abbildung III-1 statt LAN a eine direkte Verbindung
zwischen Knoten x und y vorhanden wire, wiirde Knoten y die Nachricht sowohl direkt
von Sender S als auch iiber Knoten x erhalten.
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e Der Speicherplatz, der in jedem Router gebraucht wird, ist prinzipiell gering: Fir die
Broadcast-Funktionalitit muf3 jeder Eintrag des vorhandenen Entfernungsvektors um eine
kleine Bitmap erweitert werden. Das fallt kaum ins Gewicht. Problematischer konnten aller-
dings die NMR-Eintrage werden, die der Router fiir das Zurtickschneiden der senderba-
sierten Broadcast-Baume auf senderbasierte Multicast-Baume speichern muf3. Da die maxi-
male Anzahl der NMR-Eintrage der Anzahl der in Tygxaier €rhaltenen Multicast-Nachrichten
multipliziert mit der maximalen Anzahl von Kind-Kanten entspricht, wére es zur Reduktion
des bendtigten Speicherplatzes in den Routern sinnvoll, ein kleines Typxarer zu Wéhlen, da-
mit die NMR-Eintrdge schneller wieder geloscht werden konnen. Dies ist vor allem fiir Sen-
der, die sehr selten oder gar nicht mehr senden von gro3em Vorteil. Leider kommt man da-
mit dem Wunsch nach Reduktion der benotigten Bandbreite ins Gehege.

II1.3.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist im Internet vorhanden und mit IGMP existiert auch
eine sehr gute API-Schnittstelle zum DVMRP.

Es gibt einen Parameter, den man an seine Bediirfnisse anpassen kann, der allerdings in der
Implementierung als Basisdienst bereits fest voreingestellt und fir die Anwendung nicht er-
reichbar ist: Tnaxalter

Wiahlt man Tyuxaner zu klein, resultiert ein sehr hoher Verbrauch an Bandbreite fir das hiufige-
re (unndtige) Senden der Multicast-Nachrichten an ALLE Router, sowie das Zuriicksenden
von vielen NMRs. Wéhlt man Tapsarer zu grof3, resultiert ein hoher Verbrauch von Speicher-
platz in den Routern, da NMR-Eintrage seltener verfallen und geloscht werden konnen. (siehe
auch Diskussion bei den Kosten des Algorithmus)

Allgemein kann man sagen, daB3 fiir weitverteilte, dichte Multicast-Gruppen und viele, selten
aktive Sender Tyuxaner €her gering angesetzt werden sollte, wiahrend das Gegenteil fiir diinne
Gruppen und wenige, hochaktive Sender gilt.

Es existiert eine Entfernungsbegrenzung fiir Multicast-Nachrichten, aber nicht die Moglich-
keit, eine maximale Lebensdauer festzulegen.
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II1.3.3 Kostenabschiatzungen fiur den DVMRP

¢ Rechenzeit in den Routern: sehr gering
e Speicherplatz in den Routern:

1.) Eine Erweiterung des vorhandenen Entfernungsvektors um die Bitmap Kinder auf Ein-
trage der Form (Ziel, Distanz, Ncichste-Hop-Adresse, Ndchste-Hop-Verbindung, Alter,
Kinder). Kinder ist eine Bitmap mit soviel Bits, wie der Router ausgehende Kanten hat.
Das ist typischerweise eine geringe Zahl.

2.) Einen NMR-Eintrag der Form (Sender, Gruppe, Alter, Kante) fiir jeden benachbarten
Router an einer Kind-Kante, der sich tiber eine unerwiinschte Multicast-Nachricht be-
schwert hat. Wieviele NMR-Eintrdge muf3 ein Router maximal speichern ? Die Anzahl
der in Taaxaner erhaltenen Multicast-Nachrichten multipliziert mit der maximalen Anzahl
von Kind-Kanten.

e CreateGroup (=erstes JoinGroup): Keine Nachrichten zwischen Routern
¢ JoinGroup: Evtl. eine Reihe von cancellation-Nachrichten
e LeaveGroup: Keine Nachrichten zwischen den Routern

e SendMulticast:
Die erste Multicast-Nachricht eines Senders, und dann in Zeitabstanden von Typxaiter jeweils
mindestens eine weitere Multicast-Nachricht dieses Senders (so er solche Nachrichten sen-
det), wird an ALLE Router im Netzwerk gesendet. Dazwischenliegende Sendungen werden
entsprechend den NMR-Eintrigen nur an Teile des Netzwerks gesendet.

¢ Verwaltungs-Overhead:
Jeder Router muB in Zeitabstdnden von Taaxaner fiir jede Multicast-Gruppe, die ihn nicht
interessiert, und jeden Sender dieser Gruppe, der in diesem Zeitraum gesendet hat, eine
NMR senden.

II1.3.4 Zusammenfassung fir den DVMRP

Der DVMREP ist sicherlich ein interessanter Multicast fiir die Verwendung im Eventmanage-
mentsystem. Vor allem sein Vorhandensein als Basisdienst und seine sehr schnelle Ausliefe-
rung, seine Fehlertoleranz, sowie seine vergleichsweise gute Skalierbarkeit geben thm zusam-
men mit der Entfernungskontrolle Vorteile gegentiber den bisher vorgestellten Multicasts.

Allerdings ware es bei der Verwendung in einem Eventmanagementsystem mit mobilen Teil-
nehmern sicher ein sehr teurer Ansatz, jeden sendewilligen Teilnehmer als Sender im Sinne des
DVMRP zuzulassen, da solche Teilnehmer sich ja bewegen konnen und es aulerdem potentiell
sehr viele Teilnehmer geben kann. Man konnte sich jedoch tberlegen, an jedem der Orte, an
denen sich Teilnehmer aufhalten konnen, eine , Sendestation” anzubringen, iber die die
Teilnehmer ihre Events senden konnen. Hiermit wéaren zumindest die Probleme Mobilitdt und
die grof3e Zahl der Sender reduziert.
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1.4 Link-State Multicast Routing (MOSPF)

Dieses Protokoll ist ein im Internet tibliches Multicast-Protokoll. Es wird in den Teilen des
Internet angewendet, in denen als Unicast-Algorithmus das OSPF-Verfahren (Open Shortest
Path First) verwendet wird. Das OSPF-Verfahren ist das bei weitem bekannteste Link-State-
Routing-Verfahren und wird in groBBen Teilen des Internet verwendet. Darum soll hier als
zugehoriges Multicast-Verfahren das MOSPF-Verfahren (Multicast Extensions for OSPF)
beschrieben werden. Dieses Protokoll gehort ebenfalls zur Klasse der SBT und ist in [Deering
90] und [Schreiber 95] beschrieben.

IIT1.4.1 Beschreibung des Algorithmus

Dem MOSPF liegt als Unicast das OSPF-Verfahren (Open Shortest Path First) zugrunde. Die
Verwendung des MOSPF ist nur sinnvoll, wenn das OSPF-Verfahren fiir das Unicast-Routing
verwendet wird, da sonst der zusitzliche Aufwand zu grof3 wird.

Beim Link-State-Routing-Verfahren beobachtet jeder Router den Zustand der Netzwerk-
verbindungen, die direkt von ihm ausgehen (z.B. deren Funktionsfihigkeit und Belastung).
Andert sich der Zustand einer solchen Verbindung, sendet der Router einen Broadcast an alle
anderen Router, in denen er ihnen eine aktuelle Beschreibung des Zustands seiner Verbindun-
gen mitteilt. Dieser spezielle Broadcast wird mit hoher Prioritét, schnell und zuverladssig aus-
gefiihrt. Jeder Router speichert die jeweils aktuelle Link-State-Nachricht aller anderen Router
und kann so mit dem Dijkstra-Algorithmus einen minimal spannenden Baum, dessen Wurzel er
selbst ist, errechnen und auf diese Weise entscheiden, welche Verbindung den kiirzesten Weg
zu einem beliebigen Ziel darstellt. Nachrichten, die er erhélt, kann er anhand dieser Informatio-
nen Uber die giinstigste Kante weiterschicken.

Fur eine ausfiihrliche Beschreibung des OSPF-Verfahrens verweise ich auf [RFC 1131].

Das hierauf autbauende Multicast-Protokoll funktioniert nun folgendermafen:

Da es sich um ein SBT-Verfahren handelt, mul3 fir jeden Sender von Multicast-Nachrichten
ein eigener minimaler Auslieferungsbaum aufgebaut werden. Hierzu erweitert jeder Multicast-
Router seine Link-State-Informationen um die bei an einer Verbindung (beispielsweise einem
LAN) prisenten Multicast-Gruppen. Andern sich diese Informationen, muf er - wie bei Ande-
rungen der Verbindungszusténde - aktuelle Link-State-Nachrichten broadcasten.

Weil sich die Information tiber vorhandene Multicast-Gruppen aber unter Umstdnden schnell
und sehr haufig dndern kann, und Broadcasts ziemlich teuer sind, sollte verhindert werden, dal3
bei jeder Anderung ein Broadcast der aktuellen Link-State-Nachricht vorgenommen wird. Statt
dessen sollte man nach dem Auftreten einer Anderung ein Zeitintervall abwarten, z.B. fiinf
Sekunden, und dann, wenn nicht ohnehin schon zwischendurch eine Link-State-Nachricht
gesandt werden muBte, alle in diesem Zeitintervall eingetretenen Anderungen der Multicast-
Gruppen akkumuliert in einer Link-State-Nachricht versenden.

Anhand der zusitzlichen Informationen iiber vorhandene Multicast-Gruppen kann jeder Router
fur jeden moglichen Sender mit Hilfe des Algorithmus von Dijkstra einen minimalen Multicast-
Auslieferungsbaum berechnen. Dies wird allerdings erst bei Bedarf getan: Wenn Sender-Router
S eine Multicast-Nachricht fiir Gruppe G senden will, berechnet er anhand der Informationen
tiber die Verteilung der Gruppenteilnehmer einen minimalen Auslieferungsbaum und sendet die
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Multicast-Nachricht tiber die entsprechenden, von ihm ausgehenden, Verbindungen. Jeder
Router, der diese Multicast-Nachricht erhilt, berechnet ebenso den minimalen Spannbaum fur
Sender S und Gruppe G und gibt die Nachricht dementsprechend weiter.

Weil das Berechnen von minimalen Spannbdumen nach Dijkstra relativ rechenaufwendig ist,
wird ein Cache eingefiihrt, der jeweils die Ergebnisse der letzten Spannbaum-Berechnungen
speichert. So mul3 fir sehr aktive Sender nicht stindig die Spannbaum-Berechnung durchge-
fithrt werden. Ein solcher Cache-Eintrag hat die Form (Sender, Gruppe, min-hops). Sender ist
der Sender der Multicast-Nachricht, Gruppe ist die Multicast-Gruppe, an die gesendet wird,
und min-hops ist ein Array, in dem fur jede von diesem Router ausgehende Verbindung die
minimale Entfernung des nichsten Teilnehmers dieser Multicast-Gruppe entlang dem minima-
len Spannbaum gespeichert ist. Ist iiber eine Verbindung kein Teilnehmer zu erreichen, findet
sich hier ein spezieller Wert, der fiir unendlich steht.

Der gesamte Cache mul} geleert werden, wenn der Router eine Link-State-Nachricht erhélt
und somit annehmen muf3, daB3 sich die Netzwerktopologie geandert hat.

Somit sieht der Algorithmus nun wie folgt aus:

Jeder Router der eine Multicast-Nachricht erhélt, sucht in seinem Cache, ob er einen Eintrag
fiir den betreffenden Sender und die betreffende Gruppe hat. Ist dies der Fall, sendet er die
Nachricht tiber alle von ithm ausgehenden Verbindungen weiter, bei denen die minimale Entfer-
nung des nichsten Teilnehmers kleiner oder gleich der Restentfernung ist, die fiir diese Multi-
cast-Nachricht noch erlaubt ist.

Hat der Router keinen entsprechenden Cache-Eintrag, muf3 er den minimalen Spannbaum fiir
den Sender und die Gruppe nach Dijkstra berechnen, speichert die Ergebnisse in einem Cache-
Eintrag und sendet, wie soeben beschrieben, die Nachricht weiter.

II1.4.2 Bewertung des Algorithmus

Bei der Bewertung des Algorithmus soll das teure Broadcasting, das zur Durchfiihrung des
zugrundeliegenden Unicast-Algorithmus immer wieder geschieht, auller Acht gelassen werden,
da dies ja auch ohne Einfithrung dieses Multicast-Algorithmus getan wird. Dieser Multicast-
Algorithmus nutzt also nur die vorliegenden Informationen.

I11.4.2.1 Notwendige Figenschaften

Dieser Algorithmus skaliert sehr gut (Ob das auch fiir den darunterliegenden Unicast gilt, soll
hier nicht betrachtet werden...), einzig die zusitzlichen Link-State-Nachrichten fiir gednderte
Multicast-Gruppenmitgliedschaften kénnen fiir groBe Netzwerke mit vielen Multicast-Gruppen
und hiufigen Anderungen der Teilnehmerschaft das Skalierungsverhalten beeintrichtigen.
Dieses Problem wird aber durch iiber einen Zeitraum akkumulierte Anderungsmeldungen in
einer einzigen Link-State-Nachricht (s.0.) entscharft.

Der Algorithmus arbeitet sehr verteilt. Die Informationen fir den Aufbau der einzelnen sen-
derbasierten Spannbaume werden schon in dem zugrunde liegenden Unicast-Protokoll ausge-
tauscht und konnen vom Multicast-Protokoll einfach mitverwendet werden. In jedem Router
wird ein eigener Auslieferungsbaum fiir jede Multicast-Nachricht errechnet.
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Die Anonymitiit der Multicast-Teilnehmer ist gewéahrleistet. JoinGroup und LeaveGroup sind
problemlos dynamisch moglich.

Mobilitiit von Sendern wird gut unterstitzt: Wenn ein Sender aus dem LAN, zu dem er
gewechselt hat, eine Multicast-Nachricht sendet, ist der einzige Nachteil gegeniiber dem Sen-
den aus dem vorigen LAN, das kein Router einen passenden Cache-Eintrag hat, und somit
jeder Router einen minimalen Spannbaum errechnen muf3. Aber das passiert fiir unbekannte
oder selten sendende Sender sowieso.

Mobilitéit von Empfingern wird schlechter unterstiitzt: Der Multicast-Router des LANSs, das
der Empfanger verlda3t, muB3 sich abmelden (LeaveGroup) und der Multicast-Router des Ziel-
LANs muf} sich anmelden (JoinGroup). Das bringt jeweils den Broadcast einer Link-State-
Nachricht mit sich. Dieses Problem wird aber durch iiber einen Zeitraum akkumulierte Ande-
rungsmeldungen in einer einzigen Link-State-Nachricht (s.0.) entschérft.

[11.4.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.
Uber die Ordnung von Events kann keine Aussage gemacht werden.

I11.4.2.3 Wichtige Eigenschaften

Die Fehlertoleranz dieses Algorithmus ist sehr gut. Fallt eine Kante oder ein Router aus, wird
dies sofort in aktuellen Link-State-Nachrichten vermerkt. Der Cache fir die Ergebnisse von
friheren Auslieferungsbaum-Berechnungen wird geloscht, und fiir alle weiterzusendenden
Multicast-Nachrichten wird anhand der aktuellen Link-State-Nachrichten ein neuer, fehlerfreier
Auslieferungsbaum berechnet.

Die Auslieferungsverzégerung ist im Prinzip sehr gering, da fiir jeden Sender ein optimaler
Auslieferungsbaum mit geringstmoglicher Verzogerung aufgebaut wird. Allerdings konnen die
Verzogerungen, die durch die Berechnungen von Auslieferungsbaumen in jedem Router ent-
stehen, die Auslieferungszeit stark beeinflussen. In [Deering 90] wird geschitzt, da3 diese
Verzogerungen pro Router in einem typischen Internetzwerk unter fiinf Millisekunden liegen.

Zu den Kosten ist zu sagen:

e Es wird relativ viel Rechenzeit gebraucht, da in jedem Router fiir jede Multicast-Nachricht,
fur die kein Cache-Eintrag existiert, ein minimaler Spannbaum errechnet werden muf3.

e Der Algorithmus braucht sehr wenig Bandbreite (was man von dem darunterliegenden
Unicast nicht behaupten kann), nur die zusitzlichen Link-State-Nachrichten, die bei
Anderungen der in einem LAN vorhandenen Gruppen versendet werden, sind teuer. Aber
diese Kosten konnen durch iiber einen Zeitraum akkumulierte Anderungsmeldungen in einer
einzigen Link-State-Nachricht (s.0.) stark reduziert werden.

e Der Speicherplatz, der in jedem Router gebraucht wird, ist prinzipiell gering: Die Erweite-
rung der vorhandenen Link-State-Eintrage diirfte kaum ins Gewicht fallen und die Grof3e
des Cache fiir die Ergebnisse aus friheren Spannbaum-Berechnungen kann den Bedirfnis-
sen entsprechend (im Trade-Off mit dem Rechenzeitverbrauch) gewéhlt werden.
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[11.4.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist im Internet vorhanden und mit IGMP existiert auch
eine sehr gute API-Schnittstelle zum DVMRP.

Es gibt zwei Parameter, den man an seine Bediirfnisse anpassen kann, die allerdings in der
Implementierung als Basisdienst bereits fest voreingestellt und fir die Anwendung nicht er-
reichbar sind:

1)

2)

Die Grof3e des Caches in jedem Router, in dem frihere Spannbaum-Berechnungen gespei-
chert werden. Wird dieser Cache sehr grof3 angelegt, kostet das viel Speicherplatz im
Router, dafiir wird aber Rechenzeit gespart, da haufiger Spannbaum-Informationen im
Cache gefunden werden und der Router seltener minimale Spannbdume berechnen mulf,
was eine teure Operation ist. Wird der Cache klein angelegt, spart das Speicherplatz auf
Kosten der benotigten Rechenzeit und der damit verbundenen Verzogerung von Multi-
cast-Nachrichten.

Der Zeitraum, in dem Anderungen der in einem LAN vorhandenen Gruppen gesammelt
werden, bevor sie als akkumulierte Link-State-Nachricht per Broadcast an alle Router ge-
sendet werden. Wahlt man dieses Intervall sehr gering, wird das Netzwerk durch haufige
Broadcasts stiarker belastet. Wahlt man ihn sehr grof3, wird die Netzwerkbelastung ent-
sprechend niedriger, zumal die Wahrscheinlichkeit steigt, dal3 keine zusitzlichen Link-
State-Nachrichten wegen solcher Anderungen gesendet werden miissen, weil diese inzwi-
schen durch eine Link-State-Nachricht, die von der Unicast-Ebene initiiert wurde, ver-
breitet wurden. Nachteilig ist hier nur, daB3 evtl. Multicast-Nachrichten an LANs geschickt
werden, in denen es schon ldnger keinen Teilnehmer dieser Gruppe mehr gibt, wihrend
neue Teilnehmer in anderen LANs linger warten mussen, bis sie erste Nachrichten von
dieser Gruppe erhalten.

Es existiert eine Entfernungsbegrenzung fiir Multicast-Nachrichten, aber nicht die Moglich-
keit, eine maximale Lebensdauer festzulegen.
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II1.4.3 Kostenabschatzungen fiir den MOSPF

¢ Rechenzeit in den Routern: In jedem Router muf3 fiir jede Multicast-Nachricht, die ithn

erreicht, ein minimaler Spannbaum nach Dijkstra berechnet werden, falls es keinen Cache-

Eintrag fiir den Sender und die Gruppe der Multicast-Nachricht gibt. Dies ist eine relativ

teure Operation. Die Haufigkeit ihres Auftretens hangt von der GroBBe des Caches und der

Anzahl der Sender und der Gruppen ab.

Speicherplatz in den Routern:

1.) Eine Erweiterung der vorhandenen Link-State-Eintrage um die Information, welche
Multicast-Gruppen an dieser Verbindung vertreten sind. Das sollte nicht allzu schwer
ins Gewicht fallen.

2.) Ein Cache, in dem die Ergebnisse der letzten Spannbaum-Berechnungen gespeichert
sind, damit fiir sehr aktive Sender nicht stindig die Spannbaum-Berechnung durchge-
fithrt werden muf3. Ein Cache-Eintrag hat die Form (Sender, Gruppe, min-hops). Sen-
der 1st der Sender der Multicast-Nachricht, Gruppe ist die Multicast-Gruppe, an die ge-
sendet wird, und min-hops ist ein Array, in dem fiir jede von diesem Router ausgehende
Verbindung die minimale Entfernung des ndchsten Teilnehmers dieser Multicast-
Gruppe entlang dem minimalen Spannbaum gespeichert ist.

CreateGroup (=erstes JoinGroup), JoinGroup, LeaveGroup:

Broadcast einer zusitzlichen Link-State-Nachricht an ALLE Router. Dies kann aber mit
akkumulierten Anderungsmeldungen fiir ganze Zeitintervalle, z.B. fiinf Sekunden, zusam-
mengefal3t werden (s.0.), wodurch die Anzahl der teuren Broadcasts stark reduziert wird.

SendMulticast:

Optimal im Sinne des Verbrauchs an Bandbreite. Allerdings muf3 allen Routern, die auf dem
senderbasierten Auslieferungsbaum liegen, ein minimaler Spannbaum nach Dijkstra berech-
net werden, falls es keinen Cache-Eintrag fiir den Sender und die Gruppe der Multicast-
Nachricht gibt. Dies ist eine relativ teure Operation.

e Verwaltungs-Overhead: keiner
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II1.4.4 Zusammenfassung fir den MOSPF

Der MOSPF ist ebenso wie der DVMRP durch sein Vorhandensein als Basisdienst und seine
schnelle Auslieferung, seine sehr gute Fehlertoleranz, sowie seine gute Skalierbarkeit sicherlich
ein interessanter Multicast fiir die Verwendung im Eventmanagementsystem. Sein Problem ist
vor allem, daB3 das héaufige Broadcasting des darunterliegenden Unicasts eine Skalierbarkeit
tiber grofBere Netzwerke unmoglich macht.

Wiirde man den MOSPF fiir ein Eventmanagementsystem mit mobilen Teilnehmern verwen-
den, wire es allerdings teuer, jeden Teilnehmer als Empféanger im Sinne des DVMRP zuzulas-
sen, da solche Teilnehmer sich ja bewegen konnen und die Mobilitat von Empféngern nicht
unbedingt kostengiinstig beim MOSPF ist. Man konnte sich jedoch - analog zum DVMRP -
tiberlegen, an jedem der Orte, an denen sich Teilnehmer authalten konnen, eine , Empfanger-
station® anzubringen, die den Teilnehmern, die sich in ithrer Nihe befinden, ihre Events weiter-
geben konnte.
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II1.5 Core-based Trees (CBT)

In [Ballardie 93] wird ein Multicast-Algorithmus beschrieben, der eine bessere Alternative zum
IP-Multicast bieten soll. Verbesserungen sollen vor allem in dem Verbrauch an Bandbreite, in
der Einfachheit, der Effizienz, sowie in der besseren Skalierbarkeit und der Unabhéngigkeit
vom darunterliegenden Unicast liegen. Dieser Multicast gehort zur Klasse der MST-
Algorithmen. [Schreiber 95] erwahnt CBT als Alternative zum DVMRP und MOSPF.

II1.5.1 Beschreibung des Algorithmus

Der zentrale Punkt in der CBT-Architektur ist ein speziell ausgezeichneter Router, der Core-
Router. Fur jede Multicast-Gruppe existiert ein solcher Core-Router. Die Adresse des Core-
Routers erfihrt man, indem man an den Domain Name Server (DNS) eine Anfrage mit dem
Gruppennamen (z.B. cbttalk.cs.ucl.ac.uk) sendet. Der DNS gibt auf eine solche Anfrage die
Adresse des Core-Routers sowie die ID der Multicast-Gruppe zurtck.

Die Baumstruktur einer Multicast-Gruppe wird aufgebaut, indem jeder Router, der zum Aus-
lieferungsbaum gehort, seinen parent-Knoten (das ist der von ihm aus nichste Knoten in
Richtung Core-Router) sowie seine child-Knoten (seine Kindknoten in Bezug auf den Auslie-
ferungsbaum) speichert.

Ein JoinGroup wird durchgefiihrt, indem eine join-request-Nachricht zum ndchsten Router
auf dem Weg zum Core-Router gesendet wird. Dies kann z.B. durch eine Unicast-Nachricht an
den Core-Router mit einer Entfernungsbegrenzung von einem Hop geschehen. Die join-
request-Nachricht wird auf diese Weise immer einen Schritt weiter auf dem Weg zum Core-
Router geschickt, bis sie auf einen Router trifft, der Teil des Auslieferungsbaumes fiir diese
Gruppe oder der Core-Router selbst ist. Wenn dieser Router entscheidet, den neuen Teilneh-
mer zuzulassen, aktualisiert er seine Baumstrukturinformationen und schickt er auf gleiche
Weise schrittweise eine join-ack-Nachricht zum neuen Teilnehmer. Alle Router, an denen die
Jjoin-ack-Nachricht vorbeikommt, merken sich, daf3 sie Non-Core-Router fiir die entsprechende
Gruppe sind und speichern parent-Knoten und child-Knoten. Non-Core-Router sind Router
auf dem direkten Weg zwischen dem Core-Router und einem Teilnehmer der Gruppe. Erst
durch die join-ack-Nachricht wird also der neue Zweig aufgebaut. Wenn ein Router eine join-
request-Nachricht gesendet hat und auf eine join-ack-Nachricht wartet, wahrenddessen aber
selbst join-request-Nachrichten bekommt, muf3 er diese zwischenspeichern, bis er weil, ob er
zum Auslieferungsbaum gehort oder nicht.

Ein LeaveGroup geschieht, wenn ein Multicast-Router keinen Teilnehmer der Gruppe in
seinem LAN mehr hat, und er in bezug auf diese Gruppe ein Blattknoten im Auslieferungs-
baum ist, also keine child-Knoten mehr hat. Dann sendet eine quit-request-Nachricht an seinen
parent-Knoten, worauf dieser im eine quif-ack-Nachricht zuriicksendet, thn aus seiner child-
Knoten-Liste 16scht und iiberprift, ob er selbst ein LeaveGroup durchfithren kann.

Ein SendMulticast wird ausgefiihrt, indem die Multicast-Nachricht zum parent-Knoten und
allen child-Knoten gesendet wird. Jeder Router, der eine Multicast-Nachricht erhélt, sendet sie
an parent-Knoten und child-Knoten auler dem Knoten, von dem er sie bekam. Auf diese Wei-
se wird die Multicast-Nachricht iiber den gesamten Baum verbreitet.
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Fehlertoleranz:

Knoten eines Auslieferungsbaumes testen in regelmaffigen Zeitabstdnden, ob ihre parent-
Knoten noch erreichbar sind. Dies geschieht durch periodisch gesendete Echonachrichten an
diese benachbarten Knoten. Stellt ein Knoten fest, daf3 sein parent-Knoten nicht mehr erreich-
bar ist, versucht er durch eine join-request-Nachricht in Richtung Core-Router, den Ausliefe-
rungsbaum Uber einen anderen parent-Knoten wiederherzustellen. Ist dies nicht méglich, wird
eine flush-tree-Nachricht an den unter ihm liegenden Teil des Baumes gesendet, worauf jeder
Knoten selbst versucht, eine Verbindung zum Core-Router herzustellen.

Um dem groBlen Nachteil des Core-Routers als Single-Point-Of-Failure entgegenzuwirken,
wird das Protokoll erweitert: Statt nur einem Core-Router wird eine Liste von Routern als
Core-List verwaltet. Diese Router sind nach einer Prioritdt geordnet und der Listenerste ist der
Core-Router. Fillt dieser aus, und kann er auch nicht tiber andere Wege erreicht werden, wird
versucht, einen Spannbaum mit dem nichsten Router in der Core-List als Core-Router aufzu-
bauen.

II1.5.2 Bewertung des Algorithmus

II1.5.2.1 Notwendige Figenschaften

Als MST-Algorithmus skaliert dieser Algorithmus recht gut, da pro Router nur ein Tabellen-
eintrag fiir jede Multicast-Gruppe in deren Auslieferungsbaum er auftritt, erforderlich ist. Es
finden auch keine teuren Broadcasts oder anderer teurer Verwaltungs-Overhead statt.

Der Algorithmus arbeitet nicht sehr verteilt. Er braucht eine zentrale Instanz, den Core-
Router, der als Anlaufpunkt fur alle Operationen benotigt wird. Das fithrt einen Single-Point-
Of-Failure ein, der mithsam mit Hilfskonstrukten, wie der Core-List, beseitigt werden soll.

Die Anonymitiit der Multicast-Teilnehmer ist gewéahrleistet. JoinGroup und LeaveGroup sind
problemlos dynamisch moglich.

Mobilitiit von Sendern wird sehr gut unterstitzt: Wenn ein Sender aus dem LAN, zu dem er
gewechselt hat, eine Multicast-Nachricht sendet, schickt er sie in Richtung Core-Router, und
ab der Stelle, an der sie auf den Auslieferungsbaum trifft, wird sie effizient tiber diesen Baum
verteilt.

Mobilitiit von Empfingern wird auch gut unterstiitzt: Der Multicast-Router des LANs, das
der Empfanger verld3t, muf3 sich abmelden (LeaveGroup), was im schlechtesten Fall ein paar
quit-request-Nachrichten nach sich zieht, und der Multicast-Router des Ziel-LANs muf3 sich
anmelden (JoinGroup), was im schlimmsten Fall einen join-request-Unicast bis zum Core-
Router sowie einen join-ack-Unicast zurick zum Multicast-Router des Ziel-LANs mit sich
bringt. Das ist nicht sehr teuer.

II1.5.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.
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Uber die Ordnung von Events kann keine Aussage gemacht werden. Allerdings kénnte man
den Algorithmus sehr leicht zu einem Algorithmus, der Totalordnung bietet, umwandeln,
indem alle zu sendenden Nachrichten direkt an den Core-Router gesendet und von dort tiber
den Auslieferungsbaum verbreitet werden (unter der Annahme, da3 Nachrichten, die bei einem
Router ankommen, in FIFO-Ordnung von ihm weitergegeben werden und sich so nicht tber-
holen koénnen).

Auf diese Weise wird auch in dem verteilten Betriebssystem Amoeba eine Gruppenkommuni-
kation mit Totalordnung realisiert [Kaashoek 91]: Der Sender einer Multicast-Nachricht sendet
diese an einen Sequencer-Prozel3, der die Nachricht dann als Multicast Uiber einen minimalen
Spannbaum an alle Teilnehmer dieser Multicast-Gruppe ausliefert.

Allerdings wird mit diesem Verfahren zur Einfiihrung der Totalordnung die Auslieferungsver-
zdgerung etwas erhoht.

II1.5.2.3 Wichtige Eigenschaften

Die Fehlertoleranz dieses Algorithmus ist wegen dem Core-Router als Single-Point-Of-
Failure sehr schlecht. Fallt eine Kante im Spannbaum oder ein Router aus, ist die ganze Multi-
cast-Gruppe kritisch getroffen. Dieser grof3e Nachteil wird durch die Einfithrung der Core-List
mit Stellvertretern fiir den Core-Router entscharft. Die betroffenen Router miissen allerdings
explizit ihre Multicast-Gruppen durch join-request-Nachrichten neu anmelden. Immerhin ist
der Ausfall von Kanten und parent-Knoten im Algorithmus bereits angedacht, und es werden
entsprechende Losungsmoglichkeiten geboten.

Die Auslieferungsverzégerung ist nicht so hoch wie beim SST-Verfahren, da nicht ein einzi-
ger Spannbaum fur alle Multicast-Gruppen verwendet, sondern fiir jede Gruppe ein eigener
optimaler Spannbaum aufgebaut wird. Dennoch schlidgt der prinzipbedingte Nachteils von
MST-Verfahren zu Buche, namlich, da3 ein einziger Auslieferungsbaum fir alle Sender
zwangslaufig langere Wege und somit hohere Auslieferungsverzogerungen mit sich bringt.

Zu den Kosten ist zu sagen:

e Es wird sehr wenig Rechenzeit gebraucht, da kein minimaler Spannbaum berechnet werden
mul3 und auch sonst keine Rechenzeit benotigt wird.

e Der Algorithmus braucht wenig Bandbreite. Die einzigen Mehrkosten gegeniiber dem
absoluten Optimum sind gelegentliche Echonachrichten der Router an ihre parent-Knoten,
um zu uberprifen, ob diese noch erreichbar sind. Das ist nicht allzu teuer.

e Der Speicherplatz, der in jedem Router gebraucht wird, ist relativ gering: In jedem Router
mul} fiir jede Multicast-Gruppe, zu der er gehort, oder fiir die er Non-Core-Router ist, ein
Datensatz der Form (parent-Knoten, child-Knoten, child-Knoten, ...) gehalten werden. Das
ist ein nicht sehr viel.
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II1.5.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist nicht vorhanden. Es existiert nur der Algorithmus,
der entsprechend programmiert werden mif3te. Da es noch keine Implementierung gibt, kann
auch keine Aussage uiber die Komplexitdt der API-Schnittstelle gemacht werden.

Der Algorithmus bietet einen Parameter an: Der Zeitabstand, nach dem jeder Router seine
parent-Knoten mit Hilfe von Echonachrichten fragt, ob sie noch lebendig sind. Wird er zu grol3
gewidhlt, fillt ein Rechnerausfall und somit das Ausbleiben von Multicast-Nachrichten erst spét
auf, wird er zu klein gewahlt, wird Bandbreite fiir Giberfliissige Echonachrichten vergeudet.

Es gibt weder eine Entfernungsbegrenzung noch eine maximale Lebensdauer fur Events.

II1.5.3 Kostenabschdtzungen fiir den CBT

¢ Rechenzeit in den Routern: sehr gering.

e Speicherplatz in den Routern:
In jedem Router fur jede Multicast-Gruppe, zu der er gehort, oder fur die er Non-Core-
Router ist, ein Datensatz der Form (parent-Knoten, child-Knoten, child-Knoten, ...). Das
ist ein geringer Bedarf an Speicherplatz.

e CreateGroup:
Entspricht dem (manuellen) Auswihlen der Router fur die Core-List, also des Core-Routers
und seiner Stellvertreter. Dann muf3 die Core-List zusammen mit der ID der Gruppe beim
DNS unter dem Eintrag fiir den Gruppennamen angemeldet werden. Die Kosten hierfiir ent-
sprechen einem Unicast und sind somit gering.

¢ JoinGroup, LeaveGroup: Unicast von maximal der Lange des Weges zum Core-Router.

e SendMulticast:
Optimal geringer Verbrauch an Bandbreite. Direktes Verteilen tiber die Baumstruktur.

e Verwaltungs-Overhead: Periodische Echonachrichten von jedem Router an alle parent-
Knoten seiner Multicast-Gruppen. Dies kann in groBBeren Zeitabstinden passieren und ist
deshalb nicht allzu teuer.

II1.5.4 Zusammenfassung fur den CBT

Der CBT ist aufgrund seiner sehr guten Skalierbarkeit, seiner guten Unterstiitzung von Mobi-
litdt, seiner sehr geringen Kosten und der leichten Aufsetzbarkeit einer Totalordnung von
Events sicher ein sehr interessanter Ansatz. Was den guten Eindruck aber triibt, sind die
schlechte Verteiltheit des Algorithmus, sowie die fehlende Verfiigbarkeit als Basisdienst. Aus
diesen Grunden ist von einer Verwendung fir das Eventmanagementsystem wohl doch abzuse-
hen.
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II1.6 Protocol Independent Multicast-Sparse Mode (PIM-SM)

In [Deering 95] wird ein Multicast-Algorithmus beschrieben, der die Vorteile des CBT-
Multicast weiter verbessern soll: PIM.
PIM besteht aus zwei Teilen: PIM-SM (PIM-Sparse Mode) und PIM-DM (PIM-Dense Mode).

PIM-DM [Deering 97] entspricht im grof3en und ganzen dem bisherigen Internet-Multicast-
Verfahren DVMRP. Der einzige Unterschied ist, dal Multicast-Nachrichten, die iber die
Kante des kurzesten Weges zum Sender kamen, an alle anderen Kanten des Routers weiterge-
geben werden, statt, wie bei DVMRP, nur an die Kind-Kanten des Routers. Dieser zusétzliche
Overhead wurde in Kauf genommen, um unabhingig vom zugrundeliegenden Unicast-
Protokoll zu sein.

Da PIM-DM dem DVMRP entspricht und zudem bisher nur den Status eines Internet Draft
hat, soll in diesem Kapitel allein PIM-SM betrachtet werden. Fiir eine Vorstellung von
DVMRP und eine Diskussion seines Aufwandes siehe Kapitel I11.3.

Die groB3e Neuigkeit bei PIM-SM [RFC 2117] ist, daB dies ein MST-Algorithmus ist, der auf
Wunsch des Multicast-Empfiangers fiir bestimmte (sehr aktive) Sender in einen SBT-Modus
gehen kann, so daB fiir diese Sender ein senderbasierter Auslieferungsbaum aufgebaut wird.
Dies verspricht hohere Effizienz, Kostenersparnis und sehr geringe Auslieferungszeiten fur
bestimmte Sender, aullerdem eine bessere Fehlertoleranz der Sender, die im SBT-Modus
senden, da ein Knoten- oder Kantenausfall im MST diese Sender nicht betreffen muf3. PIM-SM
verspricht somit die Nutzung sowohl der Vorteile der MST als auch der SBT. Im Vordergrund
stand beim Entwurf von PIM-SM die Unterstiitzung von diinnen Gruppen, die nur tber Teilbe-
reiche des Internet verbreitet sind, da DVMRP und MOSPF gerade hier grofBe Schwiachen
zeigen.

Da PIM ein Projekt der Internet Engineering Task Force ist (PIM-DM ist derzeit Internet
Draft, wiahrend PIM-SM bereits RFC ist) und neben der Autorenschaft des , Multicast-Gurus™
Stephen Deering auch von der bekannten Router-Firma Cisco unterstiitzt wird (In der neuen
Generation von Cisco-Routern ist PIM bereits implementiert), ist zu erwarten, dal3 PIM tber
kurz oder lang in groBBeren Teilen des Internet eingesetzt werden wird.

- 44 -



Atde S 4 AVIVWAL AWMV A AV AL LYV A O R P AV AV A Y LY ES

II1.6.1 Beschreibung des Algorithmus

Der Algorithmus von PIM-SM besteht aus zwei Teilen:

e Der MST-Modus ist der Default-Zustand und baut einen MST auf, iiber den alle Multicast-
Nachrichten einer Gruppe ausgeliefert werden. Dies funktioniert dhnlich wie bei CBT.

e Der SBT-Modus wird genutzt, wenn die Datenrate eines Senders eine bestimmte Grenze
uiberschreitet oder der Multicast-Router eines LANs anhand anderer Griinde entscheidet,
dal er einen senderbasierten Baum von diesem Sender aufbauen will.

Wie in der CBT-Architektur gibt es auch bei PIM-SM einen speziell ausgezeichneter Router,
der sich Rendezvous Point (RP) nennt. Fiir jede Multicast-Gruppe existiert ein solcher RP. Die
Adresse des RP jeder Multicast-Gruppe ist jedem Multicast-Router bekannt. Ein Multicast-
Router bekommt diese Informationen von einem Bootstrap-Router (BSR), von dem es in jeder
Region genau einen gibt. Bei diesem melden sich alle RP-Kandidaten an und senden ihm re-
gelmafig eine Nachricht, die besagt, dal3 sie noch lebendig sind. Der BSR baut aus diesen
Informationen ein RP-Set auf, das fir jede Multicast-Gruppe genau einen (lebendigen) RP
enthélt, und das er an alle Multicast-Router sendet. So wissen alle Multicast-Router, welcher
Router der aktive RP fiir eine bestimmte Multicast-Gruppe ist.

Wie bei CBT wird auch hier die Baumstruktur einer Multicast-Gruppe aufgebaut, indem jeder
Router, der zum Auslieferungsbaum gehort, seinen parent-Knoten (das ist der von ihm aus
nédchste Knoten in Richtung Core-Router bzw. RP) sowie seine child-Knoten (seine Kindkno-
ten in Bezug auf den Auslieferungsbaum) speichert.

PIM-SM baut alle seine Auslieferungsbaume empfangerbasiert auf, d.h. ein (senderbasierter)
Auslieferungsbaum wird aufgebaut, indem vom Empfinger eine join-Nachricht schrittweise
(also Router fur Router, bzw. Hop fiir Hop) in Richtung Sender gesendet wird, bis sie beim
Sender selbst ankommt oder auf einen Router trifft, der bereits Teil des senderbasierten Aus-
lieferungsbaumes dieses Senders fur diese Gruppe ist. Hierbei wird automatisch der Ausliefe-
rungsbaum auf den neuen Teilnehmer erweitert, d.h. alle dazwischenliegenden Router legen fiir
diesen Sender und diese Gruppe einen Eintrag fiir parent- und child-Knoten an.

Ebenso wird das Abbauen bzw. Zuriickschneiden eines Auslieferungsbaum durch den Empfan-
ger initilert: Wenn ein Multicast-Router keinen Teilnehmer der Gruppe in seinem LAN mehr
hat, und er in bezug auf diese Gruppe ein Blattknoten im (senderbasierten) Auslieferungsbaum
ist, also keine child-Knoten mehr hat, dann sendet er eine prune-Nachricht an seinen parent-
Knoten, worauf dieser ihn aus seiner child-Knoten-Liste 16scht und iiberpriift, ob er selbst eine
prune-Nachricht weiterschicken muf3.
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Das Protokoll selbst funktioniert nun folgendermal3en:

Im MST-Modus, der die Voreinstellung bei PIM-SM ist, sendet ein Multicast-Router bei
einem neuen JoinGroup eine join-Nachricht schrittweise in Richtung des RP dieser Gruppe,
wird so an den senderbasierten Auslieferungsbaum des RP angeschlossen und erhilt in Zukunft
alle Multicast-Nachrichten dieser Gruppe tuber den RP. Bei einem LeaveGroup sendet der
Multicast-Router eine prune-Nachricht an seinen parent-Knoten und erhélt nun keine Multi-
cast-Nachrichten dieser Gruppe mehr, weil er vom Auslieferungsbaum des RP abgeschnitten
wurde.

Will ein Sender eine Multicast-Nachricht an eine Multicast-Gruppe senden, muf3 er eine regi-
ster-Nachricht an den RP dieser Gruppe senden. Die register-Nachricht ist ein direkter Unicast
an den RP (kein schrittweises Senden wie bei join- und prune-Nachrichten). In der register-
Nachricht ist die zu sendende Multicast-Nachricht gekapselt. Wenn der RP die register-
Nachricht erhalt, registriert er den Sender als Multicast-Sender dieser Multicast-Gruppe. Falls
die Senderate dieses neuen Senders hoch genug ist, baut der RP eine Verbindung zu ihm auf,
indem er ithm schrittweise eine join-Nachricht sendet. Hierbei ist also der RP der Empfanger
eines senderbasierten Baumes. Nun kann der Sender Nachrichten senden, die alle beim RP
ankommen, worauf dieser sie iiber den senderbasierten Baum, dessen Sender er ist, an die
Teilnehmer der Gruppe weiterleitet.

Nun kann es vorkommen, dal}3 ein Multicast-Router entscheidet, dal3 er fiir einen bestimmten
Sender S in den SBT-Modus gehen will, d.h. daB3 er die Multicast-Nachrichten dieses Senders
direkt von ihm erhalten will, statt iiber den RP, z.B. weil das Nachrichtenvolumen dieses Sen-
ders eine bestimmte Schwelle tiberstiegen hat, oder weil er auf eine geringere Auslieferungs-
verzogerung angewiesen ist. Dann sendet er eine join-Nachricht schrittweise an den Sender S
und wird somit in dessen senderbasierten Auslieferungsbaum aufgenommen. Wenn der Multi-
cast-Router die erste Nachricht direkt von S erhalten hat, weil3 er, dal3 seine Aufnahme in den
Auslieferungsbaum von S vollzogen ist. Dann sendet er eine prune-Nachricht an seinen parent-
Knoten bzgl. dem RP, in der er mitteilt, dal3 er zwar noch Multicast-Nachrichten dieser Gruppe
erhalten will, aber keine Nachrichten, die von Sender S stammen (da er sie ja nun direkt erhélt).
Will der Multicast-Router fiir Sender S wieder in den MST-Modus wechseln, sendet er einfach
eine prune-Nachricht Richtung S und eine join-Nachricht an seinen parent-Knoten bzgl. dem
RP, in der er mitteilt, dal3 er wieder Nachrichten des Senders S zugestellt bekommen haben
will.

Um die Fehlertoleranz zu erhohen, werden join-, prune- und register-Nachrichten in periodi-
schen Zeitabstanden wiederholt. Um nicht zu viel Bandbreite zu verbrauchen, kann der Zeitab-
stand von der Netzlast abhingig gemacht werden. Mehrere hintereinander ausbleibende Wie-
derholungsnachrichten fithren dazu, daB ihre Wirkung, z.B. ein JoinGroup, riickgéngig
gemacht wird.

Diese Beschreibung des PIM-SM soll nur einen kurzen Uberblick geben, weshalb ich nicht auf
die Einzelheiten der verschiedenen Nachrichtentypen und Datenstrukturen eingehen mochte.
Das wiirde viel Platz beanspruchen und ist nicht wesentlich im Rahmen dieser Arbeit. Fur
ausfiihrliche Informationen verweise ich auf [RFC 2117].
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II1.6.2 Bewertung des Algorithmus

I11.6.2.1 Notwendige Figenschaften

Dieser Algorithmus ist darauf angelegt, daf3 er gut skalieren soll. Wenn nur vergleichsweise
wenige Sender im SBT-Modus betrieben werden, also eigene senderbasierte Baume aufbauen,
trifft dies auch vollig zu.

Der Algorithmus arbeitet nicht sehr verteilt. Er braucht eine zentrale Instanz, den RP, der als
Anlaufpunkt fur alle Operationen im MST-Modus bendtigt wird. Das fiihrt einen Single-Point-
Of-Failure ein, der mit Hilfskonstrukten, wie dem RP-Set, das der BSR regelméBig versendet,
beseitigt wird. Dies gelingt besser als beim CBT.

Die Anonymitiit der Multicast-Teilnehmer ist gewéahrleistet. JoinGroup und LeaveGroup sind
problemlos dynamisch moglich.

Mobilitit von Sendern wird nicht unterstiitzt: Wenn ein Sender wechseln will, mul3 er den
senderbasierten Baum, dessen Sender er ist, abbauen und alle Teilnehmer, die von ihm Nach-
richten im SBT-Modus empfangen, veranlassen, sich wieder an den RP zu wenden. Das An-
melden im Ziel-LAN entspricht dann nur einem Unicast von der doppelten Entfernung zum RP
(register-Nachricht und join-Nachricht).

Mobilitiit von Empfingern wird relativ gut unterstiitzt: Der Multicast-Router des LANs, das
der Empfanger verld3t, muB3 sich abmelden (LeaveGroup), was im schlechtesten Fall einige
prune-Nachrichten nach sich zieht (auch an alle Sender im SBT-Modus), und der Multicast-
Router des Ziel-LANs muf3 sich anmelden (JoinGroup), was im schlimmsten Fall eine join-
Nachricht bis zum RP mit sich bringt. Das ist nicht allzu teuer.

[11.6.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.

Uber die Ordnung von Events kann keine Aussage gemacht werden. Wenn alle Teilnehmer
einer Multicast-Gruppe ihre Multicast-Nachrichten im MST-Modus empfangen wiirden, wére
eine implizite Totalordnung gegeben (unter der Annahme, daf3 Nachrichten, die bei einem
Router ankommen, in FIFO-Ordnung von ihm weitergegeben werden und sich so nicht tber-
holen konnen). Sobald aber ein Empféanger von einem Sender Nachrichten im SBT-Modus
empfangt, gilt dies nicht mehr.
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II1.6.2.3 Wichtige Eigenschaften

Die Fehlertoleranz dieses Algorithmus ist wegen dem RP als Single-Point-Of-Failure sehr
schlecht. Dieser grof3e Nachteil wird durch die Einfithrung des RP-Set, das der BSR regelma-
Big versendet, entschérft. Dies gelingt besser als beim CBT, weil der BSR dafiir sorgt, dal3 alle
Router den gleichen RP fiir eine Multicast-Gruppe verwenden. Zudem sorgen die Wiederho-
lungsnachrichten dafiir, da3 beim Wechsel des RP sich alle Teilnehmer in kurzer Zeit beim
neuen RP anmelden.

Die Auslieferungsverzogerung kann den Bediirfnissen angepalit werden: Ist eine geringe
Auslieferungsverzégerung notig, kann man im SBT-Modus arbeiten, was aber einen hoheren
Speicherbedarf in den Routern mit sich bringt. Sonst werden die Nachrichten iiber den RP
ausgeliefert, was langsamer geht, aber nur sehr wenig Speicherplatz in den Routern kostet.

Zu den Kosten ist zu sagen:

e Es wird sehr wenig Rechenzeit gebraucht, da kein minimaler Spannbaum berechnet werden
mul3 und auch sonst keine Rechenzeit benotigt wird.

e Der Algorithmus braucht wenig Bandbreite. Hier sind eigentlich nur die Wiederholungs-
nachrichten zu erwahnen, deren Héaufigkeit aber abhéngig von der Netzlast gemacht werden
kann.

e Der Speicherplatz, der in jedem Router gebraucht wird, hiangt stark ab von der Anzahl der
senderbasierten Baume, die aufgebaut werden, und somit von der Anzahl der Sender, die im
SBT-Modus arbeiten und deshalb einen eigenen Auslieferungsbaum autbauen. Wiirden alle
Sender im MST-Modus arbeiten, ware der Bedarf an Speicherplatz relativ gering.

I11.6.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist im Internet wahrscheinlich in Kiirze vorhanden (die
aktuelle Generation der Cisco-Router hat PIM bereits implementiert) und mit IGMP existiert
auch eine sehr gute API-Schnittstelle zum DVMRP.

Der Algorithmus bietet zwei Parameter an, die allerdings in der Implementierung als Basis-

dienst bereits fest voreingestellt und fiir die Anwendung nicht erreichbar sind:

e Der Zeitabstand, nach dem jeder Router Wiederholungnachrichten (join-, prune- und regi-
ster-Nachrichten) sendet. Wird er zu grof3 gewdhlt, fallt ein Rechnerausfall und somit das
Ausbleiben von Multicast-Nachrichten erst spét auf, wird er zu klein gewahlt, wird Band-
breite fiir iberfliissige Wiederholungsnachrichten vergeudet. Dieser Parameter kann aber
auch in Abhéingigkeit von der Netzlast gewahlt werden.

e Man kann wihlen, welche Kriterien erfullt sein missen, damit ein Multicast-Router von
einem Sender Multicast-Nachrichten im SBT-Modus anfordert. Kriterien sind z.B. Aktivitét
und Datenrate des Senders, gewiinschte Auslieferungsverzogerung...

Es gibt weder eine Entfernungsbegrenzung noch eine maximale Lebensdauer fur Events.
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II1.6.3 Kostenabschatzungen fiir PIM-SM

Rechenzeit in den Routern: sehr gering.

Speicherplatz in den Routern:

In jedem Router fiir jeden senderbasierten Baum, in dem er ein Knoten des Baumes ist:
Informationen iiber den parent-Knoten, tber die child-Knoten, sowie tiber die Sender einer
Gruppe, die iber manche child-Knoten nicht weitergeleitet werden brauchen. Die Menge an
bendtigtem Speicherplatz hiangt stark von der Anzahl der senderbasierten Baume ab, bzw.
der Anzahl von Sendern im MST-Modus.

CreateGroup:

Entspricht einem Unicast an den BSR, in dem der Router sich als RP-Kandidat fiir diese
Gruppe meldet, und ist somit giinstig.

JoinGroup, LeaveGroup: Unicast (join- bzw. prune-Nachricht) von maximal der Léange
des Weges zum RP bzw. Sender.

SendMulticast:

Entspricht beim ersten Senden einer register-Nachricht an den RP und einer join-Nachricht
zuriick an den Sender, also einem Unicast von der doppelten Lange des Weges von Sender
zu RP. Bei weiteren Sendeoperationen einfach direktes Verteilen tber die nun aufgebaute
Baumstruktur.

Verwaltungs-Overhead: Periodische Wiederholungsnachrichten (join-, prune-, register-
Nachricht) von jedem Router an alle parent-Knoten seiner senderbasierten Bidume. Dies
kann in groBeren Zeitabstanden passieren oder in Abhédngigkeit von der Netzlast, und ist
deshalb nicht allzu teuer.

II1.6.4 Zusammenfassung fir PIM-SM

PIM-SM bietet alle Vorteile des CBT-Algorithmus, da der MST-Modus dem CBT entspricht.
Zu diesen Vorteilen zdhlen vor allem eine gute Skalierbarkeit, eine gute Unterstlitzung von
Mobilitat, geringe Kosten und, wenn nur der MST-Modus verwendet wird, eine implizite
Totalordnung der Multicast-Nachrichten. Die Fehlertoleranz ist gegentiber CBT verbessert
worden.

Die Moglichkeit, mit dem SBT-Modus fiir manche Sender die geringere Auslieferungsverzoge-
rung von SBT zu nutzen, und die anzunehmende zukunftige Verfiigbarkeit als Basisdienst im
Internet, machen PIM-SM fiir ein Eventmanagementsystem sehr interessant.
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I11.7 Mobile Object Multicast Protocol (MOMP)

MOMP ist ein Eventmanagementsystem, das Bernhard Beck in seiner Diplomarbeit [Beck 97]
fiir das Mole-Projekt der Universitat Stuttgart geschrieben hat. Zusitzlich zu den Multicast-
Fahigkeiten bietet dieses Protokoll in besonderem Malle Unterstiitzung fiir mobile Teilnehmer,
im Falle von Mole mobile Agenten.

II1.7.1 Beschreibung des Algorithmus

MOMP besteht aus zwei Ebenen: Der LAN-Ebene, auf der das eigentliche MOMP-Protokoll
eingesetzt wird, und der Router-Ebene, auf der das RB-Protokoll eingesetzt wird.

Die Router-Ebene:

Jedes LAN, in dem Teile des MOMP-Systems laufen, hat einen speziell ausgezeichneten Rech-
ner: Den Koordinator. Dieser Koordinator tibernimmt die Aufgaben, die bei IGMP der Multi-
cast-Router des LANs tibernimmt: Er Giberwacht die Gruppenmitgliedschaften in seinem LAN,
sorgt dafiir, dal er an die entsprechenden Auslieferungsbdume der Multicast-Gruppen ange-
schlossen ist, und gibt Multicast-Nachrichten vom und an das LAN weiter.

Die einzelnen Koordinatoren bauen unter Verwendung des Gallager-Algorithmus zur verteilten
Berechnung eines minimal spannenden Baumes [Gallager 83] einen MST auf, Gber den sie
durch das RB-Protokoll die Multicast-Nachrichten verteilen.

Kurzbeschreibung des RB-Protokolls (ausfiihrliche Beschreibung siehe Kapitel 111.2):

Fur alle Multicast-Gruppen wird ein einziger minimal spannender Baum als Multicast-
Backbone verwendet. Bei einem JoinGroup sucht ein neuer Gruppenteilnehmer den néchsten
Teilnehmer dieser Gruppe, worauf der Auslieferungsbaum entlang des Multicast-Backbone bis
zu dem neuen Teilnehmer erweitert wird. Bei einem LeaveGroup wird der Auslieferungsbaum
dieser Gruppe entsprechend zurtickgestutzt.

Hierbei wird das RB-Protokoll in seiner urspriinglichen Fassung verwendet, also ohne die
zusitzliche Speicherung von Gruppenmitgliedschaftsinformationen der Subbaume eines Kno-
tens, wobei die hoheren Kommunikationskosten fir das Suchen des nichsten Knotens einer
unbekannten Multicast-Gruppe in Kauf genommen werden.

Die LAN-Ebene:

Auf jedem Rechner des LANs, auf dem das MOMP-System lauft, arbeitet ein Ddmon, der die
Gruppenmitgliedschaften der Prozesse auf dem Rechner zum LAN hin vertritt. Der Ddmon
sendet und empfangt Multicast-Nachrichten tber den LAN-Multicast und berichtet seinem
zustandigen Koordinator tiber die bei ihm vertretenen Multicast-Gruppen.

Das eigentliche MOMP-Protokoll behandelt den Fall der Migration eines Gruppenteilnehmers
und geschieht analog zum Soft-Handover bei Mobilfunknetzen: Es konnte ja passieren, dal3 ein
migrierender Teilnehmer Multicast-Nachrichten verpal3t, die wahrend seiner Migration beim
verlassenen oder beim Zielrechner ankamen, oder die bei seinem Zielrechner bereits vor seiner
Migration ausgeliefert wurden, wahrend sie bei seinem verlassenen Rechner noch nicht ange-
kommen sind. Um dies zu verhindern, wird vor seiner Migration eine Hilfsverbindung zu sei-
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nem Zielrechner aufgebaut, tber den alle Nachrichten der Multicast-Gruppen, zu denen der
Teilnehmer gehort, direkt mit einer Unicast-Verbindung an den Zielrechner weitergeleitet
werden. Nachrichten dieser Art, die wahrend der Migration des Teilnehmers beim verlassenen
Rechner ankommen, werden verzogert und nach vollendeter Migration tber die Hilfsverbin-
dung an den Teilnehmer am Zielrechner ausgeliefert. Der Zielrechner wird nach der Migration
in den Auslieferungsbaum der Multicast-Gruppe(n) des migrierenden Teilnehmers iiber ein
JoinGroup aufgenommen (falls er noch nicht zu diesen Gruppen gehort). Dann sendet der
migrierte Teilnehmer eine , Bin-angekommen“-Nachricht an diese Multicast-Gruppen, und
wenn diese Nachricht tiber die Hilfsverbindung wieder zu ihm zuriickkommt, weil3 er, dal3 die
Hilfsverbindung abgebaut werden kann. Dies ist der Fall, weil zwischen den Koordinatoren
TCP-Verbindungen verwendet werden und deshalb Nachrichten sich nicht tiberholen kénnen.
Fir eine Diskussion der Korrektheit dieses Ansatzes sei auf [Beck 97] verwiesen.

II1.7.2 Bewertung des Algorithmus

I1.7.2.1 Notwendige Figenschaften

Dieser Algorithmus skaliert genauso wie der RB-Algorithmus, da der RB-Algorithmus, der
auf Koordinatoren-Ebene lauft, das Skalierungsverhalten bestimmt: Pro Router ist nur ein
Tabelleneintrag fir jede Multicast-Gruppe erforderlich ist, allerdings bringt das Suchen von
Teilnehmer einer bestimmten Multicast-Gruppe (bei Anmelde- oder Sendevorgang an eine dem
Router noch unbekannte Gruppe), das so teuer werden kann wie ein Multicast tiber den ge-
samten Spannbaum ein eher schlechtes Skalierungsverhalten. Die Kosten, die der MOMP-
Algorithmus zur Unterstlitzung der Mobilitdt mit sich bringt, konnen bei sehr mobilen Teil-
nehmer relativ gro3 werden, durften im Durchschnitt aber nicht sehr ins Gewicht fallen.

Fur die Verteiltheit des Algorithmus sowie die Anonymitit der Teilnehmer gilt das Gleiche
wie beim RB-Algorithmus: Beides wird sehr gut unterstiitzt.

Mobilitiit von Sendern und Empfingern wird gut unterstiitzt. Dazu dient ja schlieBlich die
MOMP-Erweiterung des RB-Algorithmus: Wenn der Multicast-Router des LAN, zu dem
migriert wird, die Multicast-Gruppe bereits kennt, kann der migrierende Empfinger sofort an
den Auslieferungsbaum angeschlossen werden, und die Dauer, bis die Hilfsverbindung abge-
baut werden kann, ist geringer, als wenn im gesamten Spannbaum ein Router gesucht werden
muB, der die entsprechende Gruppe kennt. Die bei der Migration entstehenden Kosten sind
durch den Aufbau, den Betrieb und den Abbau der Hilfsverbindung, sowie durch das Multi-
casting der ,,Bin-angekommen“-Nachricht etwas hoher als beim RB. Dafiir gehen dem migrie-
renden Teilnehmer keine Multicast-Nachrichten verloren, und er braucht die Zeit, bis er an den
Auslieferungsbaum angeschlossen ist, nicht abzuwarten, bevor er weitere Nachrichten der
Gruppe erhalt.

I1.7.2.2 Auf hoheren Schichten implementierbare, notwendige Eigenschaften

Die Zuverlissigkeit entspricht der des unterliegenden Unicast-Protokolls, bei IP handelt es
sich also um , Best Effort“-Zuverlassigkeit.

Uber die Ordnung von Events kann keine Aussage gemacht werden.
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I1.7.2.3 Wichtige Eigenschaften

Fehlertoleranz ist wie beim RB nicht vorgesehen, auch die Auslieferungsverzogerung ent-
spricht der des RB: Es wird ein einziger Spannbaum fiir alle Multicast-Gruppen verwendet,
statt fur jede Gruppe einen eigenen optimalen Spannbaum zu verwenden.

Zu den Kosten ist zu sagen:

e Es wird wenig Rechenzeit gebraucht, da nur ein einziges Mal ein minimaler Spannbaum
iiber alle Router berechnet werden mul3, falls keine Fehler auftreten. Hinzu kommt aller-
dings noch die notige Duplikaterkennung fir migrierte Teilnehmer, deren Hilfsverbindung
noch nicht abgebaut werden konnte.

e Fur Bandbreite und Speicherplatz gilt: Die Bandbreite, die fiir Verwaltungs-Overhead ge-
braucht wird, ist unter Umstanden ziemlich hoch, wéhrend der Verbrauch an Speicherplatz
in jedem Router sehr gering ist. Das Verwalten und Verwenden der Hilfsverbindung sollte
nicht zu teuer sein, auch der zusitzliche , Bin-angekommen®-Multicast diirfte nicht sehr ins
Gewicht fallen.

I1.7.2.4 Wiinschenswerte Figenschaften

Eine Implementierung als Basisdienst ist nicht vorhanden, wenn man einmal von einer Alpha-
Version im Mole-Projekt der Universitdt Stuttgart absieht. Es existiert nur der Algorithmus,
der entsprechend programmiert werden mif3te. Da es noch keine Implementierung gibt, kann
auch keine Aussage uiber die Komplexitdt der API-Schnittstelle gemacht werden.

Der Algorithmus selbst bietet keine Parameter an.

Es gibt weder eine Entfernungsbegrenzung noch eine maximale Lebensdauer fur Events.
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II1.7.3 Kostenabschatzungen fiir MOMP (mit RB)

Hierbei sind die Router mit den Koordinatoren gleichzusetzen.

¢ Rechenzeit in den Routern: gering, evtl. durch Duplikaterkennung etwas hoher als RB.
e Speicherplatz in den Routern bzw. Rechnern:

1.) Einen Datensatz GroupRec der Form (Adresse, status, Kante, Kante, ...) in jedem
Router fiir jede dem Router bekannte Multicast-Gruppe, also fiir die Gruppen, deren
Teilnehmer er ist, sowie die Gruppen, bei denen er auf einem Ast zwischen zwei Teil-
nehmern liegt.

2.) Eine Hilfsverbindung von jedem Rechner, von dem ein Teilnehmer zu einem anderen
Rechner migriert ist. Diese Hilfsverbindung kann erst entfernt werden, wenn eine Mul-
ticast-Nachricht des migrierten Teilnehmers, die iber den Baum gesendet wurde, bei
dem Teilnehmer tber die Hilfsverbindung wieder ankam. Das kann bei weiten Entfer-
nungen unter Umstanden lange dauern.

e CreateGroup (=erstes JoinGroup): Ein Broadcast tber alle Router.

¢ JoinGroup: Zwischen keiner Nachricht und einem Broadcast.

o LeaveGroup: Keine Nachricht oder Zurlickschneiden des Auslieferungsbaumes fiir diese
Multicast-Gruppe.

e SendMulticast: Effizientes Verteilen der Nachricht tber den Backbone-Spannbaum und
eventuelles Weiterleiten tiber Hilfsverbindungen.

e Verwaltungs-Overhead: Aufbauen einer Hilfsverbindung bei Migration, sowie ein ,Bin
angekommen“-Multicast.

II1.7.4 Zusammenfassung fur MOMP

MOMP entspricht in groBen Teilen dem RB: Er hat ein gutes Skalierungsverhalten, aber es
kann immer wieder zu teuren Multicasts Gber einen grofen Teil des Spannbaumes kommen.
Die Unterstitzung fiir die Mobilitat der Multicast-Teilnehmer ist durch die MOMP-
Erweiterung zum RB recht gut, vor allem ist es vorteilhaft, da3 die Nachrichten, die der Teil-
nehmer durch die Migration verpassen wurde, durch die Hilfsverbindung trotzdem ankommen.
Die Nachteile, die man sich dadurch gegeniiber dem reinen RB einhandelt, Hilfsverbindungen,
,Bin angekommen“-Multicasts und Duplikaterkennung, konnen im schlimmsten Fall recht
teuer sein, sollten aber im Normalfall ertraglich sein.
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I11.8 Tabellarische Bewertungsiibersicht
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RB - ] - - -- |+ - - 0 - -
DVMRP | O |++| ++ | - [+ ] -] - }+ |+ |-+ | + | 1" |+ | -
MOSPF2 | + |[++| ++ [++| O | -| - J++| O [ O} + | + | 2* | + -
CBT + | - | ++ [+ + ] - 0 - - |+ ] - - 1 - -
PIM-SME} + | O | ++ | -|+]-| 0 fo]| o [+ + | + | 2*]| - -
MOMP S B R B - - -- |+ - - 0 - -
++ = sehr gut; + = gut; 0 = Mittelmal3; - = schlecht bzw. nicht vorhanden; - - = sehr schlecht

! Sehr gute Unterstiitzung der Mobilitdt (Sender und Empféanger sind gleich gut) fiir die modi-
fizierte Version des RB; bei der urspriinglichen Version ist die Migration zu LANs, deren

Router die Multicast-Gruppe nicht kennt, unter Umsténden sehr teuer.

2 Bei der Beurteilung des MOSPF wurde die schlechte Skalierbarkeit des darunterliegenden
Unicast (OSPF) und seine hohen Kosten durch teure Broadcasts nicht berticksichtigt.

3 PIM-SM bietet alle Vorteile des CBT, da der MST-Modus von PIM-SM dem CBT
entspricht. Die teilweise schlechteren Ergebnisse sind eine Folge des Miteinbeziehens des
SBT-Modus, der hohere Kosten, mehr Speicherbedarf in den Routern, schlechtere Sender-
mobilitat, dafiir aber eine geringere Auslieferungsverzogerung mit sich bringt.

* Diese Parameter sind bei den verfiigbaren Basisdiensten bereits voreingestellt und von der
Anwendung nicht beeinflu3bar.
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IV. Hinzufligen von Eigenschaften

Im diesem Teil sollen verschiedene Moglichkeiten diskutiert werden, Eigenschaften, die ein
Multicast-Protokoll nicht bietet, in hoheren Schichten zu implementieren.

IV.1 Mobilitdat von Multicast-Gruppen-Teilnehmern

Nur sehr wenige Multicast-Protokolle bieten eine Unterstiitzung fiir die Mobilitdt von Teil-
nehmern einer Multicast-Gruppe. Im folgenden soll untersucht werden, welche Moglichkeiten
es gibt, diese Unterstitzung in hoheren Schichten nachzureichen. Allerdings gibt es auch in der
Literatur sehr wenig Untersuchungen zu diesem Thema, so daf3 hier nur wenige Verfahren
vorgestellt werden kénnen.

IV.1.1 Ab- und wieder Anmelden

Dies ist die einfachste Moglichkeit: Wenn ein Teilnehmer migrieren will, meldet er sich an
seinem derzeitigen Standort (Eventmanager) im Auslieferungsbaum der Multicast-Gruppe ab,
migriert und meldet sich an seinem Zielstandort wieder an.

Hierbei kann es aus verschiedenen Griinden passieren, daf3 er Nachrichten verpalBt. Grinde
hierfur kénnen sein: die Verzogerung bei der Migration, die Verzogerung beim Wiederanmel-
den, oder dal3 Nachrichten am Zielstandort bereits ausgeliefert wurden, die beim verlassenen
Standort noch nicht ausgeliefert wurden.

Um diese unerwiinschten Effekte zu beseitigen, kann man analog zum Soft-Handover beim

Mobiltelefon (z.B. GSM) eine Hilfsverbindung vom verlassenen Standort zum Zielstandort

einrichten. Diese Hilfsverbindung tbernimmt das Nachsenden der Nachrichten dieser Multi-

cast-Gruppe, die beim verlassenen Standort wahrend und nach der Migration eintreffen.

Die Hilfsverbindung kann abgebaut werden, sobald

e der mobile Teilnehmer am Zielstandort fiir die gewiinschten Multicast-Gruppe angemeldet
ist und somit alle weiteren Nachrichten dieser Multicast-Gruppe erhilt, (Sicherstellen der
zukunftigen Versorgung) und

e der mobile Teilnehmer alle Nachrichten erhalten hat, die am Zielstandort im Auslieferungs-
baum bereits ausgeliefert wurden (Abgleichen der Historie)

Sobald die Hilfsverbindung abgebaut ist, kann sich der verlassene Standort von der entspre-
chenden Multicast-Gruppe abmelden, falls er nicht noch weitere Empféanger zu versorgen hat.
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Hier stellt sich die Frage, wie sichergestellt werden kann, dal3 die Bedingungen fiir das Abbau-
en der Hilfsverbindung eingetreten sind:

Die Erfiillung der ersten Bedingung ist leicht zu erkennen: Sobald die erste Multicast-
Nachricht beim mobilen Teilnehmer eintrifft, die nicht iiber die Hilfsverbindung kommt, ist
diese Bedingung erfullt.

Mit der Erfullung der zweiten Bedingung ist es schwieriger:

Selbst bei fehlerfreier Funktion des verwendeten Multicast-Protokolls kann nicht angenommen
werden, daB3 jeder Standort zum gleichen Zeitpunkt wie alle anderen Standorte die gesendeten
Nachrichten erhélt. Daher ist ein Abgleichen der Historie mit dem Zielstandort notig, um zu
garantieren, daf3 dem mobile Teilnehmer durch die Migration keine Nachricht verlorengeht.
MOMP (siehe Kapitel II1.7) beispielsweise benutzt hierzu das Wissen, dal3 im verwendeten
Multicast-Protokoll (auf Basis von TCP-Verbindungen) Nachrichten sich nicht tiberholen
koénnen.

Konnen solche Annahmen uber das darunterliegende Multicast-Protokoll nicht getroffen wer-
den, muB jeder Gruppenteilnehmer eine Liste aller bisher empfangenen Nachrichten fiihren und
darin die sendereindeutige Sequenznummer jeder erhaltenen Nachricht speichern.

Aufgrund dieser Liste kann dann das Abgleichen der Historie erfolgen. In dieser Liste kdnnen
Sequenznummernbereiche zusammengefalit werden (z.B. ,Bis Sequenznummer 1721 alle
erhalten”), so da3 der benétigte Speicherplatz pro Sender gering bleibt. Allerdings kann eine
beliebige Zahl von Sendern diese Liste beliebig grof3 machen. Hier bietet sich die Einschrén-
kung auf nur einen Sender pro Multicast-Gruppe an.

Der Vorteil dieses Ansatzes (An- und wieder Abmelden) ist, dal er mit allen Multicast-
Algorithmen verwendet werden kann, unabhiangig von den verwendeten Basisdiensten. Auf3er-
dem ist er sehr kostengiinstig, wenn das An- bzw. Abmelden von Teilnehmern im gewéhlten
Multicast-Algorithmus kostengtinstig ist.

Der Nachteil liegt vor allem in der evtl. langen Verzégerungszeit bis zum erneuten Anschluf3 an
den Auslieferungsbaum beim Zielstandort, sowie in der Problematik, zu entscheiden, wann die
Hilfsverbindung abgebaut werden kann.
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IV.1.2 Mobile IP

Eine weitere Moglichkeit ist, die im Internet bereits vorhandene Méglichkeit zur Unterstiitzung
mobiler Internet-Teilnehmer zu benutzen.

Die Idee von Mobile IP [RFC 2002] ist, daB3 jeder mobile Rechner eine Heimadresse sowie
eine entfernte Adresse (,,Care-of-Adresse”) hat. Die Heimadresse ist die [P-Adresse, an der der
mobile Rechner ,zuhause™ ist. An der Heimadresse wartet ein Heimagent (,,home agent®), der
alle Nachrichten, die fiir den mobilen Rechner eingehen, an den mobilen Rechner weiterleitet.
Wenn der mobile Rechner nun seine Position gedndert hat und an einer neuen Position am
Internet angeschlossen ist, bekommt er dort entweder eine eigene, neue IP-Adresse, oder er
meldet sich bei einem Gésteagenten (,,foreign agent™) an, der fir die neue Position zustandig ist
und die Betreuung der mobilen Rechner (Géste) an der neuen Position Uibernimmt. Wenn er
sich bei einem Gésteagenten anmeldet, iibernimmt dieser in Zukunft das Ausliefern der Nach-
richten an den mobilen Rechner. Die entfernte Adresse ist die neue IP-Adresse des mobilen
Rechners bzw. die IP-Adresse des Gésteagenten. Der mobile Rechner bzw. der Gésteagent
registriert sich nun beim Heimagenten, indem er diesem die entfernte Adresse iibermittelt. Der
Heimagent leitet ab sofort alle Nachrichten fir den mobilen Rechner an die entfernte Adresse
weiter. Auf diese Weise erreichen diese den mobilen Rechner. Wenn ein beliebiger Rechner
dem mobilen Rechner eine Nachricht schicken will, sendet er sie einfach an dessen Heimagen-
ten und braucht sich nicht um die momentane Position des mobilen Rechners kiimmern.

Im Eventmanagementsystem konnte man Mobile IP benutzen, indem jeder Multicast-
Teilnehmer einem mobilen Rechner entspricht. Das Multicasting wird dann nach einem beliebi-
gen Multicast-Algorithmus durchgefiihrt, wobei die Empfinger den Heimagenten entsprechen,
die ihrerseits die Multicast-Nachrichten weiterleiten an die mobilen Teilnehmer.

Der Vorteil dieser Losung ist, da3 die Mobilitédt fiir den Multicast-Algorithmus vollig transpa-
rent ist und dieser sich tberhaupt nicht um die Probleme kiimmern muB3, die auftreten, wenn
Teilnehmer sich bewegen.

Der groB3e Nachteil dieser Losung ist, dal die mobilen Teilnehmer sich im ganzen Internet
bewegen konnen, wodurch das Nachschicken vom Heimagent an den Gisteagenten ver-
gleichsweise sehr teuer werden kann. AuBBerdem wird der Vorteil des Multicasts gegeniiber
einer Reithe von Unicasts, nidmlich, da3 die Auslieferungszeit bzw. der Verbrauch an Band-
breite optimiert wird, vollig aufgegeben. Unter Umstédnden wird das Multicasting durch Ver-
wendung von Mobile IP noch wesentlich teurer als das Verwenden einer Reihe von Unicasts.
Aus diesen Grinden heraus ist die Verwendung von Mobile IP im Rahmen eines Eventmana-
gementsystems nicht sinnvoll.
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IV.1.3 Multicast-Erweiterung fiir Mobile IP

In [Acharya 95] wird eine Erweiterung des Mobile IP vorgeschlagen, um mit Mobile IP auch
Multicast-Protokolle wie DVMRP benutzen zu kénnen. Das Problem, das in dieser Ausarbei-
tung angesprochen wird, ist, daB3 ein (virtuelles) Subnetz von mobilen Rechnern, die durch
foreign agents (hier Mobility Support Routers genannt), nicht ein LAN sein muf3. Das heift,
zwel mobile Rechner konnen im gleichen Subnetz sein, aber tiber verschiedene Géasteagenten
an das Internet angeschlossen sein.

Da dieses Problem nicht der Problemstellung dieser Arbeit entspricht, sollen das Problem und
das Protokoll, das zur Loésung dieses Problem vorgeschlagen wird, hier nicht ausfihrlich er-
lautert werden. Es soll nur betrachtet werden, wie diese Losung in ein Eventmanagementsy-
stem Ubertragen aussehen wiirde:

Alle Eventmanager bilden eine Multicast-Gruppe. Hierzu wird beispielsweise der IP-Multicast
verwendet. Jede Multicast-Nachricht wird an die ganze Eventmanager-Multicast-Gruppe
gesendet. Jeder Eventmanager, bei dem sich ein Empfanger fur die betreffende Multicast-
Gruppe befindet, liefert die Nachricht aus, die anderen Eventmanager verwerfen die Nachricht.

Der Vorteil dieser Losung ist die &duBerst geringe Zeit, bis ein migrierender Teilnehmer am
Zielstandort an seine Multicast-Gruppe angeschlossen ist, da jede Nachricht ja jeden Standort
erreicht.

Der groBBe Nachteil dieser Losung liegt jedoch in den hohen Kosten, die dadurch entstehen,
daB3 jede Nachricht an ALLE Eventmanager gesendet wird. Dadurch skaliert diese Losung
auch sehr schlecht und ist fiir die Verwendung in einem Eventmanagementsystem ungeeignet.

IV.1.4 Zusammenfassung

Die einfachste Alternative, namlich den Multicast-Teilnehmer beim zu verlassenden Standort
abzumelden, ihn nach der Migration beim Zielstandort anzumelden und die Kontinuitiat des
Multicast-Nachrichtenstromes durch eine Hilfsverbindung aufrechtzuerhalten, stellt sich als
vorteilhaft und kostengiinstig im Vergleich zu den anderen Moglichkeiten heraus. Daher sollte
diese Alternative gewdhlt werden, sofern der verwendete Multicast-Algorithmus von sich aus
keine Unterstitzung fir mobile Teilnehmer bietet.
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IV.2 Zuverldssigkeit

Zuverlassigkeit als die Eigenschaft, die sicherstellt, daf3 Nachrichten beim Empfanger ankom-
men, ist eine sehr wichtige Eigenschaft fiir ein Eventmanagementsystem. Allerdings bieten viele
Multicast-Protokolle nur eine ,Best Effort“-Zuverldssigkeit, wie beispielsweise auch IP sie
bietet. Fur diese Protokolle muf3 eine Moglichkeit gefunden werden, Zuverlassigkeit auf hohe-
rer Ebene zu garantieren. Hierflir gibt es einige Anséitze. An dieser Stelle sollen die wichtigsten
davon vorgestellt werden. Sie werden in [Levine 97] ausfiihrlich beschrieben.

IV.2.1 Sender-initiierte Zuverldssigkeit

Protokolle, die diesen Ansatz wihlen, legen die Verantwortung fiir die zuverldssige Zustellung
von Nachrichten auf den Sender. Der Sender muf3 alle Empfanger seiner Multicast-Gruppe
kennen. Nachdem er eine Nachricht gesendet hat, muf3 er diese Nachricht so lange fiir eine
eventuell benotigte erneute Ubermittlung (Retransmit) aufbewahren, bis er von allen Empfin-
gern die Bestitigung (ACK) hat, daB3 die Nachricht bei ihnen angekommen ist. ACKs werden
also benoétigt, um den fiir das Aufbewahren von Nachrichten bendtigten Retransmit-Speicher,
klein zu halten, und entscheiden zu konnen, wann Nachrichten aus diesem Speicher geldscht
werden konnen.

Fur den Retransmit kann hier zwischen zwei Strategien unterschieden werden:

¢ Sender-basierter Retransmit: Nachdem der Sender eine Nachricht gesendet hat, startet er
einen Timeout. Wenn nach Ablauf des Timeouts nicht von allen Empfingern ein ACK vor-
liegt, sendet der Sender diesen Empfangern die Nachricht erneut (via Unicast), da er an-
nimmt, dal diese die Nachricht nicht empfangen haben.

¢ Empfinger-basierter Retransmit: Nachdem ein Empfinger eine Nachricht erhalten hat,
sendet er dem Sender ein ACK und startet einen Timeout. Wenn er nach Ablauf des Time-
outs keine weitere Nachricht von dem Sender erhalten hat, nimmt er an, dal3 eine oder meh-
rere Nachrichten des Senders nicht bei ihm angekommen sind und bittet den Sender um ein
Retransmit, indem er ihm die laufende Nummer der zuletzt korrekt empfangenen Nachricht
sendet. Diese Strategie erfordert, dal3 jeder Sender periodisch Nachrichten sendet (auch
wenn sie keinen Inhalt haben).

Der grof3e Nachteil von senderinitiierten Protokollen ist

e zum einen, dall jeder Sender alle Empfinger kennen muf}, was diesen Ansatz unhandlich
macht, und

e zum anderen, dall das sogenannte ,ACK implosion problem* auftritt, was solchen Proto-
kollen eine sehr schlechte Skalierbarkeit einbringt. Das ,,ACK implosion problem* besteht
darin, dal3 der Sender bei gro3en Multicast-Gruppen sehr viele Empfinger hat, die ihm alle
ein ACK senden, worauf der Sender sehr viel Zeit damit verbringt, alle ACKs entgegenzu-
nehmen und zu bearbeiten.
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IV.2.2 Empfianger-initiierte Zuverlassigkeit

Protokolle, die diesen Weg wihlen, um Zuverléssigkeit zu implementieren, legen die Verant-
wortung fur die Zuverldssigkeit der Nachrichteniibertragung auf den Empfianger. Daher
braucht der Sender seine Empfénger nicht kennen, und es werden auch keine ACKs verwendet.
Ein Empfinger stellt fest, daB3 eine Nachricht nicht bei thm angekommen ist, wenn ein Fehler
bei einer Nachrichteniibertragung aufgetreten ist, wenn ein Sprung in den laufenden Nummern
der empfangenen Nachrichten auftritt, oder wenn er tber einen Timeout feststellt, dal3 er tber
einen bestimmten Zeitraum hinweg keine Nachricht von dem Sender erhalten hat. Stellt der
Empfanger auf diese Weise das Fehlen einer Nachricht fest, teilt er dies dem Sender mit einer
,Nicht empfangen“-Nachricht (NAK) mit, worauf der Sender ihm die fehlende Nachricht
zuschickt.

Die Probleme des senderinitiierten Ansatzes treten hier nicht auf, aber auch dieser Ansatz hat

zwel grof3e Probleme bzw. Nachteile:

e Erstens hat der Sender keine Moglichkeit, festzustellen, welche Nachrichten bereits von
allen Empfingern empfangen wurden, so daB3 er sie nicht mehr fiir einen eventuellen
Retransmit autbewahren muf3. Daraus folgt, daB3 der Sender einen unendlich grof3en Nach-
richtenpuffer haben muf3, um fiir alle moglichen Falle die Zuverlassigkeit zu garantieren.

e Zweitens kann es analog zum ,,ACK implosion problem™ zu einem ,,NAK implosion pro-
blem* kommen, wenn viele Empfénger eine Nachricht nicht erhalten haben, oder wenn der
Timeout bei den Empféangern zu klein gewahlt wurde.

Des weiteren mul3 der Sender regelméBig Nachrichten senden, auch wenn sie keinen Inhalt

enthalten, da sonst die Empfinger NAKs senden, da sie glauben, eine Nachricht verpalit zu

haben.

IV.2.3 Empféanger-initiierte Zuverlassigkeit mit NAK-Vermeidung
(RINA; RINA = Receiver-Initiated Protocol with NAK-Avoidance)

Dieser Ansatz funktioniert wie der Ansatz der empfingerinitiierten Zuverlédssigkeit, allerdings
wird hier das ,NAK implosion problem™ gelost: Stellt ein Empfénger das Fehlen einer Nach-
richt fest, startet er einen Timeout (random timeout) mit einer zufilligen Zeitspanne als Warte-
zeit. Nachdem der random timeout abgelaufen ist, sendet er sein NAK mit einem Multicast
sowohl an den Sender als auch an alle anderen Empfénger, worauf der Sender die fehlende
Nachricht erneut an alle Empfanger sendet. Empfangt der Empfianger, der eine Nachricht
vermif3t, jedoch vor Ablauf des random timeouts ein NAK, das dieselbe Nachricht anfordert
wie die, die dieser Empfinger vermift, sendet er kein NAK, sondern wartet auf den Empfang
der vermif3ten Nachricht (wofiir er auch wieder einen Timeout startet). Auf diese Weise hofft
man zu erreichen, daf3 der Sender nur ein NAK empfingt, auch wenn mehrere Empfianger die
gleiche Nachricht vermissen.

Dieser Ansatz wird bereits erfolgreich beim Scalable Reliable Multicast (SRM) [Floyd 96]
angewandt.

Im Vergleich zum vorigen Ansatz hat dieser Ansatz das ,,NAK implosion problem® gelost,
jedoch besteht immer noch das Problem, daf3 der Sender nicht entscheiden kann, welche Nach-
richten noch fiir einen eventuellen Retransmit aufbewahrt werden miissen; somit mif3te jeder
Sender weiterhin potentiell unendlich viel Speicher zur Verfiigung haben. Auch hier muf3 der
Sender wie beim vorigen Ansatz regelmafig (evtl. leere) Nachrichten senden.
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IV.2.4 Ring-basierte Zuverlassigkeit

Ring-basierte Protokolle nutzen eine Ringstruktur, um sowohl Zuverldssigkeit als auch eine
globale Ordnung von Events zu garantieren: Alle Empfénger einer Multicast-Gruppe sind in
einem Ring organisiert, d.h. jeder Empfanger kennt genau einen Vorgianger und genau einen
Nachfolger. Ein Token rotiert in diesem Ring.

Wenn ein Sender eine Nachricht an diese Multicast-Gruppe senden will, versieht er sie mit
einer senderbezogenen Sequenznummer und sendet sie mit einem Multicast an alle Empfénger.
Der Empfanger, der momentan das Token hat, antwortet mit einem ACK, worauf der Sender
weil3, dafl die Nachricht im Ring angekommen ist. Der Empfanger mit dem Token sendet
diesen ACK, den er mit einer globalen Sequenznummer stempelt auch als Multicast an alle
Empfanger des Rings. Jeder Empfanger, der sowohl die Nachricht vom Sender als auch den
zugehorigen ACK erhalten hat, kann diese aufgrund der senderbezogenen Sequenznummer
einander zuordnen.

Wenn ein Empféanger im Ring merkt, da3 ihm eine Nachricht fehlt (z.B. indem er ein ACK
bekommt, fiir den er keinen Nachricht erhielt, oder indem ihm eine Nummer in der Folge der
globalen Sequenznummern fehlt), kann er den Empfanger mit dem Token um ein Retransmit
bitten.

Wenn der Empfanger mit dem Token sein Token an seinen Ringnachfolger sendet, darf dieser
Nachfolger das Token nur akzeptieren, wenn er alle gestempelten Nachrichten erhalten hat. Ist
dies nicht der Fall, verweigert er die Annahme des Tokens und bittet um Retransmit der feh-
lenden Nachrichten. Nachdem er diese fehlenden Nachrichten erhalten hat, wird ihm das Token
erneut angeboten. So kann ein Empfanger, wenn er das Token erneut erhélt, sicher sein, dal3
alle Nachrichten, die er bis zu seinem letzten Empfang des Tokens bekommen hat, inzwischen
bei allen Empfingern angekommen sind, und er diese Nachrichten aus seinem Speicher 16schen
kann.

Dieses Protokoll wird beispielsweise beim RMP-Projekt (Reliable Multicast Protocol) [Mont-
gomery 94] der NASA verwendet.

Dieser Ansatz hat einige Vorteile, wie die globale Ordnung, die implizit geliefert wird, die
geringe Zahl an ACKs und NAKs, die bendtigt werden, oder die sichere Aussage, daf3 alle
Nachrichten, die ein Empfanger erhalten hat, nach einem Token-Umlauf an alle anderen Emp-
tanger ausgeliefert wurden, so daf3 die Anzahl von Nachrichten, die fur ein Retransmit aufbe-
wahrt werden mussen, reduziert werden kann.

Ein gewichtiger Nachteil ist aber vor allem die schlechte Skalierbarkeit: Wenn eine Gruppe
viele Empfinger hat, wird der Ring sehr grof3, und jeder Empfanger muf3 viele Nachrichten
zwischenspeichern, auBBerdem dauert es dann lange, bis jeder Empfanger sicher weil3, dal3 er
alle bisherigen Nachrichten erhalten hat. Auch die Kosten der beiden Multicasts (Senden der
Nachricht und des ACKs) fallen bei gro3en Gruppen stark ins Gewicht.

Natiirlich kann man einen grof3en Ring in mehrere kleine Ringe aufteilen. Dadurch steigt je-
doch die Komplexitat stark und die Zahl der benotigten Multicasts erhoht sich.
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IV.2.5 Baum-basierte Zuverlassigkeit

Baum-basierte Ansédtze benutzen eine Baumstruktur, um eine zuverldssige Zustellung von
Nachrichten zu garantieren. Um eine sehr gute Skalierbarkeit zu erreichen, wird ein k-
beschriankter Baum benutzt, d.h. ein Knoten hat maximal k Subknoten. Die Wurzel dieses
Baumes sollte (mul3 aber nicht) der Sender sein. Somit sieht der Baum wie folgt aus: Die
Wurzel hat bis zu k Kindknoten, die jeweils wiederum bis zu k Kindknoten haben usw.

Um einen optimalen Durchsatz zu erzielen, sollte der Aufbau dieses Baumes dem Ausliefe-
rungsbaum entsprechen, den das verwendete Multicast-Protokoll aufbaut.

Der Sender sendet seine Multicast-Nachrichten als Multicast an alle Empfanger. Sobald ein
Empfanger eine Nachricht erhélt, sendet er ein HACK (hierarchisches ACK; die Bezeichnung
soll klarstellen, dal3 es sich hier nicht um ein normales ACK handelt, das an den Sender der
Nachricht geschickt wiirde) an seinen Vater im Baum. Sobald ein Knoten von allen seinen
Kindern HACKSs erhalten hat, braucht er die empfangene Nachricht nicht mehr fiir einen even-
tuellen Retransmit bereithalten und kann sie l16schen. HACKs werden also benétigt, um den fiir
das Aufbewahren von Nachrichten benétigten Retransmit-Speicher, klein zu halten, und ent-
scheiden zu konnen, wann Nachrichten aus diesem Speicher geloscht werden konnen.

Aus [Levine 97] geht nicht eindeutig hervor, welche Sendestrategie gemeint ist:

e Das direkte Senden an alle Empfianger, indem der Sender einer Multicast-Gruppe seine
Nachrichten mit einem Multicast direkt an alle Empfanger sendet, oder

e Das hierarchische Senden an die Empfénger, indem der Sender seine Nachricht an die Wur-
zel des Baumes sendet, die diese Nachricht mit einem Multicast an alle ihre Kindknoten
sendet. Diese wiederum senden die Nachricht via Multicast an ihre Kindknoten usw.

Prinzipiell sind beide Strategien moglich und so sollten beide berticksichtigt werden.
Als Optimierung 1463t sich vorschlagen, daf3 nicht fur jede Nachricht ein HACK gesendet wird,

sondern daf3 in bestimmten Zeitabstdnden ein HACK fiir alle bis dahin eingetroffenen Nach-
richten generiert wird.
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Auch hier kann fiir den Retransmit zwischen verschiedenen Strategien unterschieden werden:

e Sender-basierter Retransmit: Erfihrt ein Knoten, der Kindknoten hat, von dem Vorhan-
densein einer neuen Nachricht, startet er einen Timeout. Nach Ablauf des Timeouts sendet
er die Nachricht an alle seine Kindknoten, die ihm bis dahin kein HACK gesendet haben, via
Unicast und startet fiir diese Kindknoten erneut einen Timeout.

¢ Empfinger-basierter Retransmit: Nachdem ein Empfinger eine Nachricht erhalten hat,
sendet er seinem Vater im Baum ein HACK und startet einen Timeout. Wenn er nach
Ablauf des Timeouts keine weitere Nachricht von dem Sender erhalten hat, nimmt er an,
daB3 eine oder mehrere Nachrichten des Senders nicht bei ihm angekommen sind und bittet
seinen Vater um ein Retransmit, indem er ihm die laufende Nummer der zuletzt korrekt
empfangenen Nachricht in einem NAK sendet. Diese Strategie erfordert, da3 der Sender pe-
riodisch Nachrichten sendet (auch wenn sie keinen Inhalt haben).

e Empfinger-basierter Retransmit mit NAK-Vermeidung (tree-NAPP; NAPP = Negati-
ve Acknowlegdements with Periodic Polling): Eine Optimierung des empfingerbasierten
Retransmit, indem zusétzlich eine NAK-Vermeidung (vgl. Kapitel IV.2.3) innerhalb einer
Subgruppe, also der Gruppe der Kindknoten eines Vaters, durchgefihrt wird. Hier stellt
sich jedoch die Frage, wozu eine NAK-Vermeidung benétigt werden soll, nachdem die Ska-
lierbarkeit und die Vermeidung eines ,,NAK implosion problem™ bereits durch die k-
Beschrankung des Baumes gewéhrleistet wird. Wenn man nicht die Strategie des hierarchi-
schen Sendens wiéhlt, mif3te namlich allein fiir die NAK-Vermeidung auf jeder Hierarchie-
stufe des Baumes eine eigene Multicast-Gruppe eingerichtet werden.

Die Frage stellt sich nun, welche dieser Strategien am besten ist, oder zumindest am besten fiir
ein Multicast-Protokoll im Rahmen eines Eventmanagementsystems geeignet ist:

Ein empfingerbasierter Retransmit mit NAK-Vermeidung ist sicher nicht die optimale Losung,
da die NAK-Vermeidung eigentlich dazu dient, ein ,NAK implosion problem* zu vermeiden.
Dies ist jedoch bei einem k-beschrankten Baum nicht dringend erforderlich, weil bereits die k-
Beschrankung dafiir eingefithrt wurde, ein solches ,HACK / NAK implosion problem™ zu
vermeiden. Somit ist eine NAK-Vermeidung nicht notig, bringt aber den grof3en Nachteil mit
sich, dal3 fiir jede Subgruppe (inkl. Vaterknoten) eine eigene Multicast-Gruppe eingerichtet
werden muf3, und daf3 bei jedem Senden eines NAK ein Multicast gesendet wird. Da dies nicht
dringend erforderlich, ist es ein recht teurer, tberfliissiger Luxus.

Die Entscheidung zwischen senderbasiertem und empfiangerbasiertem Retransmit fallt schwer,
da fiir keine der beiden Losungen gro3e Vor- oder Nachteile gegeniiber der anderen Losung
offensichtlich sind.

Letztlich dirfte ein senderbasierter Retransmit weniger gesendete Nachrichten und somit einen
geringeren Bandbreitenverbrauch bedeuten, da die NAKs entfallen. Weil der Vaterknoten
sowieso Informationen dariber halten muB3, welcher seiner Kindknoten welche Nachrichten
erhalten hat, sollte es keinen groBen zusétzlichen Aufwand bedeuten, diese Informationen um
einen Timeout zu erweitern, wofir der Timeout bei den Kindknoten entfillt. Als weiteren
positiver Punkt fir den senderbasierten Retransmit kann man verbuchen, daB3 keine periodi-
schen Nachrichten (mit evtl. leerem Inhalt) notwendig sind.

Aus diesen Griinden heraus sollte der senderbasierte Retransmit gewihlt werden, wenn man
Zuverlassigkeit mit einem baumbasierten Ansatz implementieren will.
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Baum-basierte Zuverlassigkeit wird bereits sehr erfolgreich und mit sehr guten Ergebnissen
bzgl. der Skalierbarkeit und des Durchsatzes im TMTP-Projekt (Tree-based Multicast Trans-
port Protocol) [ Yavatkar 95] der Universitiat von Kentucky eingesetzt.

Dieser Ansatz skaliert sehr gut und 16st die Probleme der vorher besprochenen Ansitze (,,ACK
implosion problem®, |, NAK implosion problem®, Sender muf3 alle Empfanger kennen, Sender
muf3 unendlich groBBen Speicher haben), aulerdem braucht der Sender nicht periodisch Nach-
richten senden, wenn der senderbasierte Retransmit gewahlt wird.

Der Nachteil dieses Ansatzes liegt in dem Problem, einen optimalen k-beschriankten Baum
aufzubauen, der den Auslieferungsbaum des Multicast-Algorithmus nachbildet.

IV.2.6 Zusammenfassung

Die senderinitiierte Zuverldssigkeit hat sehr schwerwiegende Nachteile, vor allem auch, was
die Skalierbarkeit betrifft, weshalb sie nicht empfehlenswert ist. Der empféngerinitiierte Ansatz
ist schon besser, leidet allerdings auch unter einer schlechten Skalierbarkeit. Diesen Nachteil
gleicht der empféngerinitiierte Ansatz mit NAK-Vermeidung aus. Allerdings existiert bei allen
empfangerinitiierten Protokollen das Problem, da3 der Sender potentiell unendlich viel Spei-
cher fiir das Aufbewahren von gesendeten Nachrichten bereitstellen mul3, da er nie weil3, wel-
che Nachrichten bereits bei allen Empfingern angekommen sind. Die ringbasierten Protokolle
schneiden durch ihre schlecht Skalierbarkeit im Vergleich zu den anderen Ansétzen negativ ab.
Die baumbasierte Zuverlassigkeit hingegen kennt alle diese Probleme nicht und zeichnet sich
durch eine sehr gute Skalierbarkeit aus.

In Simulationen bzgl. Durchsatz und benétigter Rechenleistung, die in [Levine 97] durchge-
fuhrt werden, schneidet tree-NAPP (siehe baumbasierte Zuverldssigkeit mit NAK-
Vermeidung) durchweg als Bester vor RINA (siehe empfangerinitiierte Zuverldssigkeit mit
NAK-Vermeidung) als Zweitbestem und einfachen baumbasierten Verfahren als Drittem ab.
Alle anderen Ansitze schneiden wesentlich schlechter ab und zeigen aullerdem eine schlechte
Skalierbarkeit, indem die benotigte Rechenleistung stark steigt mit zunehmender Empfanger-
zahl, wihrend gleichzeitig der Durchsatz schnell zurtickgeht.

Da RINA das Problem des potentiell unendlich groBBen Speicherplatzes aufweist, liegt die
Entscheidung fiir tree-NAPP oder ein anderes baumbasiertes Verfahren fir den Einsatz in
einem Eventmanagementsystem auf der Hand.
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IV.3 Ordnung von Events

Fur die Verwendung eines Eventmanagementsystems kann es erforderlich sein, dal3 die Events
entsprechend einer Ordnungsrelation ausgeliefert werden. Hier gibt es verschiedene Ordnungs-
stufen: FIFO-, atomare, kausale und totale Ordnung (siehe Kapitel 11.2.2)

Zusitzlich zu der gewiinschten Ordnung muf3 der Bereich festgelegt werden, fiir den diese

Ordnung gilt:

e Systemweit: Die Ordnung gilt fiir alle Multicast-Gruppen eines Systems. Beispielsweise
wirde eine systemweite FIFO-Ordnung fiir einen Sender, der Nachrichten fiir die beiden
Multicast-Gruppen G1 und G2 sendet, bedeuten, dal3, wenn er eine Nachricht A an G1 und
danach eine Nachricht B an G2 sendet, bei allen Empfingern beider Gruppen, immer die
Nachricht A vor der Nachricht B ausgeliefert wird.

e Gruppenweit: Die Ordnung gilt nur innerhalb einer Multicast-Gruppe. In dem obigen
Beispiel wire also nicht festgelegt, ob bei Empfangern beider Multicast-Gruppen Nachricht
A vor Nachricht B ausgeliefert wird oder nicht.

In den allermeisten, wenn nicht gar allen, Féllen reicht sicher eine gruppenweite Ordnung, so

daB3 fur die Verwendung in einem Eventmanagementsystem die systemweite Ordnung nicht

weiter betrachtet werden soll.

Fir die Implementierung einer Ordnung auf einer hoheren Schicht gibt es verschiedene Ansit-
ze, die hier vorgestellt werden sollen.

IV.3.1 Vergabe von Sequenznummern (FIFO-Ordnung)

Jeder Sender kennzeichnet die Nachrichten, die er sendet mit einer Sequenznummer, die fiir
diesen Sender eindeutig ist, sowie mit seinem Namen. Die Sequenznummern werden dabei von
Nachricht zu Nachricht um eins inkrementiert. Ein Empfinger darf diese Nachrichten nur in der
Reihenfolge der Sequenznummern ausliefern.

Der Vorteil dieser Losung ist, dal3 sie kaum zusétzliche Kosten bedeutet, denn Sequenznum-
mern sollten schon wegen der dadurch erméglichten Duplikaterkennung verwendet werden.

Als Nachteil ist nur zu erwédhnen, daf3 die FIFO-Ordnung keine besonders starke Ordnungsre-
lation ist. In vielen Féllen sollte sie jedoch ausreichend sein.
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IV.3.2 Mitsenden aller bisherigen Nachrichten (Kausalordnung)

Dieser Ansatz fihrt eine Kausalordnung dadurch ein, da3 mit jeder Nachricht E die Nachrich-
ten E; , von denen die Nachricht E kausal abhingig ist, mitgeschickt werden. Es wird also statt
der einfachen Nachricht E ein Nachrichtenpaket gesendet, in dem sich zuerst die Nachrichten
E; und schlieBlich die Nachricht E befinden. Somit ist sichergestellt, dal3 die Nachrichten E; vor
der Nachricht E ankommen und ausgeliefert werden. Der Empféanger muf3 eine Duplikaterken-
nung durchfithren, um Nachrichten nicht mehrfach auszuliefern.

[Beck 97] verwendet diesen Ansatz.

Es gibt folgende Optimierungsmoglichkeiten, um Bandbreite und Rechenzeit zu sparen:

e Der Sender kann sich evtl. merken, an welche Empféanger er Nachrichten in E; bereits sicher
ausgeliefert hat, zB. in einem Auslieferungsbaum, wenn der Sender seine Nachbarn im
Baum kennt und von diesen bereits ACKs beziiglich dieser Nachrichten bekommen hat.
Dann braucht der Sender die Nachrichten nicht mehr mitschicken.

e Der Sender kann statt die ganzen Nachrichten in E; mitzuschicken, nur deren eindeutige
Kennung senden. Wenn ein Empfénger die Nachricht, auf die die Kennung sich bezieht nicht
kennt oder noch nicht erhalten hat, kann dieser um ein Retransmit bitten.

Vorteilhaft ist an dieser Losung zum einen die Einfachheit und zum anderen der geringe zu-
satzliche Aufwand.

Nachteilig ist dagegen der zusétzliche Verbrauch an Bandbreite. Dieser sollte jedoch bei An-
wendung der Optimierungen nicht zu sehr ins Gewicht fallen.

IV.3.3 Beschrankung auf EINEN Sender (Totalordnung)

Bei diesem Ansatz gibt es eine zentrale Anlaufstelle, die allein das Recht hat, Nachrichten an
die Multicast-Gruppe zu senden. Eine dhnliche Technik wird beispielsweise bei PIM-SM (siehe
Kapitel I11.6) verwendet; dort heif3t die zentrale Anlaufstelle dann Rendezvous Point.

Jeder Sender, der vorhat, eine Nachricht an die Multicast-Gruppe zu senden, sendet diese per
Unicast an die zentrale Anlaufstelle, die diese Nachricht mit einer eindeutigen Sequenznummer
versieht und per Multicast an die Gruppe weitergibt. Jeder Empfanger darf die Nachrichten nur
in der Reihenfolge ihrer Sequenznummern ausliefern.

Der groBle Vorteil dieser Losung liegt in der Einfachheit und in den global eindeutigen Se-
quenznummern, die auch das Behandeln sowohl der Zuverlédssigkeit als auch der Mobilitét
wesentlich vereinfachen. Zudem 148t sich dieser Ansatz sehr leicht verwirklichen, wenn als
darunterliegendes Multicast-Protokoll ein Protokoll gewahlt wird, das bereits eine zentrale
Anlaufstelle bietet (wie z.B. CBT und PIM-SM).

Als Nachteil ist die Einschrankung auf die zentrale Anlaufstelle zu sehen, die einerseits als
Flaschenhals wirken kann, andererseits Probleme bei der Fehlertoleranz aufwirft und schlief3-
lich die Auslieferung der Nachrichten verlangsamt, da diese Nachrichten ja zuerst an diese
Anlaufstelle gesandt werden mussen.

-67 -



- v LAAAsUlEow A YAVAL oA A A AL

IV.3.4 Vergabestelle fir Sequenznummern (Totalordnung)

Dieser Ansatz funktioniert dhnlich wie der vorige. Allerdings darf hier jeder Sender seine
Nachrichten an die Multicast-Gruppe senden. Nur ein bestimmter Empfianger der Multicast-
Gruppe hat das Recht Sequenznummern zu vergeben. Empfangt er eine Nachricht, weist er ihr
eine Sequenznummer zu und sendet diese Sequenznummer zusammen mit Charakteristika, die
die Nachricht eindeutig bezeichnen, als Multicast an die Multicast-Gruppe. Ein Empfanger darf
eine Nachricht nur ausliefern, wenn er sowohl die Nachricht als auch die zugeordnete Se-
quenznummer erhalten hat. Ist dies der Fall, liefert er die Nachrichten in der Reihenfolge der
Sequenznummern aus.

Dieses Verfahren wird z.B. beim RMP-Projekt (Reliable Multicast Protocol) [Montgomery 94]
der NASA verwendet (siehe auch Kapitel IV.2.4).

Als Vorteil sind auch hier, wie beim vorigen Ansatz, die global eindeutigen Sequenznummern
zu sehen.

Aber auch die Nachteile des vorigen Ansatzes sind hier zu finden: Eine zentrale Sequenznum-
mern-Vergabestelle mit ihrer eventuellen Funktion als Flaschenhals und den Problemen bei der
Fehlertoleranz, die sie aufwirft. Hinzu kommen noch die zusétzlichen Kosten fiir einen zweiten
bendtigten Multicast pro Nachricht und die durch den zweiten Multicast bedingte weitere
Verzogerung bei der Auslieferung der Nachrichten.

IV.3.5 Nutzen von kausalen Blocks (Totalordnung)

In [Macedo 93] wird ein Protokoll namens Newtop vorgestellt, das kausale Blocke verwendet.
Als Grundannahme wird vorausgesetzt, da3 jedem Teilnehmer (Sender und Empfanger) einer
Multicast-Gruppe die Menge aller Sender dieser Gruppe bekannt ist. Jeder Sender mul3 auch
Empfanger dieser Gruppe sein.

Kausale Blocke sind in Newtop Zeitabschnitte vergleichbar mit Epochen. Jeder Block enthélt
Nachrichten (mindestens eine), die zueinander kausal unabhéngig sind. Jeder Sender 1 hat einen
eigenen Blockzédhler BC;. Wenn die Multicast-Gruppe gebildet wird, haben alle BC; den glei-
chen Wert, z.B. 0.

Will der Sender i1 eine Nachricht an die Gruppe senden, erhoht er seinen BC; um eins und
stempelt die Nachricht mit BC; , bevor er sie an die Gruppe sendet. Jeder Teilnehmer der die
Nachricht empfingt, vermerkt in einer Tabelle, da3 er eine Nachricht von Sender i fiir den
Block BC; empfangen hat. Ein kausaler Block ist bei einem Teilnehmer vollstandig, wenn
dieser von allen Sendern eine Nachricht fiir diesen Block oder fiir spatere Blocks (dies gilt, da
BC; monoton wachsend ist) erhalten hat. Dann kann er die Nachrichten dieses kausalen Blocks
an seine Anwendung ausliefern und seinen eigenen BC gleich diesem kausalen Block setzen,
falls sein BC niedriger war als dieser Block.

Damit durch das Schweigen eines Senders nicht alle anderen Teilnehmer am Ausliefern ihrer
Nachrichten gehindert werden, verhindert ein Timeout bei jedem Sender, dal3 dieser langer als
eine bestimmte Zeit schweigt. Lauft dieser Timeout ab, mul3 der Sender eine Nachricht ohne
Inhalt (aber mit seinem BC) senden.

Dieses Protokoll ist sicherlich interessant, aber die Einschrankung, daB3 jedem Teilnehmer einer
Multicast-Gruppe jeder Sender seiner Gruppe bekannt sein muf3, dirfte nur fir sehr wenige
Gruppen bzw. Anwendungen realisierbar sein. Fir ein Eventmanagementsystem kann man dies
sicher nicht voraussetzen.
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IV.3.6 Zusammenfassung

Wenn eine FIFO-Ordnung fiir die Zwecke der Anwendung ausreichend ist, ist die Vergabe von
Sequenznummern eine sehr ginstige und einfache Moglichkeit, eine Ordnungsrelation einzu-
fithren.

Wenn man jedoch eine kausale oder totale Ordnung fiir das Eventmanagementsystem fordert,
kommen hauptsédchlich die ersten beiden der vier hier vorgestellten Ansétze in Betracht: Das
Mitsenden aller bisherigen Nachrichten (evtl. mit den beschriebenen Optimierungen) oder die
Beschrankung auf EINEN Sender. Zwischen diesen beiden muf3 man dann je nach verwende-
tem Multicast-Protokoll entscheiden.

Die anderen beiden Ansétze schneiden schlechter ab, weil sie entweder vergleichsweise hohe
Kosten und Verzogerungen (Vergabestelle fiir Sequenznummern) oder die Einschrankung, daf3
jedem Teilnehmer einer Multicast-Gruppe jeder Sender seiner Gruppe bekannt sein muf3, (Nut-
zen von kausalen Blocks) mit sich bringen.
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IV.4 Fehlertoleranz

In jedem Rechnernetz konnen Fehler auftreten. Ein Eventmanagementsystem sollte bis zu
einem gewissen Grad damit umgehen und trotz aufgetretener Fehler weiterarbeiten konnen.
In diesem Kapitel wird der Umgang des Eventmanagementsystems mit Fehlern diskutiert.

IV.4.1 Fehlerklassen

Zuerst einmal sollen die mogliche Fehlerarten klassifiziert werden. Man kann Fehler in vier
Klassen einteilen [Jalote 94], wobei jeweils die vorher genannte eine Teilmenge der nachfol-
genden Fehlerklassen darstellt:

e Crash-Fehler: Ein Fehler, der die Komponente zum Anhalten bringt. Sie reagiert nicht
weiter.

¢ Unterlassungsfehler: Ein Fehler, der die Komponente dazu bringt, auf keine Eingaben oder
Nachrichten mehr zu antworten. Sie schweigt einfach.

¢ Timing-Fehler: Ein Fehler, der die Komponente dazu bringt, entweder zu frith oder zu spét
zu antworten. Meist ist der problematische Fall der, wenn die Komponente zu spét antwor-
tet. Dann dhnelt dieser Fehler dem Unterlassungsfehler, mit dem Unterschied, da3 die Kom-
ponente ,irgendwann‘ wieder Reaktionen zeigt.

¢ Byzantinischer Fehler: Ein Fehler, der die Komponente dazu bringt, vollig willkiirlich zu
handeln. Es kann unmoglich sein, dieses Verhalten vom Normalverhalten zu unterscheiden.

In dieser Arbeit sollen byzantinische Fehler nicht berticksichtigt werden, da dies den Rahmen
der Arbeit sprengen wiirde. Hier sollen nur Timing-Fehler (und somit natiirlich auch Unterlas-
sungsfehler und Crash-Fehler) betrachtet werden.

IV.4.2 Ausfall einer Verbindung zwischen zwei Rechnerknoten

Unter Verbindung zwischen zwei Rechnerknoten soll hier nicht eine verbindungsorientierte
Kommunikation verstanden werden, sondern einfach die Dateniibertragung zwischen zwei
benachbarten Rechnerknoten.

Es sollen bei dem zu entwerfenden Protokoll nur Basisdienste des Netzwerks verwendet wer-
den. Diese sind auf Schicht 3 oder 4 des OSI-7-Schichten-Modells angesiedelt. Das bedeutet,
dal3 diese Basisdienste sich bereits um die Behandlung eines Verbindungsausfalls kiimmern.
Diese Fehlerbehebung durch die Basisdienste ist transparent fur das hier beschriebene Proto-
koll und muf3 deshalb nicht beriicksichtigt werden.

Die einzigen Fehler bei der Nachrichtentibermittlung, die diese Basisdienste nicht beheben, sind
verlorengegangene Nachrichten, Reihenfolgefehler bei der Auslieferung von Nachrichten sowie
Duplizieren von Nachrichten. Diese Fehler miissen durch das Gewéhrleisten von Zuverlassig-
keit, durch die Vergabe von Sequenznummern und durch eine Duplikaterkennung bei den
Eventmanagern behoben werden.

Ein weiterer Fehler, den die Basisdienste nicht beheben konnen, besteht, wenn von einem
Rechnerknoten auf keinem Wege mehr eine Verbindung zu dem gewiinschten Zielknoten
hergestellt werden kann. Dieser Fehler entspricht einer Netzpartitionierung.
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IV.4.3 Netzpartitionierung

Eine Netzpartitionierung ist die Aufteilung des Netzes in zwei oder mehrere Teilnetze, ohne
daf3 Verbindungsmoglichkeiten zwischen den Teilnetzen bestehen. Dies kann z.B. durch Lei-
tungsausfall hervorgerufen werden.

Das Eventmanagementsystem hat keine Moglichkeit, bei einer Netzpartitionierung die Event-
manager, die sich in einem anderen Teilnetz befinden, zu erreichen. Daher kann das Eventma-
nagementsystem einen solchen Fehler auch nicht kompensieren. Allerdings sollte es dem
Eventmanagementsystem moglich sein, in jedem Teilnetz auf verntinftige Weise weiterzuar-
beiten und nach Wiederherstellung des gesamten Netzes, also nach Authebung der Netzparti-
tionierung, wieder zu einem konsistenten Zustand zu finden, so dall das Eventmanagementsy-
stem dann wieder netzweit einsetzbar ist.

1V.4.4 Ausfall eines Rechnerknotens

Der Ausfall eines Rechnerknotens bedeutet fiir den Rest des Eventmanagementsystems zum
einen, dal3 dieser Rechnerknoten keine Informationen mehr weitergibt, da3 also beispielsweise
in einer Nachrichten-Auslieferungskette ein Loch entsteht, dafl von dem Eventmanagementsy-
stem uberbrickt werden muf3.

Zum anderen sind beim Ausfall eines Rechnerknotens auch alle Daten, die sich auf diesem
Rechner befanden, fir das Eventmanagementsystem verloren. Um mit diesem Fehler umgehen
zu konnen, muf3 das Eventmanagementsystem in der Lage sein, dringend benétigte Daten, die
verloren gingen, zu rekonstruieren, um weiterarbeiten zu konnen.

Als weitere Anforderung gilt, da3 ein Rechnerknoten, der ausfiel, aber nun wieder verfugbar
ist, wieder in das Eventmanagementsystem eingebunden werden kann.

Die Behandlung des Ausfalls von Rechnerknoten ist die hauptsdchliche Aufgabe, der sich das
Eventmanagementsystem im Blick auf Fehlertoleranz zu stellen hat. Wie diese Eigenschaft im
einzelnen hinzugefiigt werden soll, hdangt stark vom Protokoll des Eventmanagementsystems ab
und kann deshalb hier nicht im einzelnen beschrieben werden. Auf die genaue Behandlung von
Fehlertoleranz im Eventmanagementsystem soll deshalb erst spater eingegangen werden.
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V. Zusammenfassung und Ausblick

V.1 Zusammenfassung

In dieser Arbeit wurden die derzeit existierenden Multicast-Protokolle vorgestellt, kurz be-
schrieben und auf ihre Verwendbarkeit in einem Eventmanagementsystem gepruft.

Hierzu wurden zuerst einmal die verschieden Anforderungen an ein Multicast-Protokoll, das in
einem Eventmanagementsystem eingesetzt werden, zusammengetragen und nach ihrer Wich-
tigkeit klassifiziert. AnschlieBend wurden, wie bereits erwdhnt, die Multicast-Protokolle be-
schrieben und anhand dieser Anforderungen bewertet. Nach der Beschreibung und Bewertung
der einzelnen Protokolle, wurden die Protokolle in einer Bewertungsiibersicht tabellarisch
einander gegeniibergestellt, so da3 die Starken und Schwiachen eines Protokolls im Vergleich
zu anderen Protokollen leichter erkennbar sind.

SchlieBlich wurden noch Méglichkeiten beschrieben und bewertet, Eigenschaften zu Multicast-
Protokollen hinzuzufiigen, wenn sie diese Eigenschaften nicht von sich selbst aus anbieten.
Diese Eigenschaften waren: Mobilitdt von Teilnehmern, Zuverlédssigkeit der Nachrichteniiber-
mittlung, Ordnung von Nachrichten und Fehlertoleranz.

AbschlieBend bleibt zu sagen, dal3 jedes Protokoll seine Starken und Schwichen zeigt, so dal3
kein Protokoll uneingeschriankt fur die Verwendung in einem Eventmanagementsystem emp-
fohlen werden kann. Auch wenn man gewisse Schwichen toleriert, kann man nicht von einem
Protokoll sagen, daB3 es das beste sei. Welches Protokoll das beste ist, hdngt zu sehr von den
gestellten Anforderungen, von den gesetzten Priorititen und vom gewlinschten Anwendungs-
bereich ab.

Ebenso gibt es bei den verschiedenen Moglichkeiten, Eigenschaften zu bestehenden Multicast-
Protokollen hinzuzufiigen, Stiarken und Schwéchen bei jedem Ansatz. Allerdings féllt es hier
leichter, einen Ansatz von den anderen vorgestellten Ansédtzen auszuwiahlen und als empfeh-
lenswert hervorzuheben.

-72 -



¥ oesw £ ALV ILLWIL

V.2 Ausblick

Nachdem hier die verschiedenen Multicast-Protokolle auf die Verwendbarkeit in einem Event-
managementsystem gepriift worden sind, bleibt nun noch, tatsdchlich ein Eventmanagementsy-
stem zu entwerfen, das den in Kapitel II vorgestellten Anforderungen gerecht wird und evtl.
auf einem der beschriebenen Multicast-Protokollen aufbaut.

Dies tue ich in meiner Diplomarbeit [Schiffer 97]. In dieser Diplomarbeit wird ein Eventmana-
gementsystem diskutiert und beschrieben, das eine verteilte Registerstruktur zur Verwaltung
aller Multicast-Gruppen verwendet. Diese Registerstruktur wird sehr ausfiihrlich und grindlich
untersucht und sowohl textuell als auch mit einem Algorithmus beschrieben. Aufbauend auf
dieser Registerstruktur ist es moglich verschiedene Multicast-Protokolle (auch gleichzeitig) fur
verschiedene Multicast-Gruppen zu verwenden.

Ein Beispiel fiir ein Multicast-Protokoll wird gegen Ende der Diplomarbeit beschrieben. Dieses
Multicast-Protokoll verwendet den IP-Multicast (also hauptsdchlich DVMRP) als Basisdienst
und baut auf diesem einen Algorithmus auf, der skalierbar, zuverlassig und fehlertolerant ar-
beitet und die Mobilitdt von Teilnehmern unterstutzt.

Um die Erstellung verschiedener Multicast-Algorithmen auftbauend auf der Registerstruktur zu
ermoglichen wurde insbesondere darauf geachtet, klar definierte Schnittstellen zwischen Regi-
sterstruktur und Multicast-Algorithmus zu bieten.

Diese Diplomarbeit fiihrt also die hier beschriebene Betrachtung und Bewertung von Multi-
cast-Protokollen in Richtung auf die tatsachliche Entwicklung eines Eventmanagementsystems
fort.
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werden.

V1.2 Glossar

Broadcast
Das gleichzeitige Versenden einer Nachricht an alle Knoten eines Netzwerks,
1-zu-alle-Nachrichtenversendung. (siehe Kapitel 1.2.2)
Vergleiche auch: Multicast, Broadcast.

CreateGroup
Der Befehl im Sinne von IGMP, eine neue Multicast-Gruppe zu erzeugen. Oft wird die-
ser Befehl durch den ersten JoinGroup-Befehl an eine neue Gruppe implizit ausgefiihrt.

IP, Internet Protocol
IP ist ein verbindungsloser, datagrammorientierter Netzwerkdienst zum Versenden von
Datenpaketen zwischen Rechnern. Zur Zeit aktuell ist Version 4 (IPv4), die im Laufe der
néchsten Jahre durch Version 6 (IPv6 oder IPng, ,,next generation®) ersetzt werden soll.

IP-Multicast
Der IP-Multicast ist das Multicast-Verfahren, das im Internet verwendet wird. Alle Mul-
ticast-fahigen Router im Internet bilden zusammen den MBone, also den Multicast
Backbone des Internet. (siche auch Kapitel 1.6 Multicast-Protokolle im Internet)

IGMP, Internet Group Multicast Protocol
Informationsprotokoll fir Multicast-Router, um Informationen tiber die in einem lokalen
Netz vorhandenen Host-Gruppen zu erhalten (siehe Kapitel 1.2.4). Es beschreibt finf
Befehle: CreateGroup, JoinGroup, LeaveGroup, SendMulticast und ReceiveMulticast.

JoinGroup
Der Befehl im Sinne von IGMP, einer Multicast-Gruppe beizutreten, um in den Ausliefe-
rungsbaum dieser Gruppe aufgenommen zu werden und in Zukunft alle Multicast-
Nachrichten, die an diese Gruppe gesendet werden, zu empfangen.

LeaveGroup
Der Befehl im Sinne von IGMP, eine Multicast-Gruppe zu verlassen, d.h. keine weiteren
Nachrichten mehr von dieser Multicast-Gruppe zu empfangen.

MST, Minimum Spanning Tree
Ein Multicast, der nach dem Minimum Spanning Tree-Verfahren realisiert ist, baut nur
einen einzigen Baum auf: Den minimalen Spannbaum iiber alle Sender und Empféanger
der Multicast-Gruppe. Jede Multicast-Nachricht wird tuber diesen Baum verteilt, unab-
héngig davon, von welchem Sender sie stammt. (siehe Kapitel 1.3.2)

Multicast
Das gleichzeitige Versenden einer Nachricht an eine Gruppe von Netzwerkknoten,
1-zu-n-Nachrichtenversendung. (siche Kapitel 1.2.3)
Vergleiche auch: Broadcast, Unicast.
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Multicast-Gruppe
Ein Gruppe von Rechnerknoten, die unter einer Multicast-Adresse zusammengefal3t sind
und alle Nachrichten empfangen, die an diese Adresse gesendet werden. Die einzelnen
Teilnehmer dieser Gruppe kennen sich untereinander nicht. Ein Sender, der eine Nach-
richt an eine Multicast-Gruppe sendet, braucht kein Teilnehmer dieser Gruppe zu sein
(offene Multicast-Gruppe) und die Teilnehmer der Gruppe nicht zu kennen.

Multicast-Router
Ein Router, der Multicast-Nachrichten effizient weiterleiten kann. Unter dem Multicast-
Router eines bestimmten LANSs ist der Multicast-verantwortliche Router fiir dieses LAN
zu verstehen. Um zu vermeiden, dal3 Multicast-Nachrichten an LANs, die mehrere Rou-
ter haben, mehrfach ausgeliefert wird, also von jedem Router, wird meist einer dieser
Router als der Multicast-Router dieses LANs festgelegt. Nur dieser Router ist dafiir ver-
antwortlich, dal3 Multicast-Nachrichten von und zu diesem LAN gelangen.

ReceiveMulticast
Der Befehl im Sinne von IGMP, eine wartenden Multicast-Nachricht einer Multicast-
Gruppe zu empfangen. Meist entféllt dieser Befehl, da Multicast-Nachrichten direkt an
den Empfanger ausgeliefert werden.

Router
In dieser Arbeit ein Sammelbegriff fur alle Bridges, Router und Gateways, die ein LAN
an den Rest des Netzwerks anbinden oder andere Vermittlungsfunktionen innerhalb des
Netzwerks wahrnehmen. Hier sei insbesondere das Routing und das Ausfithren eines
Multicast-Protokolls erwéahnt. (siehe Kapitel 1.4)

SBT, Sender Based Tree
Ein Multicast, der tiber Sender Based Trees realisiert ist, baut fiir jeden moglichen Sen-
der von Multicast-Nachrichten einen Auslieferungsbaum aus, d.h. jede Multicast-
Nachricht eines Senders wird auf annidhernd kiirzesten Wegen vom Sender zu den Emp-
fangern gesendet. (siehe Kapitel 1.3.1)

SendMulticast
Der Befehl im Sinne von IGMP, eine Multicast-Nachricht an alle Empfinger dieser
Gruppe weiterzusenden. Das Senden bedeutet fiir den Sender dieser Nachricht nur das
Schicken einer UDP-Nachricht an den Multicast-Router des LANs. Das Netzwerk tber-
nimmt dann die weitere Vermittlung der Nachricht.

TCP, Transmission Control Protocol
Ein Protokoll, das auf IP aufsetzt und eine gesicherte Datentibertragung zwischen zwei
Endsystemen gewdhrleistet.

UDP, User Datagram Protocol
Sehr einfaches, paketorientiertes Protokoll, das auf IP aufsetzt. Reihenfolgefehler und
Duplikate sind moglich.

Unicast
Das Versenden einer Nachricht an genau einen Empfinger im Netzwerk,
1-zu-1-Nachrichtenversendung. (siehe Kapitel 1.2.1)
Vergleiche auch: Broadcast, Multicast.
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